Numerical investigation of the couplings between strain localisation processes and gas migrations in clay materials
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A B S T R A C T

Deep geological repository is the preferred solution in many countries to manage radioactive wastes, such as in France where the Callovo-Oxfordian (COx) claystone is the candidate host rock. In such clay rock formation, the drilling of storage gallery creates an Excavation Damaged Zone (EDZ) with altered flow properties in the short term, while corrosion processes release large amounts of gas in the long term. Assessing the evolution of gas pressures in the near-field and predicting the effect of the EDZ on gas transport remains a major issue. This paper presents a second gradient two-phase flow hydro-mechanical (H2M) model tackling the multi-physics couplings related to gas transfers and fractures development. The EDZ is reproduced by shear strain localisation bands using a microstructure enriched model with a second gradient approach. The gas migration is captured by a biphasic fluid transfer model. The impact of fracturing on the flow properties is addressed by relating the permeability and the water retention curve to mechanical strains. Using this tool, numerical modelling of a drift in the COx claystone is performed with the aim of emphasising the influence of the HM couplings on gas migrations at nuclear waste disposal scale.

1. Introduction

Since its introduction in the mid-1950s, nuclear power has become a leading source of energy providing stable and massive generation of electricity thanks to nuclear power plants. However, the nuclear fuel cycle inevitably produces high-level radioactive wastes, which are harmful to living beings and the environment over time periods much longer than the human life scale (Ausness, 1979). As a consequence, the long-term management of these wastes constitutes a major issue, which has been the object of more than 50 years of extensive research (NEA Expert Group, 1986). An international consensus dating back to the early 21st century (IAEA, 2003) has recognised the deep geological disposal (Bredhoefft et al., 1978) as one of the most promising solutions for the long-lasting storage of nuclear wastes away from the biosphere. Practically, this mode of repository consists in disposing the wastes in deep and stable geological formations and relies on the multi-barriers confinement concept (Ewing et al., 2016), which offers a combination of natural and engineered layers. Radionuclides migration is this way slowed down on a time-scale consistent with the radioactive decay period, ensuring an acceptable risk level for the residual substances reaching the surface.

To guarantee the feasibility of such a solution, it is of paramount importance to fully understand the geological barrier response throughout the system lifespan. Initially, the gallery drilling process may cause stress redistribution that triggers cracks propagation in the close vicinity of the excavated cells, especially in argillaceous rocks. This may lead to the creation of an Excavation Damaged Zone (EDZ) (Tsang et al., 2005) characterised by significant changes in the hydraulic properties (Armand et al., 2014). Then, the air ventilation required during the operation phase initiates water drainage and desaturation of the host rock which may induce extra cracking (European Commission, 2005). Finally, the repository phase ensuing the sealing and closure of the drifts, copes with hydraulic re-saturation in the short term and with thermal (Li et al., 2007) and gaseous (Volkar et al., 1995) processes in the long term. Since the overall barrier performance is a highly complex problem to tackle, which involves multiple coupled Thermo-Hydro-Mechanical (THM) phenomena, numerical modelling turns out to be an effective technique to perform predictions at the time-scale of the storage.

Gas migrations from the geological disposal facilities to the EDZ and the undisturbed rock formation is one of the mechanisms which requires special attention because it may potentially open preferential flow paths and affect the long-term safety function of the geological barrier (Rodwell et al., 1999). Hydrogen from the anaerobic corrosion of metallic components of the system is expected to be by far the predominant source of gas (Gallé, 2000). Given the impervious
nature of the resaturated rock, gas generation goes along with over-pressurisation, suggesting different hypothetical gas transport mechanisms as a function of the pressure gradients (Marschall et al., 2005). Numerical modelling has already addressed gas issue in the context of deep geological disposal for many years now, whether it is about diffusive flow of dissolved gas (Ortiz et al., 2002), or multi-phase flow (Sentí, 2014), eventually coupled with mechanical (Gerard et al., 2008) and thermal (Yu et al., 2011) effects, and resulting in the formation of localised gas-filled pathways in the porous medium (Gerard et al., 2014).

Furthermore, significant efforts have also been taken to tackle the computational complexity behind the modelling of the EDZ. The numerous approaches elaborated over the past decades focus on the short-term (Lisjak et al., 2015) or long-term (Rutqvist et al., 2009) rock mass response, integrate a damaged-based constitutive law (Pellet et al., 2009) or include hydro-mechanical couplings (Jia et al., 2008), permeability variations (Levasseur et al., 2015), flow transfers (Charlier et al., 2013), strain localisation (Pardoen et al., 2015a) or all these aspects simultaneously (Pardoen et al., 2016). Among the several options convenient to represent rock fractures, a strain localisation approach in shear band mode is adopted in the present work (Pardoen et al., 2015a).

Strain localisation, defined as the accumulation of large shear strain in limited zones is commonly observed in geomaterials prior to failure (Vardoulakis et al., 1978). This choice is thus primarily motivated by experimental evidences (Armand et al., 2014) that the fracturing process is mainly governed by shear fractures around the galleries. However, the description of strain localisation behaviour using classical finite element theories leads to a ill-posed problem, which is inherently mesh-sensitive (Pietruszczak and Mróz, 1981). Therefore, a proper regularisation of the problem is needed in order to alleviate the pathological dependence to the finite element (FE) discretisation. Among the existing techniques, the local second gradient model including an enrichment of the continuum with microstructure effects (Chambon et al., 2001a) is introduced in the following.

So far, numerical models which can properly handle strain localisation phenomena in rocks considering HM (Plazzart et al., 2013; Pardoen et al., 2016) or THM (Siefert et al., 2011; Rattez et al., 2018) couplings have already been proposed, but without considering explicitly the presence of gas. The effect of the EDZ on gas migrations has been only briefly investigated by means of a simplified model of gas pressure evolution (Autio et al., 2006) or with a coupled HM-damaged model (Xue et al., 2018). Yet in both cases, the rigorous and representative development of the EDZ is eluded. This lack of numerical modelling which combines all the aspects inherent to gas migrations in low-permeable rock materials at once has stimulated the undertaking of the present work. This contribution aims thence at extending a local second gradient approach to a multiphysical context accounting for gas pressure change in order to simultaneously capture the multi-physics couplings related to gas transfers in partially saturated clay formations and the strain localisation aspects associated with the creation of the EDZ. The proposed second gradient H2M model (standing for two-phase flow hydro-mechanical model) is thus part of an incremental work which intends to bridge the gap between the works on a second gradient model for biphasic media (Collin et al., 2006; Pardoen et al., 2015a) on the one hand, and a two-phase fluid transfer model (Gerard et al., 2008) on the other hand. More specifically, this paper pays special attention to the modelling of HM couplings prone to occur in the EDZ and susceptible to affect the kinetics of gas transfers. These couplings take the form of an evolution of the intrinsic permeability and of the water retention behaviour of the material with strains. Practically, the novelities have been implemented in the non-linear finite element code LAGAMINE developed at the University of Liège (Charlier, 1987; Collin, 2003).

This article is organised in five main parts. After this introduction, the local second gradient H2M model is presented in Section 2, including the balance equations and the FE formulation. In the rest of the paper, the model is applied to a practical case which lies in the context of long-lived intermediate-level waste (MAVL) storage according to the French concept (Andra, 2016). Section 3 deals with the description of the numerical simulation of a MAVL storage drift, focusing particularly on the geometry and on the evolution of the boundary conditions. Three phases are specifically simulated: the excavation of the gallery, the ventilation process when the gallery is in operation and the generation and migration of Hydrogen on the long term. In addition, the constitutive models and the related parameters used for the simulations are given in Section 4. Finally, the numerical results for the different phases of the simulations are provided and analysed in Section 5, with an emphasis on the effect of the EDZ modelling on gas flows.

2. Second gradient H2M model

Geomaterials like host rock formations for deep geological disposal are commonly subjected to strain localisation under strong loading conditions, prior to failure of the material in localised mode. This localisation of deformation basically consists in an intense accumulation of strain into narrow thin bands, which arises once the damage threshold is reached, leading to softening of the material strength and initiation of local heterogeneities like micro-cracks or fissures. The strain localisation process can thus be seen as an instability (Lyapunov, 1892), which is now generally linked to the bifurcation theory, referring to the loss of uniqueness of a problem solution (Hill, 1958; Rice, 1976). Among the various modes proposed in the literature to study the bifurcation phenomenon (Triantafyllidis, 1980; Hill and Hutchinson, 1975), the strain localisation in shear band mode, conceptualised by Rice and co-workers (Rice, 1976), is the failure mechanism that is mainly evidenced in geomaterials (Finno et al., 1996; Desrues and Viggiani, 2004). However, it is well known that numerical modelling of such kind of localised shear zones in the framework of classical finite element methods leads to a mathematically ill-posed problem suffering of a pathological dependency to the mesh size (Pietruszczak and Mróz, 1981; De Borst and Mühlhaus, 1992). Indeed, the width of the localisation zone becomes vanishingly small with refined finite element discretisation (De Borst et al., 1993), resulting in physically inadmissible results without any energy dissipation (Bažant and Belytschko, 1985). This mesh-dependence issue can be tackled by resorting to suitable regularisation techniques that introduce an internal length scale in the problem in order to control the localised band thickness and to properly model the post-localisation behaviour. In the literature, these enhanced approaches are basically gathered in two main classes. The first one consists in the enrichment of the constitutive law. This theory includes for instance the gradient plasticity, which introduces gradient of internal variables in the constitutive model (Aifantis, 1984; Zbib and Aifantis, 1988), or (implicit Peerlings et al., 1996) non-local approaches incorporating non-local internal variables (Bazant et al., 1984; Pijaudier-Cabot and Bazant, 1987). The second theory is based on the enrichment of the continuum kinematics with microstructure effects, and finds its roots in Cosserat brothers’ pioneering works (Cosserat and Cosserat, 1909), subsequently extended to the formulation of continuous media with microstructure (Toupin, 1962; Mindlin, 1964; Germain, 1973).

Among the large panel of models dealing with microstructured materials, it is here proposed to use the local second gradient model originally developed by Chambon and co-workers (Chambon et al., 1998). Initially formulated for monophasic media, this model was then extended to biphasic saturated porous media (Collin et al., 2006) and enhanced with thermal effects (Siefert et al., 2011) and partially saturated conditions with constant gas pressure (Pardoen et al., 2015a), with specific applications to the evolution of the EDZ in the context of nuclear waste disposal (Pardoen and Collin, 2017). This coupled local second gradient model is now further enriched to take variable gas pressure into account.
In the presented developments, the material is treated as a porous medium commonly considered as the superposition of several continua, relying on the mixture theory (Coussy, 1995): an assembly of grains forming the solid matrix and voids between the grains filled by a combination of fluids (Fig. 1). In particular, a binary fluid mixture is considered, which includes a liquid and a gaseous phase. Each of these phases corresponds to a combination of two species, namely the liquid phase is composed of liquid water and dissolved Hydrogen while the gaseous phase is an ideal mixture of dry Hydrogen and water vapour. In the proposed formulation, it is also assumed that the mineral species and the solid phase coincide, and that solid and fluid phases are immiscible. Hereafter, the balance equations of the model are expressed in the weak form following the principle of virtual work and assuming that pore fluids have no influence at the microscale, the variations of water and gas pressures do not generate any microkinematic gradient.

According to this additional assumption formulated in Ehlers and Volk (2001a), the Bishop’s postulate (Bishop, 1959) can be rewritten as:

$$\sigma_{ij} = \frac{\partial q_{ij}}{\partial x_j} - \delta_{ij} \left( \frac{\partial u^*}{\partial x_j} - v^* \right)$$

where $$\delta_{ij}$$ is the Kronecker symbol, and $$v^*$$ implies

$$\nu^* = \nu^* \cdot \sigma_Q$$

and

$$v^* = \nu^* \cdot \sigma_Q$$

in which the symbol “$$\nu$$” denotes the composition product of two linear operators, $$\nu$$ is the external normal at some smooth point of $$\delta$$, and $$\sigma_Q$$ is the normal projection onto the tangential plane.

The local second gradient (Chambon et al., 2001a) is based on the hypothesis of equalities between the microkinematic and macrodeformation gradients, namely

$$\nu^* = \nu^* \cdot \sigma_Q$$

introduced through a field of Lagrange multipliers $$\lambda_j$$ related to the weak form of the aforementioned constraint (Chambon et al., 1998). This finally gives the first two governing equations of the model in a weak form for every kinematically admissible virtual displacement field $$u^*$$ and assuming

$$\int_{\Omega} \left( \sigma_{ij} \frac{\partial u^*}{\partial x_j} + \sum_{j} \lambda_{ij} \frac{\partial u^*}{\partial x_j} - v^* \right) d\Omega = 0$$

where

$$\sigma_{ij} = \frac{\partial q_{ij}}{\partial x_j}$$

and

$$\lambda_{ij} = \frac{\partial \nu^*}{\partial x_j}$$

implying

$$\nu^* = \nu^* \cdot \sigma_Q$$

and

$$v^* = \nu^* \cdot \sigma_Q$$

into the strong form of the aforementioned constraint (Chambon et al., 1998). This finally gives the first two governing equations of the model in a weak form for every kinematically admissible virtual displacement field $$u^*$$ and assuming

$$\int_{\Omega} \left( \sigma_{ij} \frac{\partial u^*}{\partial x_j} + \sum_{j} \lambda_{ij} \frac{\partial u^*}{\partial x_j} - v^* \right) d\Omega = 0$$

where

$$\sigma_{ij} = \frac{\partial q_{ij}}{\partial x_j}$$

and

$$\lambda_{ij} = \frac{\partial \nu^*}{\partial x_j}$$

implying

$$\nu^* = \nu^* \cdot \sigma_Q$$

and

$$v^* = \nu^* \cdot \sigma_Q$$

With a view to extending the second gradient model to multiphase materials, the previous equations remain valid provided to define the total stress $$\sigma_{ij}$$. Accounting for the partially saturated conditions with Biot’s definition (Biot, 1941) to consider the solid phase compressibility, the Bishop’s postulate (Biot, 1959) can be rewritten as:

$$\sigma_{ij} = \sigma_{ij} + b_{ij}(S^w_p \delta_{ij} + S^g_p \delta_{ij})$$

where

$$\sigma_{ij}$$ is the Bishop’s effective stress, $$S^w_p$$ is the water degree of saturation, $$\rho_p$$ and $${\rho_g}$$ are the pore water and gas pressures respectively with $$s = \rho_p - \rho_g$$, the matrix suction, $$\delta_{ij}$$ is the Kronecker symbol, and $$b_{ij}$$ is Biot’s tensor. In previous Eq. (8), the stress field is defined under soil mechanics convention in which compressive stress is positive.

Assuming that the double stress $$\Sigma_{ijk}$$ is independent of water and gas pressures (second gradient effects occur solely for the solid phase) and that pore fluids have no influence at the microscale, the variations of water and gas pressures do not generate any microkinematic gradient. According to this additional assumption formulated in Ehlers and Volk...
the water mass balance equation reads for every kinematically admissible virtual pore water pressure field $p_w^*$:

$$\int_{\Omega} \left[ M_w^{-1} p_w^* + M_t^{-1} p_t^* - f_{w,i} \frac{\partial p_w^*}{\partial x_i} - f_{t,i} \frac{\partial p_t^*}{\partial x_i} \right] d\Omega = \int_{\Omega^i} q_w^* d\Omega - \int_{\Gamma_w^i} q_w^* d\Gamma$$

where $q_{w,i}$ and $q_{t,i}$ are the mass flows of liquid water and water vapour respectively, $M_w$ and $M_t$ are the mass variations of liquid water and water vapour respectively, $Q_w^i$ is the sink mass term of water, and $\Gamma_w^i$ is the part of the boundary where the input mass per unit area $q_w^*$ is prescribed.

Similarly, the gas mass balance equation reads for every kinematically admissible virtual pore gas pressure field $p_g^*$:

$$\int_{\Omega} \left[ M_g^{-1} p_g^* + M_g^{-1} p_g^* - f_{g,i} \frac{\partial p_g^*}{\partial x_i} - f_{g,i} \frac{\partial p_g^*}{\partial x_i} \right] d\Omega = \int_{\Omega^i} q_g^* d\Omega - \int_{\Gamma_g^i} q_g^* d\Gamma$$

where $f_{g,i}$ and $f_{t,i}$ are the mass flows of dry Hydrogen and dissolved Hydrogen respectively, $M_g$ and $M_g$ are the mass variations of dry Hydrogen and dissolved Hydrogen respectively, $Q_g^i$ is the sink mass term of Hydrogen, and $\Gamma_g^i$ is the part of the boundary where the input mass per unit area $q_g^*$ is prescribed.

The fluid masses inside a porous material volume $\Omega$ are respectively equal to:

$$M_w = \rho_w \phi S_w^\text{in} \Omega$$

and

$$M_t = \rho_t \phi (1 - S_w^\text{in}) \Omega$$

With respect to water and gas mass balance Eqs. (9) and (10), the time derivatives of these quantities, namely $\dot{M}_w$, $\dot{M}_t$, $\dot{M}_g$, and $\dot{M}_g$ must be detailed. It is performed by including the variations of liquid and gas densities of Eqs. (22), (23) and (24), by considering the porosity variation of Eq. (25) and by assuming a unit mixture volume $\Omega$.

Moreover, the description of the fluid transport processes in partially saturated porous media relies on a biphasic flow model. As stated above, this two-phase flow model consists of a liquid phase made up of liquid water and dissolved Hydrogen and a gaseous phase, corresponding to an ideal mixture of dry Hydrogen and water vapour. Thus, the mass flows included in fluid mass balance Eqs. (9) and (10) take into account the advection of each phase using the generalised Darcy’s law (Darcy, 1856) and the diffusion of the components with each phase by Fick’s law (Fick, 1855), as follows:

$$f_{w,i} = \rho_w q_{w,i} \quad \text{and} \quad f_{t,i} = \rho_t q_{t,i}$$

where $\rho_w$, $\rho_t$, $\rho_{w,t}$, $\rho_{w,t}$ are the densities of liquid water, water vapour, dry Hydrogen and dissolved Hydrogen respectively, $q_{w,i}$ and $q_{t,i}$ are the advective fluxes respectively of the liquid and the gaseous phases, $\rho_{w,t}$ and $\rho_{w,t}$ are the diffusion fluxes respectively for the water vapour, the dry Hydrogen, and the dissolved Hydrogen. It is worth noted that the liquid water diffusion within the liquid phase is neglected in the model due to the small amount of dissolved Hydrogen in this phase.

The advection of liquid and gaseous phases is described by the generalised Darcy’s law for unsaturated cases and reads:

$$q_{w,i} = \frac{k_w \rho_w}{\mu_w} \left( \frac{\partial p_w}{\partial x_i} + \rho_w \delta_i \right)$$

where $k_w$ is the water permeability tensor in saturated conditions, i.e., the intrinsic permeability tensor, $\rho_w$ and $\rho_t$ are the water and gas relative permeabilities dependent on the degree of saturation, $\mu_w$ and $\mu_t$ are the dynamic viscosities of water and gaseous mixture respectively, the latter being dependent on the dynamic viscosity of each component of the mixture as:

$$\mu_t = \frac{1}{\frac{\rho_w}{\rho_t} \mu_w + \frac{\rho_w}{\rho_t} \mu_t}$$

The diffusion of the components within each phase is defined by Fick’s law and reads:

$$i_{w,i} = -\phi(1 - S_w^\text{in}) \frac{D_{w,t}}{\rho_w} \frac{\partial}{\partial x_i} \left( \frac{\rho_{w,t}}{\rho_w} \right) = -i_{t,i}$$

where $D_{w,t}$ and $D_{w,t}$ are the diffusion coefficients respectively in the gaseous mixture (dry Hydrogen–water vapour) and for the dissolved Hydrogen in liquid water, and $\tau$ is the tortuosity of the porous medium, which characterises the path followed by the dissolved Hydrogen particles between the solid grains.

### 2.2. Solid and fluids phases behaviour

In order to fully describe the behaviour of the multiphasic porous medium and to solve the problem described in the previous section, the behaviour of solid and fluids phases must be further specified. The Biot tensor introduced in Eq. (8) represents more particularly the compressibility of the solid grain skeleton relative to the skeleton compressibility, expressed in orthotropic axes as (Cheng, 1997):

$$b_{ij} = \delta_{ij} - C_{ijklm} \frac{K_s}{K}$$

where $\delta_{ij}$ is the Kronecker symbol, $K_s$ is the isotropic bulk modulus of the solid grains, and $C_{ijklm}$ is the elastic stiffness tensor of the material. It is worth noting that including the plastic material behaviour in case the medium is not assumed elastic requires an extension to poroplasticity, as proposed by Coussy (1995). Yet, these developments are not included in the present work.

On top of that, the isotropic variation of solid density is linked to the variations of pore water pressure, gas pressure and mean effective stress according to (Detournay and Cheng, 1993):

$$\frac{\rho_s}{\rho_s^0} = \frac{(b_{ij} - \phi(S_w^\text{in} + S_w^\text{in}) + \sigma')}{(1 - \phi)K_s}$$

where $\rho_s$ is the solid grain density, $\phi$ is the porosity and $\sigma'$ is Bishop’s mean effective stress.

As for the fluid phase behaviour, the fluids are assumed to be compressible which implies variations of liquid and gas densities. The isotropic compressibility of water is assumed to respect the following relationship (Lewis and Schreier, 2000), which predicts an increase in water density as a function of water pressure:

$$\frac{\rho_w}{\rho_w^0} = \frac{RT}{m_{H_2}} \rho_{H_2}$$

where $\frac{1}{\rho_w}$ is the water compressibility.

For the gaseous mixture of dry Hydrogen and water vapour, the ideal gas law is assumed. The state equations of ideal gas (Clapeyron, 1834) and Dalton’s law (Dalton, 1802) applied to dry Hydrogen and water vapour yield:

$$p_{H_2} = \frac{RT}{m_{H_2}} \rho_{H_2} \quad \text{and} \quad p_v = \frac{RT}{m_v} \rho_v$$
\[ p_0 = \rho_H + \rho_v \quad \text{and} \quad \rho_S = \rho_H + \rho_v \]  

(24)

where \( \rho_H \) and \( \rho_v \) are the partial pressures of Hydrogen and vapour respectively, \( m_H \) and \( m_v \) are the molar masses of dry Hydrogen and water vapour respectively, \( R \) is the universal gas constant and \( T \) is the absolute temperature.

From the thermodynamic framework proposed in Coussy (2004), the expression of the porosity variation reads:

\[ \phi = \phi - \phi V \left[ \frac{S_w}{K_s} \rho_H + \frac{1 - S_w}{K_v} \rho_v + \Omega \right] \]  

(25)

where \( \frac{S_w}{K_v} = \dot{\varepsilon}_v \) is the time variation of the skeleton volumetric strain. This last Eq. (25) is basically required for the computation of the storage terms in the fluid balance Eqs. (9) and (10), introducing a coupling term between the mechanical behaviour and the fluid transfers.

2.3. Finite element formulation

The local second gradient model for multiphase medium detailed here hinges on a series of balance Eqs. (6), (7), (9) and (10) expressed in a weak form in order to be implemented in a finite element code. Solving the loading process of a boundary-value problem consists in formulating the governing equations. By equilibrium equations are valid. The numerical implementation of these equations requires the linearisation of the system of equations, with the main steps available in Appendix. Formulating the governing equations of the resulting linear auxiliary problem in matrix form helps defining the stiffness (tangent) matrix:

\[
\int_G \left[ U_{i,j}^a \right]^T [E] \left[ U_{i,j}^a \right] d\Omega = - \left[ A_{i,j}^a \right] \left[ \delta \right] \]  

(26)

where \( \left[ U_{i,j}^a \right] \) is the vector of the unknown increments of nodal variables, \( \left[ dU_{i,j}^a \right] \) is a vector having the same structure with the corresponding virtual quantities and \( [E] \) is the stiffness matrix storing the different terms of the coupled problem, which reads:

\[
[E] = \begin{bmatrix}
E_{MM} & E_{MW} & E_{GM} & E_{VM} & E_{JM} \\
E_{WM} & E_{WW} & E_{GW} & E_{GW} & E_{JW} \\
E_{MG} & E_{WG} & E_{GG} & E_{MG} & E_{JG} \\
E_{MM} & E_{WV} & E_{GM} & E_{VM} & E_{JM} \\
E_{WM} & E_{WV} & E_{GW} & E_{GW} & E_{JW}
\end{bmatrix}
\]  

(27)

where the matrices \([E_{MM}], [E_{WW}], [E_{GG}]\) are the classical stiffness matrices for mechanical, water flow and gas flow problems, while the off-diagonal matrices contain the multi-physics coupling terms. With a view to addressing the impact of fracturing on the rock transport properties, the stiffness matrices capturing the influence of mechanics on the fluids is of particular interest in the present study and are thus specified below. The derivation of the other submatrices can be found in Chambon and Moulet (2004) for a monophasic medium further extended in Sieffert et al. (2014) to account for a multiphase system.

\[
[E_{ww}] = \begin{bmatrix}
A_{111}^{\epsilon w} + L_{11}^{\epsilon w} & A_{111}^{\epsilon w} + N_{11}^{\epsilon w} & A_{111}^{\epsilon w} + L_{11}^{\epsilon w} & A_{111}^{\epsilon w} + N_{11}^{\epsilon w} & A_{111}^{\epsilon w} - F_{11}^{\epsilon w} \\
A_{222}^{\epsilon w} + L_{22}^{\epsilon w} & A_{222}^{\epsilon w} + N_{22}^{\epsilon w} & A_{222}^{\epsilon w} + L_{22}^{\epsilon w} & A_{222}^{\epsilon w} + N_{22}^{\epsilon w} & A_{222}^{\epsilon w} - F_{22}^{\epsilon w} \\
A_{333}^{\epsilon w} + L_{33}^{\epsilon w} & A_{333}^{\epsilon w} + N_{33}^{\epsilon w} & A_{333}^{\epsilon w} + L_{33}^{\epsilon w} & A_{333}^{\epsilon w} + N_{33}^{\epsilon w} & A_{333}^{\epsilon w} - F_{33}^{\epsilon w} \\
C_{11}^{\epsilon w} + M_{11}^{\epsilon w} & 0 & 0 & C_{22}^{\epsilon w} + M_{22}^{\epsilon w} & 0
\end{bmatrix}
\]  

(28)

(29)

(30)

(31)

(32)

(33)

(34)

(35)

Lastly, the two terms \( [K_{w,ij}] \) and \( [K_{\epsilon,ij}] \) are added in Eqs. (28) and (29) to consider the intrinsic permeability evolution. The constitutive Eqs. (50) and (51) of Section 4 are used to capture the effect of shear strain localisation on gas transport. For such a permeability evolution with the strain tensor, the two submatrices are then described as follows:

\[
[K_{\epsilon,ij}] = \left( k_{ij}^{\epsilon,ij} \rho_v \left( \frac{\partial p_v^{\epsilon,ij}}{\partial x_j^{\epsilon,ij}} + \rho_v \left( \frac{\partial n_v^{\epsilon,ij}}{\partial x_j^{\epsilon,ij}} + \rho_v \right) \right) + k_{ij}^{\epsilon,ij} \rho_v \left( \frac{\partial n_v^{\epsilon,ij}}{\partial x_j^{\epsilon,ij}} + \rho_v \right) \right)
\]  

(36)
From this formulation of the balance equations of the problem in matrix form, it is possible to spatially discretise the continuum medium in finite elements. In this work, the coupled finite element used to model the solid bodies is referred to as the SGRT element in the LAGAMINE code. This 2D isoparametric element is composed of eight nodes for the displacement fields $u_i$, the water pressure field $p_w$ and the gas pressure field $p_g$, four nodes for the microkinematic gradient field $v_j$, and one node for the Lagrange multiplier field $\lambda_{ij}$ as presented in Fig. 2.

3. Numerical simulations

The numerical tool presented in this article is now applied to perform numerical simulations at nuclear waste disposal scale from the excavation time and over a period long enough (see Fig. 6(b)) to cope with gas generation and migration. The selected case study is close to the current design of a storage drift for long-lived intermediate-level waste (MAVL) according to the French concept managed by the ANDRA. Practically, MAVL galleries are made up of several hundred metres in length, 10.4 m in excavated diameter, and of concrete structural support ensuing stability, namely stuffing layers and precast arch segments. It is worth noting that these latter are modelled as a continuous shell, without considering the joints between the segments. This gives a final useable circular cross-section with a radius of 4.35 m.

In the treated problem, the HM modelling of the tunnel is performed in two-dimensional plane strain state. A schematic representation of the numerical model involving the mesh and the different boundary conditions is illustrated in Fig. 4. Assuming symmetries of the problem along the $x$– and $y$–axes, only a quarter of the gallery cross-section is discretised. The geometry extension covers a domain of 300 m × 300 m in the horizontal and vertical directions, establishing two far field boundary conditions, and integrates a more refined discretisation close to the tunnel.

Concerning the boundary conditions, the initial stresses, pore water pressure and gas pressure are imposed constant at the mesh external boundaries. On the wall of the tunnel, the initial boundary conditions in terms of stresses and fluid pressures will be progressively adapted as a function of the successive phases of the simulation. Moreover, the symmetry condition is established along the symmetry axes by considering no normal displacements and imperious boundaries (water and gas flows blocked to zero). Regarding the second gradient boundary conditions, a special attention must be dedicated to the kinematic boundary conditions required to establish the symmetry, as stipulated in Zervos et al. (2001). The presence of gradient terms in the equilibrium equations (6) to (10) of the HPM second gradient model requires that the radial displacement $u_r$ must be symmetric on both sides of the symmetry axes. This supplementary kinematic condition implies that the normal derivative of $u_r$ has to cancel with respect to the tangential direction $\theta$, i.e. $\partial u_r / \partial r = 0$. Finally, natural boundary conditions for the double force $T_1 = 0$ are assumed on the different boundaries and gravity is not taken into account.

3.1. Geometry

The configuration of the MAVL storage gallery consists in a circular section drift of radius $R = 5.2$ m, parallel to the major in situ principal stress. The initial conditions in the COx claystone for the considered orientation of the gallery (Fig. 3) are defined by an anisotropic stress state and a homogeneous water pressure as:

$$\begin{align*}
\sigma_{x,0} &= 12.4 \text{ MPa}, & \sigma_{y,0} &= 12.7 \text{ MPa}, & \sigma_{z,0} &= \sigma_H = 16.1 \text{ MPa}, \\
\rho_{w,0} &= 4.7 \text{ MPa}
\end{align*}$$

where $\sigma_{x,0}$ is the minor horizontal principal total stress, $\sigma_{y,0}$ is the vertical principal total stress and $\sigma_{z,0}$ corresponds to the major horizontal principal total stress, while $\rho_{w,0}$ is the initial pore water pressure.

As presented in Fig. 3, MAVL galleries are reinforced by structural concrete support ensuing stability, namely stuffing layers and precast concrete shell, without considering the joints between the segments. This gives a final useable circular cross-section with a radius of 4.35 m.

In practice, the three-step application discussed in this article is divided into the storage gallery excavation, the tunnel ventilation and finally the gas generation and migrations. This sequential evolution of the problem is translated into a boundary value problem which is carried out by progressively adjusting the boundary conditions using the finite-element code LAGAMINE. The drilling of the tunnel is performed with the convergence-confinement method which is an approximation method for tunnelling that allows transforming a whole three-dimensional study of tunnel excavation into a two-dimensional analysis in plane strain conditions, based on an identical gallery convergence assumption (Bernaud and Rousset, 1992). The effect of the excavation...
front progress is taken into account by applying a fictive pressure \( \sigma_f' \) on the drift wall that depends on the vicinity of the excavation front to the studied drift section through a deconfinement rate \( \zeta \) (Fig. 5(a)):

\[
\sigma_f' = (1 - \zeta) \sigma_{r,0}
\]

(39)

where \( \sigma_f' \) is the total radial stress, \( \sigma_{r,0} \) is the initial mechanical pressure on the gallery wall that corresponds to the initial stress in the material, and \( \zeta \) is the deconfinement rate ranging from 0 to 1.

An excavation rate of 18 m per day is considered here, implying that the excavation front crosses the studied section after about 10 h and that the excavation is fully completed after about 24 h. The evolution of the deconfinement rate with time is detailed in Fig. 5(b) where the origin of the time axis corresponds to the moment when the studied section starts to be influenced by excavation of the previous sections of the tunnel. Pore water pressure at drift wall \( p_w' \) is also affected during the excavation phase and starts to decrease quickly and linearly from its initial value towards the atmospheric pressure when the deconfinement starts. In addition, the stress imposition at the gallery wall is also conditioned by the support structure. Practically, the three layers of support are supposed to be applied simultaneously at 96% deconfining condition by the support structure. Practically, the three layers of support are supposed to be applied simultaneously at 96% deconfining as depicted in Fig. 5(b).

So far, there is no ventilation inside the gallery which means that the air is fully saturated with water vapour. This maximum concentration corresponds to air with 100% of Relative Humidity (RH) according to Kelvin’s law:

\[
RH = \frac{p_w}{p_{w0}} - \rho_{w0} = \exp\left(\frac{p_w M_w}{\rho_w RT}\right)
\]

(40)

where \( p_w \) is the partial pressure of water vapour, \( p_{w0} \) is the pressure of saturated water vapour, and \( \rho_{w0} \) is the saturated vapour concentration, \( M_w \) is the molar mass of water vapour, \( R = 8.314 \) [J/mol K] is the gas constant and \( T = 298.15 \) [K] is the absolute temperature.

Afterwards, the drift is ventilated during the operation phase in order to regulate the temperature according to workers needs. The ventilation imposes a RH of about 70% which modifies the hydraulic boundary condition at the drift wall by reducing the pore water pressure from 0.1 MPa to −49.1 MPa. This process is initiated 35 days after the excavation starts, the RH is progressively decreased during a period of 3 months to reach the planned value of \( P_{w0} \) after 125 days as exposed in Fig. 6(a). Ventilation is then maintained constant in the tunnel during an exploitation period of about 100 years. Modelling this ventilation phase is of particular interest since the generated suction may drain the water from the rock through the support, desaturate it, and thence modify the fracturing pattern as well as the size of the fractured zone.

Finally, after the 100-year phase of ventilation, the storage gallery is supposed to be entirely filled with waste packages, properly sealed and closed. From this time, the system becomes impervious to water and a period of pore water pressures stabilisation initiates since there is no more drainage imposed by the ventilation of the drift. It is worth noting that concurrently to the installation of the canisters, a significant rise in temperature takes place around the storage but this effect falls beyond the scope of the present study. Subsequently, gas starts to be generated in the form of hydrogen arising from steel corrosion. Hydrogen migrations are simulated by imposing a variation of gas pressures at the intrados of the support structure according to the \( H_2 \) profile given in Fig. 6(b) (Talandier, 2005). This last phase ranges from 100 years to a million years, with peak value of gas pressures reached around 66,000 years.

4. Constitutive models and parameters

The constitutive models of the Callovo-Oxfordian claystone and the support and their related parameters required for the numerical application are presented in this section. The hydro-mechanical description of the COx behaviour includes a mechanical model for the classical first gradient part related to the macrostructure, a mechanical model for the second gradient part related to the microstructure and a hydraulic model to reproduce water and gas flows in the partially saturated porous medium.

4.1. Callovo-oxfordian claystone behaviour

4.1.1. First gradient mechanical model

An elasto-viscoplastic model with cross-anisotropy and horizontal isotropic bedding planes is considered for the rock, which can be decomposed into elastic, plastic and viscous components. Elastic component

The linear elastic behaviour of the rock is based on the classical Hooke’s law linking the stress rate \( \dot{\sigma}_{ij} \) to the reversible strain rate component \( \dot{\epsilon}_{ij} \):

\[
\delta_{ij} = C^e_{ijkl} \dot{\epsilon}_{kl} \iff \dot{\epsilon}_{ij} = D^e_{ijkl} \delta_{kl}
\]

(41)

where \( C^e_{ijkl} \) is the elastic stiffness tensor and \( D^e_{ijkl} \) is the elastic compliance tensor that is the inverse of the matrix \( C^e_{ijkl} \). For cross-anisotropic materials (Lehnhitskii, 1963) such as the COX formation, the behaviour remains isotropic in the parallel bedding planes which requires 5 independent parameters to express the elastic compliance tensor (Amadé, 1983):

\[
\begin{align*}
E_1 = E_3 &= E_0, \\
E_2 &= E_1, \\
\nu_{13} &= \nu_{23} = \nu_{12}, \\
\nu_{13} &= \nu_{23} = \nu_{12}, \\
G_{12} &= G_{13} &= G_{23} \\
G_{13} &= G_{12} &= G_{23}
\end{align*}
\]

(42)

where the subscripts || and \perp refer respectively to the direction parallel to the isotropic bedding plane (directions 1 and 3 here) and perpendicular to the bedding (direction 2).

Plastic component

The elastoplastic behaviour of the COX claystone is characterised by an internal friction model with a non-associated plasticity and a Van Eekelen yield surface \( f \) (Van Eekelen, 1980) (under soil mechanics convention with positive compressive stress) defined as:

\[
f \equiv I_n - m \left( I_n + \frac{3c}{\tan \phi} \right) = 0
\]

(43)

where \( c \) is the cohesion, \( \phi \) is the friction angle, \( m \) is a parameter of the yield surface which introduces the dependence to the Lode angle, \( I_n = \sigma_2' \sigma_3' \sigma_1' \) is the first invariant of stresses, \( I_{14} = \sqrt{0.5 \sigma_2' \sigma_3' \sigma_1'} \) is the second invariant of deviatoric stresses, \( \sigma_1' \) is the deviatoric part of the effective stress tensor.

Furthermore, the model allows isotropic hardening or softening for the cohesion and the friction angle upon loading. A plot of the yield surface in the plane of the first and second invariants of stresses is presented in Fig. 7(a). Further details about the model are available in Pardoën et al. (2015b). The elastoplastic parameters of the COX claystone, reported in
Table 1 are taken from Argilaga et al. (2019), after (Pardoen and Collin, 2017) where calibration is realised based on experimental data.

**Viscoplastic component**

Viscoplasticity is also taken into account to reproduce the creep deformations characterising the long term behaviour of the claystone (Shao et al., 2003). The approach adopted hereafter consists in a single viscoplastic flow mechanism decoupled from elastoplasticity, with the following viscoplastic loading surface \( f^{vp} \) (Fig. 7(b)) controlled by a delayed viscoplastic hardening function \( a^{vp} \) (Jia et al., 2008; Zhou et al., 2008):

\[
f^{vp} \equiv \sqrt{3} I_3 - a^{vp} R_c \left( C_s + \frac{P}{3 R_c} \right) = 0
\]

\[
a^{vp} = a_0^{vp} + (1 - a_0^{vp}) \frac{\dot{\varepsilon}^{vp}}{B^{vp} + \dot{\varepsilon}^{vp}}
\]
Genuchten’s model (Mualem, 1976) is used to express the water relative
saturation, defining relative permeability curves. The Mualem–van
Genuchten’s model is available in Jia et al. (2008) and Zhou et al.
(2008) and details about its implementation in the gallery excavation
can be found in Pardoen and Collin (2017). The viscous parameters of
the COx claystone, detailed in Table 2, are taken from Argilaga et al.
(2019), after (Pardoen and Collin, 2017) and calibrated against
laboratory tests.

4.1.3. Hydraulic model

In the hydraulic model used for the COx claystone, the transfer of
the liquid phase (water and gas) by advection in an unsaturated porous
medium is defined by the generalised Darcy’s law (Darcy, 1856):
\[ \mathbf{q}_{w,j} = -k_{ij}^w \frac{\partial p_{w}}{\partial x_j} + \mu_w \dot{\varepsilon}_{ij} \] and \[ \mathbf{q}_{g,j} = -k_{ij}^g \frac{\partial p_{g}}{\partial x_j} + \mu_g \dot{\varepsilon}_{ij} \] (46)
where \( k_{ij}^w \) and \( k_{ij}^g \) are the water and gas relative permeabilities, \( \mu_w \) and \( \mu_g \) are the dynamic viscosities of water and gas respectively, and \( k_{ij}^{\text{int}} \) is the
isotropic tensor of intrinsic permeability of the material, defined by two components \( k_l \) and \( k_\perp \) respectively parallel and perpendicular to the isotropic planes:
\[ k_{ij} = \begin{bmatrix} k_l & 0 & 0 \\ 0 & k_\perp & 0 \\ 0 & 0 & k_l \end{bmatrix} \] (47)

The material retention behaviour is represented by a retention curve
(Fig. 8(a)) of van Genuchten’s type (Van Genuchten, 1980), linking the
capillary pressure to the degree of water saturation:
\[ S_{w}^{r} = S_{w}^{res} + (S_{\text{max}} - S_{w}^{res}) \left(1 + \left(\frac{r}{R} \right)^\theta \right)^{-\frac{1}{\theta}} \] (48)
where \( P_e \) is the air entry pressure, \( S_{\text{max}} \) and \( S_{w}^{res} \) are the maximum and residual degrees of water saturation, \( R \) is a model parameter, and \( s \) is the suction.

On the other hand, permeabilities evolve with the degree of saturation,
defining relative permeability curves. The Mualem–van Genuchten’s model (Mualem, 1976) is used to express the water relative
permeability (Fig. 8(b)) while a cubic law (Charlier et al., 2013) is
generally adopted to describe the gas relative permeability (Fig. 8(c)):
\[ k_{ij}^w = \sqrt{S_{w}^{r}} \left(1 - \left(1 - S_{w}^{r} \frac{1}{\theta} \right)^{3/2} \right)^2 \] and \[ k_{ij}^g = (1 - S_{w}^{r})^3 \] (49)
where \( S_{w}^{r} \) is the degree of water saturation, and \( \theta \) is a model parameter.

On top of that, enhanced HM couplings are introduced in the model.
In order to capture the effects of shear strain localisation in band mode,
a strain-dependent isotropic evolution of the hydraulic permeability
tensor is taken into account based on a power (cubic) formulation
(Pardoen et al., 2014):
\[ k_{ij} = k_{ij,0} \left(1 + \beta_{\text{per}} (Y_I - Y_I^{th}) \right)^3 \] (50)
where \( k_{ij} \) is the initial intrinsic permeability tensor, \( \beta_{\text{per}} \) is an evolution
parameter, \( Y_I^{th} \) is the Von Mises’ equivalent deviatoric plastic strain, \( Y_I \) is the yield index and \( Y_I^{th} \) is a threshold value below which there is no intrinsic permeability variation.

The second enhanced HM coupling deals with the evolution of the
water retention curve with strain (Gerard et al., 2012) and is included
in the model to consider the effect of the modification of the pore
network morphology on the water retention property of the material.
Practically, the evolution of the parameter \( P_e \), standing for the gas
(Hydrogen) entry value in Van Genuchten’s model is correlated to the
permeability evolution (see Gerard (2011) for further details):
\[ P_e = P_{e,0} \frac{\sqrt{k_{ij,0}}}{\sqrt{k_{ij}}} \] (51)

where \( P_e \) is the current gas entry pressure, \( P_{e,0} \) is the initial value
of gas entry pressure, \( k_{ij} \) is the current permeability and \( k_{ij,0} \) is the
initial permeability. This expression of the air entry pressure is then
introduced in the retention curve formulation. The hydraulic parameters
of the COx claystone, reported in Table 3, are taken from Pardoen
and Collin (2017), after (Charlier et al., 2013) where a synthesis of
the claystone parameters is detailed. The calibration is obtained from
laboratory experiments and results available in the literature.

4.1.4. Effective stress definition

In the context of unsaturated and anisotropic material dealing with
water and gas, Bishop’s formulation of effective stresses presented
in Eq. (8) is used. In this expression, the Biot’s tensor is expressed
in orthotropic axes according to Eq. (20). The prescribed values of
parallel and perpendicular Biot’s coefficients for the COx claystone
are respectively given by \( b_l = 0.6 \) and \( b_\perp = 0.64 \).

4.2. Support behaviour

As exposed in Section 3, MAVL drifts are reinforced by different
layers of support with the aim of avoiding partial collapse of the tunnel
during drilling operations and limiting convergence of the surrounding
rock. Practically, the classic and compressible stuffing layers have a
thickness of 0.15 m and 0.2 m respectively while the arch segments are 0.5 m thick. The concrete arch segments and the classic stuffing layer are characterised by an elastoplastic mechanical behaviour while the compressible stuffing layer is assumed to have a linear elastic behaviour. The mechanical parameters of the support layers are retrieved from Andra (2016) and Gerard et al. (2008) and gathered in the first part of Table 4. Hydraulically, the same model as for the COx claystone (described in Eqs. (46) to (49)) is used for the support, without considering any evolution of hydraulic properties with strain. The specific hydraulic parameters assigned to each layer of the support are gathered in the second part of Table 4.

5. Results and discussion

To emphasise the effect of the EDZ on gas migrations, three modelling cases are investigated. In the first reference simulation, the development of the EDZ is supposed to induce no alteration of the hydraulic properties in this zone. In the two subsequent simulations, the enhanced couplings between fluids transfers (water and gas) and the mechanical behaviour of the fractured zone are taken into account. First, a strain-dependent evolution of the material intrinsic permeability is envisaged, subsequently enriched by the modification of the water retention property with the deformation.

Various numerical results computed with the finite element code LAGAMINE are presented and analysed hereafter for the studied section and in terms of temporal evolutions in selected points of this section (Fig. 9).
is not uniform over the circumference because of inherent anisotropies reconfines, leaving a residual radial displacement. This displacement is released and gas starts to be injected, the system progressively of the system in Fig. 10(b). Once the stress imposed by ventilation ventilation phase. Viscosity is responsible of the long-term convergence in Fig. 10 offers a good overview of the drift behaviour short-term radial displacement is due to the excavation process and throughput the simulations. For the considered drift, most part of the modification of the hydraulic properties in the damaged zone is taken EDZ following the drilling process. The main purpose is to characterise 5.1. Reference simulation

The first performed simulation focuses on the development of the EDZ following the drilling process. The main purpose is to characterise the extent of fractures induced by rock deconfinement during the excavation phase. These fractures are reproduced by shear banding and no modification of the hydraulic properties in the damaged zone is taken into account in this first simulation. Analysing first the results in terms of convergence in Fig. 10 offers a good overview of the drift behaviour and stress redistribution. Time captures of the increments of vertical and horizontal displacements at the end of the excavation are given in Fig. 11, which confirms a slightly more important convergence vertically.

The creation and evolution of the fractured zone can then be observed through the evolution of the shear strain localisation. The numerical results are presented in terms of Von Mises’ equivalent deviatoric total strain (total deviatoric strain), the plastic zone, i.e. the plastic loading integration points (red squares), and the deviatoric strain increment, which represents the shear band activity:

\[ \kappa_{eq} = \frac{\dot{\epsilon}_{eq}}{\dot{\epsilon}_{eq} dt} \]  

(52)

where \( \kappa_{eq} \) is the deviatoric strain increment, \( \dot{\epsilon}_{eq} = \sqrt{\frac{2}{3} \dot{\epsilon}_{ij} \dot{\epsilon}_{ij}} \) is the total deviatoric strain, and \( \dot{\epsilon}_{ij} = \epsilon_{ij} - \frac{\epsilon_{kk}}{3} \delta_{ij} \) is the deviatoric part of the strain tensor.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Set of COx viscoplastic mechanical parameters.</th>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniaxial compressive strength</td>
<td>( K )</td>
<td>21</td>
<td>[MPa]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal friction coefficient</td>
<td>( A^{vp} )</td>
<td>2.62</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cohesion coefficient</td>
<td>( C^{vp} )</td>
<td>0.03</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Viscoplastic potential parameter</td>
<td>( \theta^{vp} )</td>
<td>1.1</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial threshold for the VP flow</td>
<td>( a_0^{vp} )</td>
<td>0.142</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference fluidity</td>
<td>( \gamma_0 )</td>
<td>700</td>
<td>[s^{-1}]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature parameter</td>
<td>( \gamma_1 )</td>
<td>57 × 10^9</td>
<td>[J/mol]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Creep curve shape parameter</td>
<td>( \lambda )</td>
<td>5.0</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VP hardening function parameter</td>
<td>( B^{vp} )</td>
<td>7.5 × 10^{-2}</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Set of COx hydraulic parameters.</th>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial porosity</td>
<td>( n )</td>
<td>0.173</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial parallel intrinsic permeability</td>
<td>( k_{n,\perp,0} )</td>
<td>4 × 10^{-20}</td>
<td>[m²]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial perp. intrinsic permeability</td>
<td>( k_{n,\parallel,0} )</td>
<td>1.33 × 10^{-20}</td>
<td>[m²]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water density</td>
<td>( \rho_w )</td>
<td>1000</td>
<td>[kg/m³]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( H_s ) density</td>
<td>( \rho_{H_s} )</td>
<td>0.0794</td>
<td>[kg/m³]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water dynamic viscosity</td>
<td>( \nu_w )</td>
<td>0.001</td>
<td>[Pa s]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( H_s ) dynamic viscosity</td>
<td>( \nu_{H_s} )</td>
<td>9 × 10^{-6}</td>
<td>[Pa s]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water compressibility</td>
<td>( \kappa_w^{-1} )</td>
<td>5 × 10^{-10}</td>
<td>[Pa^{-1}]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( H_s ) Henry coefficient</td>
<td>( H_s )</td>
<td>0.0193</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Air entry pressure (1st coeff. of ( S_e^{vp} ))</td>
<td>( P_e )</td>
<td>15</td>
<td>[MPa]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameter (2nd coeff. of ( S_e^{vp} ))</td>
<td>( F_i )</td>
<td>1.49</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameter (1st coeff. of ( k_e^{vp} ))</td>
<td>( M )</td>
<td>0.32886</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max. degree of water saturation</td>
<td>( S_{pes} )</td>
<td>1</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residual degree of water saturation</td>
<td>( S_{res} )</td>
<td>0.01</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evolution parameter</td>
<td>( \beta_{evol} )</td>
<td>10^{10}</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Permeability variation threshold</td>
<td>( \epsilon_{th}^{vp} )</td>
<td>0.01</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tortuosity</td>
<td>( \tau )</td>
<td>0.25</td>
<td>[-]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 10. Long-term convergence induced by the successive phases of the simulation.
The deformation develops localisation around a full storage drift in the course of the excavation, the creation of the fractured zone through the evolution of strain localisation initiates in the zone under plastic loading that appears in deconfining, just before the installation of the support layers. The strain complete formation of the shear bands happens at about 96% constructed shear band pattern starts by the end of the deconfinement.

### Table 4

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Classic stuffing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elastic Young’s modulus</td>
<td>$E$</td>
<td>17.5</td>
<td>[GPa]</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>$\nu$</td>
<td>0.25</td>
<td>[-]</td>
</tr>
<tr>
<td>Friction angle</td>
<td>$\phi$</td>
<td>30</td>
<td>[-]</td>
</tr>
<tr>
<td>Cohesion</td>
<td>$\kappa$</td>
<td>2.94</td>
<td>[MPa]</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>2300</td>
<td>[m$^3$/kg]</td>
</tr>
<tr>
<td><strong>Compressible stuffing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elastic Young’s modulus</td>
<td>$E$</td>
<td>0.1</td>
<td>[GPa]</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>$\nu$</td>
<td>0.0</td>
<td>[-]</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>2300</td>
<td>[m$^3$/kg]</td>
</tr>
<tr>
<td><strong>Arch segments</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elastic Young’s modulus</td>
<td>$E$</td>
<td>39</td>
<td>[GPa]</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>$\nu$</td>
<td>0.2</td>
<td>[-]</td>
</tr>
<tr>
<td>Friction angle</td>
<td>$\phi$</td>
<td>38</td>
<td>[-]</td>
</tr>
<tr>
<td>Cohesion</td>
<td>$\kappa$</td>
<td>14.6</td>
<td>[MPa]</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>2650</td>
<td>[m$^3$/kg]</td>
</tr>
</tbody>
</table>

### Compressible stuffing

- Initial porosity $n$: 0.25 [-]
- Initial parallel intrinsic permeability $k_{\parallel,0}$: $10^{-16}$ [m$^2$]
- Initial perp. intrinsic permeability $k_{\perp,0}$: $10^{-15}$ [m$^2$]
- Air entry pressure (1st coeff. of $S_0^+$): $P_0$: 1 [MPa]
- Parameter (2nd coeff. of $S_0^+$): $\zeta$: 1.54 [-]
- Parameter (1st coeff. of $k_{\perp}$): $F$: 0.3507 [-]
- Max. degree of water saturation $S_{\text{max}}$: 1 [-]
- Residual degree of water saturation $S_{\text{res}}$: 0.01 [-]
- Tortuosity $t$: 0.25 [-]

### Compressible stuffing

- Initial porosity $n$: 0.5 [-]
- Initial parallel intrinsic permeability $k_{\parallel,0}$: $10^{-16}$ [m$^2$]
- Initial perp. intrinsic permeability $k_{\perp,0}$: $10^{-10}$ [m$^2$]
- Air entry pressure (1st coeff. of $S_0^+$): $P_0$: 0.2 [MPa]
- Parameter (2nd coeff. of $S_0^+$): $\zeta$: 1.54 [-]
- Parameter (1st coeff. of $k_{\perp}$): $F$: 0.3507 [-]
- Max. degree of water saturation $S_{\text{max}}$: 1 [-]
- Residual degree of water saturation $S_{\text{res}}$: 0.01 [-]
- Tortuosity $t$: 0.25 [-]

### Arch segments

- Initial porosity $n$: 0.15 [-]
- Initial parallel intrinsic permeability $k_{\parallel,0}$: $10^{-16}$ [m$^2$]
- Initial perp. intrinsic permeability $k_{\perp,0}$: $10^{-16}$ [m$^2$]
- Air entry pressure (1st coeff. of $S_0^+$): $P_0$: 5 [MPa]
- Parameter (2nd coeff. of $S_0^+$): $\zeta$: 1.54 [-]
- Parameter (1st coeff. of $k_{\perp}$): $F$: 0.3507 [-]
- Max. degree of water saturation $S_{\text{max}}$: 1 [-]
- Residual degree of water saturation $S_{\text{res}}$: 0.01 [-]
- Tortuosity $t$: 0.25 [-]
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**Fig. 11.** Variation of (a) vertical and (b) horizontal displacements at the end of the excavation.

From previous analyses (Pardoen et al., 2015a), it has been demonstrated that results from a quarter of a drift can be extrapolated to the full section drift provided that the specific second gradient boundary condition is well used (Zervos et al., 2001). Hence, Fig. 12 illustrates the creation of the fractured zone through the evolution of strain localisation around a full storage drift in the course of the excavation process. During the first part of the drilling, the deformation develops homogeneously around the drift. Then, the growth of a clear and well-constructed shear band pattern starts by the end of the deconfinement. The complete formation of the shear bands happens at about 96% deconfining, just before the installation of the support layers. The strain localisation initiates in the zone under plastic loading that appears in the vicinity of the storage drift. The onset and shape of this strain localisation zone can be attributed to the anisotropy of the material as
Since this initial stress state is not perfectly isotropic, the plastic zone appears to extend preferentially in the direction of the minor principal stress, namely horizontally. Within this fractured zone, shear bands initiate primarily from lateral edges of the tunnel. This preferential development of shear bands can be related to the evolution of cohesion around the drift (Pardoen and Collin, 2017), as presented in Fig. 13. Due to the loading evolution engendered by the drilling, cohesion softening occurs at the drift wall. This decrease in cohesion is more pronounced in the horizontal direction than in the vertical one. It tends to trigger the appearance of shear bands in this direction since the strength of the material is the lowest in this zone. By the end of the excavation process, the plastic zone has expanded over 7 m in the horizontal direction and 5 m in the vertical direction. Compared to the case of an unsupported drilling process, the installation of the support has the consequences of limiting the points in plastic charge and inhibiting any further development of localisation.

In the following, various numerical results are presented to emphasise the influence of the drift air ventilation. First, the time evolution of pore water pressure close to the drift wall is exhibited in Fig. 14. These curves detail the progressive update in water pressures from the initial condition of $p_w = 4.7$ MPa to the atmospheric pressure imposed by the deconfinement during the excavation and then up to $p_w = -35$ MPa during the ventilation. As expected, the effect of the suction imposed at the intrados of the drift is highlighted by the progressive drainage of the rock mass, which tends to propagate further in the horizontal direction due to the anisotropy of permeability ($k_{w,||,0} > k_{w,\perp,0}$ in Table 3). This
drainage is delayed by the concrete layer that acts as a buffer because of its low transfer properties.

In parallel, the time evolution of the water degree of saturation in the vicinity of the drift wall is illustrated in Fig. 15. During the excavation, the claystone remains almost fully saturated, while a significant reduction of the saturation appears throughout the phase of ventilation, resulting in a partially saturated zone over a distance of approximately 5 m in the rock. This strong desaturation observed close to the support is also consistent with the values of $S_r$ given by the water retention curve 8(a) for the evolution of suction displayed in Fig. 14(b).

Moreover, the drainage of the rock together with the related desaturation around the drift causes the plastic zone to progressively become elastic again as highlighted in Fig. 12 (between 1 day and the end of ventilation). Integration points that were under plastic loading are now subjected to elastic unloading. It actually stems from the hydromechanical coupling inherent to Bishop’s effective stress definition of Eq. (8). Considering this expression under constant total stress, any decrease in pore water pressure intrinsically implies an increase in the effective stress, which consequently engenders an enhancement of the material strength, i.e. a consolidation.

The evolution of effective stresses can be visualised by plotting the stress paths in the drift wall zone, as shown in Fig. 16 where $I'_{\sigma} = \sigma_i' \delta_{ij} = \sigma_i'$ is the first invariant of stresses, $I''_{\sigma} = \sqrt{0.5 \sigma_i' \delta_{ij} \sigma_i'}$ is the second invariant of deviatoric stresses, $\delta_{ij}'$ is the deviatoric part of the effective stress tensor.

In the course of the excavation phase, the radial stress tends to decrease and vanish at the gallery wall while the orthoradial stress is increased. This results in an overall increase in the deviatoric stress invariant until the stress state reaches the plastic criterion. In case of ventilation, an increase in effective stresses and consequently in the first stress invariant is noted around the drift owing to the imposed negative pore water pressure. This coupled response is well reflected in the
corresponding stress path at the drift wall but is less discernible further away in the rock mass.

Finally, gas transfers in the form of Hydrogen take place in the long-term part of the simulation, according to the evolution profile given in Section 3. In Fig. 17(a), gas pressure profiles are displayed along the horizontal section of the domain, highlighting the progressive propagation of Hydrogen across the rock mass. The temporal evolution of gas pressures in the zone adjacent to the drift wall is presented...
in Fig. 17(b). By referring to the time evolution of water pressure (Fig. 14(b)), it comes out that the release of Hydrogen materialised by an increase in gas pressure starts after a period of approximately 1000 years when the pore water pressure has almost recovered the initial value of 4.7 MPa. No water overpressure is observed subsequently as a result of this rise in gas pressure.

A maximum gas pressure of about 7.5 MPa is reached at the drift wall after a period of around 60,000 years. Referring to the temporal evolution of the water degree of saturation in Fig. 15(b) points out that a desaturation of a few percent is associated to this peak of Hydrogen pressure. Desaturation profiles in the rock mass are illustrated in Fig. 18(b) and put into perspective with the dissolved and total Hydrogen flows profiles displayed in Fig. 18(a) in log scale (Webber, 2013). Close to the injection zone, it appears that dissolved gas in the water phase is not sufficient enough to ensure transfers of Hydrogen in the claystone rock under the largest Hydrogen production sequences. This quantity of dissolved Hydrogen is indeed physically limited by Henry’s law, which leads to the creation of a gaseous phase, and to the desaturation of argillite over a certain radial distance. Since total Hydrogen fluxes decrease with the radial distance, dissolved hydrogen becomes predominant again at the transition between saturated and partially saturated zones.

5.2. Evolution of the water intrinsic permeability with the deformations

So far, the behaviour of the EDZ has been limited to the development of fractures in the form of shear strain localisation bands. However, this process of fracture generation tends also to substantially affect the flow properties of the in-situ material. In this second part of the simulations, an advanced coupled hydro-mechanical behaviour of the EDZ is considered in order to end up with a more accurate representation of the phenomena related to gas migration. As detailed in Section 3, the impact of fracturing on the flow transfer characteristics is addressed by relating the intrinsic permeability evolution with the mechanical deformations according to expression (50).

The variations in (parallel and perpendicular) intrinsic water permeabilities around the drift are presented at the end of the excavation process in Figs. 19(c) and 19(d) respectively, and put into perspective with the creation of the plastic zone in Figs. 19(a) and 19(b). Compared to the results obtained for the reference case in Fig. 12, minor differences are noticed in the overall development of the plastic zone. Including a strain-dependent evolution of the intrinsic permeability in the simulation gives rise to additional hydro-mechanical couplings slightly interfering with the initiations of localisation bands, that tend to grow preferentially in the horizontal direction. However, the total extent of the EDZ remains all in all identical. Permeability variations
are well visible in the part of this damaged zone which is the closest to the drift wall, and more particularly inside the strain localisation discontinuities where a significant increase of several orders of magnitude is obtained.

A closer look at the distribution of the parallel intrinsic permeability provided in Fig. 20 confirms a global permeability increase of about two orders of magnitude between the initial and final states of excavation, with permeability peaks along the diagonal and horizontal profiles because of the presence of shear bands in these directions. It is worth noting that a symmetrical evolution of the perpendicular intrinsic permeability would be obtained since the strain-dependent isotropic expression (50) conserves the initial directions of anisotropy and the imposed permeability ratio $\frac{k_{w,\perp}}{k_{w,\parallel}} = 3$.

The effect of permeability variation on the ventilation phase can then be investigated through the temporal evolution of the pore water pressure and of the water degree of saturation close to the drift wall, which are depicted in Figs. 21 and 22. Due to the fact that the water transfer capacity through the EDZ has increased, the drainage of the
rock mass becomes more gradual in this zone. The diminution of pore water pressures is slower in the vicinity of the drift due to more water inflows. In parallel the effect of the imposed suction is all the more marked further in the EDZ, especially along the horizontal section given that the plastic zone is more developed in this direction.

With respect to the gas migration phase, the re-establishment of the pore water pressures is also made more progressive, extending the period necessary for the resaturation of the claystone. As a consequence, pore water pressure in the EDZ has not fully returned to its initial state prior to the beginning of gas injection (Fig. 21(b)). From these first observations, it follows that Hydrogen tends to enter the first metres of the rock mass more easily, which is highlighted by a slight horizontal offset of the curves in Fig. 23(a) and by a rise in the maximum gas pressure reached beyond the EDZ in Fig. 23(b). As in the reference case, the analysis of the Hydrogen fluxes shown in Fig. 24 reveals that for the largest amount of Hydrogen, a distinct gas phase appears which desaturates the argillite in the vicinity of the support. The maps of gas pressures in Fig. 25 corroborate these aspects and show that Hydrogen propagates more efficiently in the EDZ. More specifically, preferential flow paths corresponding to the localised shear bands seem to initiate around the drift due to the high increase in permeability within these discontinuities where the deformation is concentrated.
5.3. Evolution of the retention curve with the deformations

Next to the increase in the hydraulic permeability with strain, an additional HM mechanism is considered in order to obtain a more faithful representation of the influence of the EDZ on the hydraulic kinetics. This second advanced HM coupling concerns the evolution of the water retention curve with strain (Olivella and Alonso, 2008; Gerard et al., 2012). Indeed, the water retention property of the rock is susceptible to be affected by the modification of the pore network morphology induced by cracking and damage processes. In particular, the increase in pore size following the opening of discontinuities is correlated to the reduction of the gas entry pressure. This feature is integrated into the model thanks to the expression (51) given in Section 4.

The evolution of the entry pressure parameter for the Hydrogen $P_r$ is given in Fig. 26 by the end of the excavation and ventilation phases. These results attest of a global drop in $P_r$ in the EDZ, correlated to the evolution of intrinsic permeability previously observed. As for the evolution of the intrinsic permeability displayed in Fig. 20, the influence of shear bands on $P_r$ is also clearly visible.

Then, the effect of the evolution of the entry pressure on the ventilation phase is investigated through the temporal evolution of the pore water pressure and of the water degree of saturation close to the drift wall, which are depicted in Figs. 27 and 28. The Hydrogen
entry pressure reduces significantly after damage, which means that the minimum capillary pressure required to desaturate the rock mass is lowered by the cracking process. Under imposed ventilation, a rapid decrease in the water degree of saturation is thus noted. However, the overall water transfer capacity has been enhanced in the EDZ considering the advanced hydro-mechanical couplings, which leads to a more continuous and gradual drainage of the pore water pressure over the entire EDZ compared to the reference case.

Regarding the gas migration phase, it emerges from Fig. 28(b) that the pore water pressure has almost returned to its initial value, reestablishing a fully saturated state in the EDZ (Fig. 27(b)), prior to the beginning of gas injection. The evolution of the retention curve with the deformations has a clear influence on the Hydrogen migrations. The reduction of Hydrogen entry pressure in the EDZ facilitates even more the penetration of gas into the claystone. Once the Hydrogen pressure reaches and exceeds the water pressure set at 4.7 MPa (in the time window between $3 \times 10^4$ and $3 \times 10^5$ years), gas progresses in the form of a front through the zone affected by a reduction of the gas entry value (Fig. 29(a)). The maximum gas pressure reached at the limit of the EDZ is then drastically increased as shown in Fig. 29(b). The distinct gas phase that emerges when the largest amounts of Hydrogen are released is clearly discernible in Fig. 30(a). In the EDZ, Hydrogen is no longer dissolved in water but is almost only transferred in the gaseous state, which contributes to a more rapid and important decrease in the degree of water saturation around the drift than in the previous simulations, as reported in Fig. 30(b). All these observations can be further supported with the maps of gas pressures in the vicinity of the drift presented in Fig. 25. The first foreseeable point that can be raised is that Hydrogen propagates easier and faster in that zone compared to the reference case. Moreover, since the cracking process in the EDZ amplifies the desaturation as made explicit in Fig. 28(b), one can notice a uniform and rapid increase in gas pressure across the whole EDZ. This gas front propagation attenuates the preferential flow paths along the localised shear bands highlighted in Section 5.2, as well as band activity reactivation by the end of gas migration phase.

6. Conclusion and outlooks

The present paper is devoted to the numerical analysis of gas migrations in clay materials and their interaction with damaged rock, applied to the specific context of deep geological disposal of nuclear waste. To that end, a second gradient two-phase flow hydro-mechanical (H$^2$M) model is implemented. This model incorporates the features of an extended two-phase flow transfer approach, which allows to reproduce localised flows within shear bands thanks to additional couplings. In particular, the model takes account of specific coupled effects of the mechanical deformations on fluids transport properties like the intrinsic permeability and the retention behaviour. With this numerical tool, this work makes a contribution
to better apprehend the impact of the excavated damaged zone on gas transport.

After the description of the equations used in the finite element code, the modelling of a large-scale storage drift is carried out. The selected case study focuses on a configuration close to the MAVL storage drift in the Callovo-Oxfordian claystone, a low-permeable rock envisaged for deep geological disposal in France. A complete constitutive hydro-mechanical model encompassing viscoplastic effect is employed to reproduce the rock behaviour. The numerical simulation takes place in three phases: gallery excavation on the short term, gallery ventilation in the medium term and Hydrogen production and migration in the long term.

Three distinct configurations are investigated and compared with respect to desaturation and fluids transfer in the excavation damaged zone. In the reference hydro-mechanical simulation the effect of mechanics on the hydraulic properties of the rock is not taken into account. The second modelling assumes an evolution of the intrinsic permeability according to a strain-dependent relation while the last simulation includes an additional hydro-mechanical coupling by taking the influence of cracking and damage on the water retention property of the material into account.

The numerical results provides first a representative characterisation of rock fracturing within the EDZ during the excavation phase. An important rock desaturation is furthermore noted in the fractured zone surrounding the drift during the pore water drainage imposed by the ventilation phase. During the phase of gas injection, it appears that dissolved gas is not sufficient enough to transport Hydrogen under large production of gas. This leads to the creation of a gaseous phase along with the desaturation of the first metres of the rock mass. Concerning the hydro-mechanical couplings that take place in the damaged zone, a permeability increase of several orders of magnitude can be obtained within the shear bands by imposing permeability variations with the localisation effect. This way, faster Hydrogen propagation is observed in the EDZ with evidence of preferential pathway initiation for gas flows within the bands. Introducing the second hydro-mechanical effect in the simulation, which couples water retention property of the rock and damage process, significantly amplifies the desaturation of the rock mass. It consequently results in an even more rapid progression of Hydrogen across the EDZ in the form of a gaseous front. It is worth noting that these coupled effects are globally limited to the EDZ close to the drift wall and tend to attenuate deeper in the rock mass. In the end, the conclusion of the performed analysis demonstrates the non-negligible impact of the hydro-mechanical couplings inherent to the EDZ on gas migrations. Incorporate these couplings in the modelling should therefore lead to more realistic and accurate predictions of the long-term behaviour of a deep geological disposal.

Of course, the elaborated numerical model can still be improved which opens new perspectives of development on the question of gas transfers in clay materials. In particular, the model could be extended to short-term thermal effects in order to study how the generated heat could induce water overpressures and affect the favourable properties of the clay host rock, especially its transport characteristics. With respect to the topic of nuclear waste disposal, the proposed numerical approach could be extended to other host rock formations adopted in Europe, which will require some adaptation of the couplings to the considered material. Moreover, among the extra coupled processes prone to occur in clay materials, healing of the rock is a physical mechanism that would result in the closure of fractures along with simultaneous reduction in permeability and fluids transport. This paper especially focuses on gas transfers through the excavation damaged zone around the storage drift which are driven by hydraulic properties modification induced by fracturation. In parallel, gas migrations in the surrounding sound rock layer is another issue to investigate. In this case, transfers are mainly governed by the rock structure at a micro-level which would require the recourse to more complex computation strategies, e.g. multi-scale model based on the FE2 method.
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Appendix. Linearisation of the field equations

The linearisation of the field Eqs. (6), (7), (9) and (10) of the local second gradient model for multiphasic medium, leading to the linear auxiliary problem (26) is detailed hereafter.

Since this system of highly non-linear relations is a priori not numerically satisfied at any instant , an iterative procedure of Newton-Raphson type is employed. To this end, time discretisation into finite time steps is a prerequisite, which leads to two configurations. One configuration is assumed to be known and in equilibrium with the boundary conditions at a given time , and the other configuration is not at equilibrium at a time . Following the work of Borja and Alarcón (1995), the objective is to find a new configuration in equilibrium at the end of the time step. Accordingly, a first guess of this new configuration, which is close to the solution but not at equilibrium is proposed and denoted as . Both configurations at time and are assumed to be known and non-equilibrium forces, i.e. residuals , , , , are respectively defined in the four governing equations:

\begin{align}
\int_{\Omega^1} \left( \sigma_{ij} \frac{d\varepsilon_{ij}}{dt} + \frac{\partial \phi^a}{\partial x_i} \frac{\partial \phi^a}{\partial x_j} \right) d\Omega^1 & - \int_{\Omega^1} \phi^a \frac{d\phi^a}{dt} d\Omega^1 \\
- \int_{\Omega^2} \rho_{w} \frac{\partial \phi^w}{\partial t} \frac{\partial \phi^w}{\partial x_i} d\Omega^2 & - \int_{\Omega^2} [\varepsilon_1^{i1} \frac{\partial \varepsilon_1^{i1}}{\partial t} + \varepsilon_1^{i1} \frac{\partial \varepsilon_1^{i1}}{\partial x_i}] d\Omega^2 = 0
\end{align}

Two linearisations of the field equations are performed, the first one is done according to an initial guess of this new configuration, which is close to the solution but not at equilibrium, the second one is done according to the solution itself.

The aim is then to define another configuration denoted , close to , for which the non-equilibrium forces vanish. Rewriting the field equations related to in configuration (using the Jacobian transformation), assuming in addition that , , , , , are independent of the different unknown fields, and that , vanishes, and
subtracting after all the balance equations for the two configurations yields:

\[
\int_{\Omega^1} \frac{\partial \sigma_{ij}^1}{\partial x_i} \left( \frac{\partial x_j}{\partial \tilde{r}} \right) \left( \det F - \sigma_{ij}^1 \right) d\Omega^1 \\
+ \int_{\Omega^1} \frac{\partial \sigma_{ij}^1}{\partial x_i} \left( \frac{\partial x_j}{\partial \tilde{r}} \right) \left( \det F - \Sigma_{ij}^{\alpha} \right) d\Omega^1 \\
- \int_{\Omega^1} \frac{\partial \sigma_{ij}^1}{\partial x_i} \left( \frac{\partial x_j}{\partial \tilde{r}} \right) \left( \det F - \lambda_{ij}^r \right) d\Omega^1 \\
- \frac{\partial v^i}{\partial \tilde{r}} \left( \lambda_{ij}^r \sigma_{ij}^1 - \lambda_{ij}^r \right) d\Omega^1 \\
- u^i \left( \rho_{\text{mix}}^1 \sigma_{ij}^1 - \rho_{\text{mix}}^1 \right) \frac{\partial \tilde{r}}{\partial x_i} d\Omega^1 = -\Delta^1_1 \\
\int_{\Omega^1} \frac{\partial \sigma_{ij}^1}{\partial x_i} \left( \frac{\partial x_j}{\partial \tilde{r}} \right) \left( \det F - \det \tilde{F} \right) d\Omega^1 = -\Delta^1_1
\]

(A.5)

Taking these variations into account and using a Taylor expansion of Eqs. (A.5) to (A.8) with discarding terms of degree greater than one gives, after some algebra, a linearised system of field equations (see Chambon et al. (2001b), Chambon and Moulet (2004) and Collin et al. (2006) for more detailed analytical developments). This allows to assess the corrections of the unknown fields to be added to the respective current values to obtain a new configuration closer to a well-balanced configuration.

References


