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Abstract

We study the regularity properties of random wavelet series constructed by multi-
plying the coefficients of a deterministic wavelet series with unbounded I.I.D. random
variables. In particular, we show that, at the opposite to what happens for Fourier
series, the randomization of almost every continuous function gives an almost surely
nowhere locally bounded function.
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1 Introduction

The study of series of functions with random coefficients has a long and rich history, at
the interface of harmonic analysis and functional analysis. It can be traced back to the
seminal, but cryptic, statement in 1896 by E. Borel that “in general”, a Taylor series is not
continuable across its circle of convergence, see e.g. [5, 21]. Though the basic definitions of
probability theory hadn’t been coined at that time, this statement was interpreted as stating
that the coefficients are random with independent phases, in which case the conclusion was
proved by H. Steinhaus in the 1930 [32]. This topic was later developed by Paley and
Zygmund, who studied Rademacher Fourier series, the coefficients of which are of the form
±an, where ± denotes a sequence of independent Rademacher variables (taking values +1
and −1 with probability 1/2). A typical result they obtained is that for all p ∈ [1,∞),
the condition

∑
|an|2 < ∞ is a necessary and sufficient condition to ensure that almost

surely, the sample paths of the Rademacher Fourier Series belong to Lp [30]. Many results
on random Fourier series yield that the randomization of coefficients has a regularization
effect. One of the most striking evidence is supplied by the following theorem, see Theo. 1,
Chap. 7 of [20].
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Theorem 1.1. Let (Xn)n∈Z be a sequence of independent symmetric complex random vari-
ables of variance 1 and let (an)n∈Z be a sequence of complex numbers. Let

∀j ∈ N, sj =

 ∑
2j≤|n|<2j+1

|an|2
1/2

. (1)

If the sequence (sj)j∈N is decreasing and belongs to ℓ1, then almost surely the random
trigonometric series ∑

n∈Z
anXne

inx (2)

is continuous.

Note that the condition
∑

j sj < +∞ by itself is far from implying the continuity of

the associated deterministic Fourier series
∑
ane

inx, hence the smoothing consequence of
randomization. In the Gaussian case, the exact condition for a.s. continuity of sample
paths of (2) was obtained by Marcus and Pisier; let us also mention another famous result
which they derived [25, 26].

Theorem 1.2. Let (an)n∈Z be a sequence of complex numbers and consider the two random
Fourier series ∑

n∈Z
anBne

inx and
∑
n∈Z

anχne
inx (3)

where (Bn)n∈Z is a sequence of independent Rademacher random variables and (χn)n∈Z is
a sequence of independent standard Gaussian random variables. Then, almost surely, either
both of them are continuous or both of them are not bounded.

Our purpose in this paper is to investigate what such properties become for general
random wavelet series, i.e. series on orthonormal wavelet bases with random coefficients
which are independent (note that this terminology has been previously used in the less
general setting where all wavelet coefficients at a given scale j are I.I.D., see [2]). We
will compare them with results previously obtained for Fourier series. Actually, comparing
Fourier vs. wavelet expansions has a long history: it can be traced back to 1909 with the
introduction of the Haar system, especially devised to supply a basis where the partial sums
of the decomposition of a continuous function converge uniformly (in sharp contradistiction
with Fejér’s theorem which states that the Fourier series of a continuous function may
diverge at certain points). Later, in the 1940s, some properties of Brownian motion were
derived from the initial construction of Wiener on the trigonometric system, whereas sharp
global and pointwise regularity properties were derived from the alternative decomposition
of Ciesielski on the Schauder basis [7]; indeed, this basis can be viewed as a special (non-
orthogonal) wavelet basis, where the generating wavelet is the “hat” function

ψ(x) = 1[0,1](x) · min(x, 1 − x).

Since the introduction of smooth wavelet bases in the mid 1990s, it has been noted many
times that the functional properties of trigonometric and wavelet expansions widely differ.
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In short, randomization of trigonometric series has a “smoothing” effect whereas it is not
the case for wavelet series: This is a consequence of the fact that both global and point-
wise regularity conditions can be characterized by conditions on the moduli of the wavelet
coefficients, whereas it is not the case for Fourier series, see [18, 17] and ref. therein.

Another classical topic where series of functions with coefficients ±1 show up is the
study of expansions on bases in function spaces. Let X be a separable Banach space; a
sequence (en)n∈N of elements of X is a Schauder basis if, for any f ∈ X, there exists a
unique sequence of real numbers (an)n∈N such that∑

n≤N

anen → f in X. (4)

The sequence (en)n∈N forms an unconditional basis if the convergence also takes place after
any permutation of the elements of the series. This is equivalent to the fact that the series∑

n εnanen converges in E for any choice of signs εn = ±1; this is also equivalent to the
existence of a constant C > 0 such that for any finite subset F ⊆ N, any real numbers
(an)n∈F , and any choice of signs εn = ±1,∥∥∥∥∥∑

n∈F
εnanen

∥∥∥∥∥
X

≤ C

∥∥∥∥∥∑
n∈F

anen

∥∥∥∥∥
X

. (5)

Unconditional convergence insures the numerical stability of the reconstruction of a function
f using linear combinations of the elements en. In statistics, (5) is often referred to as
the multiplier property. Note that this property is only one of the two ingredients for an
unconditional basis and, in particular, it may hold in spaces that are not separable (in which
case the first condition cannot be fulfilled); it is for example the case for the Hölder Cα

spaces: indeed one easily checks that smooth orthonormal wavelet bases are unconditional
weak∗ bases (this means that the requirement of strong convergence in (4) is replaced by a
weak∗ convergence, see [16]).

Such questions actually motivated the introduction of wavelet bases: The first ones were
introduced by J. O. Strömberg precisely in order to construct bases which are simultane-
ously unconditional for the real Hardy spaces Hp (if p ≤ 1) and Lebesgue spaces Lp (if
p > 1), see [33]. In particular, the wavelet characterizations of the Lp spaces for p > 1
depend on the moduli of wavelet coefficients, and thus are unaltered by multiplication by
Rademacher random variables. Therefore the Paley-Zygmund theorem couldn’t possibly
hold for wavelet series. This shows another important difference between random Fourier
and random wavelet series.

Since the Hölder, Sobolev and Besov norms can be characterized by a quantity bearing
on the moduli of the wavelet coefficients, a key consequence of the multiplier property for
wavelet methods in statistics is that the shrinkage of wavelet coefficients in the expansion
of a function does not introduce spurious singularities in the function, see e.g. [12] and
references therein. Let us underline that it is very specific to wavelets and does not hold for
other “classical” bases. In particular, in the periodic case, the famous Kahane-Katznelson-
DeLeeuw theorem shows that given any function in L2, one can construct a continuous
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function by increasing the modulus of the Fourier coefficients of f , see [10]. Note that this
result has been extended by F. L. Nazarov to expansions on fairly general orthonormal
bases ψn which however have to satisfy

∃C > 0, ∀n, ∥ψn∥1 ≥ C,

a condition which is clearly not satisfied by wavelet bases, see [29, 27].
The explicit example that will be worked out in Section 5 will illustrate this strong

difference between Fourier and wavelet series: We will compare these two randomizations
of the sawtooth function {x} (i.e. the fractional part of x).

A weaker condition than unconditional convergence has been introduced in [4]. Instead
of asking that the series converges for any choice of signs ±, one requires only random
unconditional convergence: The Schauder basis (en)n ∈ N is called a RUC system in the
space X if, for every f =

∑
n∈N anen, the convergence of the series also holds for almost

every choice of signs εn = ±1, where (εn)n∈N denotes a sequence of independent Rademacher
random variables. The case L1 is particularly interesting: it is well known that L1 has
no unconditional basis and moreover, it has no RUC system [4]; therefore, contrary to
Lp spaces, though wavelets form a Schauder basis of L1, this space is not stable under
randomization of wavelet coefficients by I.I.D. Rademacher random variables.

It is also natural to investigate the case where the Rademacher random variables are
replaced by a sequence of I.I.D. random variables (either for Fourier series, or for bases in
Banach spaces). Let us focus on the Gaussian case, which has been the subject of the most
developed investigations. As regards Fourier series, if X = C(T), then the result of Marcus
and Pisier (Theorem 1.2) states that one can reduce the study to the Rademacher case.
The situation for more general bases in a Banach space is more delicate. The next result
gives a general criterion, see [22].

Theorem 1.3. Let X be a Banach space and (ξn)n∈N be a sequence of independent standard
Gaussian random variables. The following assertions are equivalent :

1. For all sequence (xn)n∈N of elements of X, the series
∑
ξnxn converges almost surely

unconditionally if and only if the series
∑
xn converges unconditionally in X.

2. The space X does not contain ℓn∞ uniformly.

Let us recall that X contains ℓn∞ = (Rn, ∥ · ∥∞) uniformly if

sup
n∈N

δ(ℓn∞, X) < +∞

where δ is defined for normed spaces E and X such that X contains at least one vector
subspace isomorphic to E by

δ(E,X) = inf{d(E,F ) : F ⊂ X, F isomorphic to E}

and d is the Banach-Mazur distance defined between isomorphic spaces E,F as follows

d(E,F ) = inf{∥T∥∥T−1∥ : T : E → F isomorphism}.
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Note that the spaces Lp for 1 ≤ p < +∞ do not contain ℓn∞ uniformly. Hence, for
1 < p < +∞, the unconditional convergence of the wavelet series implies the almost sure
unconditional convergence for the randomized Gaussian expansion. At the opposite C(T),
Cα and L∞ contain ℓn∞ uniformly, and this motivates our investigation of the differences
between the convergences properties of random Fourier and wavelet series in these specific
settings.

Concerning Gaussian series in L1, a contraction argument allows Ledoux and Talagrand
[23, Section 4.2] to show that the average of Gaussian randomization always dominates the
corresponding Rademacher average. In particular, if a Gaussian series

∑
n ξnxn in a Banach

space X converges almost surely, so does the corresponding Rademacher series
∑

n εnxn.
Together with the result of [4] about RUC systems, it implies that the space L1 is not closed
under Gaussian randomization of the wavelet coefficients.

Non-Gaussian randomization has been the subject of much less investigations. Let
us however mention the following result of [22] which gives a criterium for unconditional
convergence.

Theorem 1.4. Let X be a Banach space that does not contain ℓn∞ uniformly, (ζk) be a
sequence of numerical variables for which

sup
k∈N

E|ζk|p ≤ cp < +∞ ∀p > 0

and ak ∈ X, k = 1, 2, .... If the series
∑

k ak converges unconditionally, then the series∑
k ζkak converges almost surely unconditionally in the space X.

With this context in mind, our paper will deal with the study of the boundedness,
continuity and Hölder regularity of random wavelet series. In Section 2, we give a natural
condition for the continuity of a function in terms of its wavelet coefficients. We more-
over prove that this condition is optimal. Section 3 is dedicated to the study of nowhere
bounded random wavelet series. In particular, we prove that the conclusion of Theorem
1.2 widely differs for wavelet series: Proposition 3.1 will supply examples of wavelet series
with Rademacher coefficients which almost surely have continuous sample paths, whereas
the same series, with standard Gaussian coefficients instead is nowhere locally bounded (we
will actually prove that Rademacher and Gaussian random variables play no specific role
in the wavelet case, but that the dichotomy actually is between bounded vs. unbounded
random variables). Moreover, we prove that, far from being exceptional, this behavior is
“generic” in the space of continuous function. We consider in Section 4 a minimal regular-
ity condition implying the continuity of the randomized wavelet series. We finally study in
Section 5 the impact of a randomization of wavelet coefficients on the Hölder modulus of
continuity of the function and we propose an explicit example on which we will compare
the consequences of the randomization of Fourier series vs. wavelet series.
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2 Continuity of wavelet series

In this section, we give a simple condition in terms of the wavelet coefficients of a function
that implies the continuity of this function. Furthermore, we show that this condition is
optimal. Let us start by recalling the definition of a d-variables wavelet basis [8, 28, 24].
We denote by N0 the set N ∪ {0} where N is the set of (strictly) positive integers.

Definition 2.1. An orthonormal r-smooth (r ≥ 0) wavelet basis on Rd is a collection of
functions φ and Ψ(i), i ∈ {1, . . . , 2d − 1}, with the following properties:

• φ and the Ψ(i) and all their partial derivatives up to the order r have fast decay,

• The φ(· − k), k ∈ Zd together with the functions 2dj/2Ψ(i)(2j · −k), j ∈ N0, k ∈ Zd,
i ∈ {1, . . . , 2d − 1}, form an orthonormal basis of Rd.

For example, the Haar system is a 0-smooth wavelet basis. We will usually not mention
the smoothness required for the wavelet basis, assuming that it is “large enough”; the precise
value required can always be easily tracked. We will mostly work on the d-dimensional torus
Td = Rd/Zd, in order to draw tighter comparisons with Fourier series. Note however that
the results we obtain extend easily to the non-periodic setting (in which case they have to
be understood as local results). In that case periodized wavelet bases are used; they are

supplied by the union of the constant function 1Td , and the 1-periodic wavelets ψ
(i)
j,k defined

on R by

ψ
(i)
j,k(x) :=

∑
l∈Zd

Ψ(i)(2j(x− l) − k), i ∈ {1, . . . , 2d − 1}, j ∈ N0, k · 2−j ∈ [0, 1)d.

We will use the following notations for wavelets:

φk = φ(· − k), Ψ
(i)
j,k = Ψ(i)(2j · −k), ψ

(i)
j,k = ψ(i)(2j · −k),

and by ck and cij,k the corresponding wavelet coefficients, so that

cij,k = 2dj
∫
f(x)ψ

(i)
j,k(x)dx

(the context will tell without ambiguity if the wavelet coefficients are computed in the
periodic or non-periodic setting). Note that we do note use the L2 normalization for wavelets
and wavelet coefficients; indeed the convention we use will lead to simpler formulations
when dealing with boundedness, continuity, or Hölder regularity questions. Note also that,
in the case of periodic wavelets, the fast decay property for wavelets implies that their
periodizations satisfy the following uniform estimates on the torus:

∀M, ∃CM , ∀x ∈ Td, ∀i, j, k, |ψ(i)(2jx− k)| ≤ CM(
1 + 2j∥x− k

2j
∥
)M

,
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where ∥x∥ denotes the natural distance on Td and k
2j

denotes the element xj,k ∈ Td such
that 2jxj,k ≡ k mod 2j (these estimates are verified by the periodized scaling functions, by
wavelets and by their derivatives).

We now recall two straightforward results which relate continuity to the size of wavelet
coefficients.

Proposition 2.2. Let f ∈ L∞(Td); if the wavelet basis is 0-smooth, then the sequence
(ωj)j∈N defined by

ωj = sup
i,k

|cij,k| (6)

belongs to ℓ∞. Additionally, if f is continuous then (ωj)j∈N belongs to c0.

The optimality of the first statement is shown (in the non-periodic case) by the (slight
variant of the) Heaviside function

H(x) = 1R+(x) − 1R−(x), (7)

which clearly satisfies
∀j, k, cj,k = cj+1,k. (8)

Recall that the cone of influence of width C at x0 is defined as

C(x0, C) = {(j, k) : |2jx0 − k| ≤ C}.

For the Heaviside function, (8) shows that the wavelet coefficients in the cones of influence
at 0 do not decay (except in the case of the Haar wavelet, where they all vanish!). Adapting
this counter-example to the periodic and d-dimensional settings is straightforward.

Since the space C(Td) (composed of continuous bounded functions on the d-dimensional
torus) has no unconditional basis, and since wavelets form a Schauder basis of this space,
it follows that the multiplier property does not hold here. Nonetheless the following result
supplies a simple and optimal condition implying continuity.

Proposition 2.3. Let cij,k be a collection of coefficients with i ∈ {1, . . . , 2d−1}, j ≥ 0, and

k · 2−j ∈ [0, 1)d and assume that the wavelets used are 0-smooth.

• If the sequence (ωj)j∈N defined by (6) belongs to ℓ1, then the wavelet series

f =
∑
j

fj where fj =
∑
i,k

cij,kψ
(i)
j,k, (9)

is normally convergent, so that it defines a bounded function. If additionally the
wavelets are continuous, then f is also continuous.

• This condition is optimal, i.e. if (ωj)j∈N is a non-negative sequence such that∑
j∈N

ωj = ∞
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and if the wavelets are piecewise continuous, then there exists a wavelet series (9)
such that

∀j, sup
i,k

|cij,k| = ωj , (10)

and which is nowhere locally bounded on Td.

Remark 2.4. Recall that a Sidon set of integers is a set E ⊂ Z such that, if∑
n∈E

cne
inx

is continuous, then
∑

n∈E |cn| < ∞, see [31]. The determination of Sidon sets has a long
and rich history in harmonic analysis. One can see the quest for Sidon sets as understand-
ing which lacunarity condition on a Fourier series implies that the “natural condition” for
continuity supplied by absolute convergence turns out to be necessary. Therefore the con-
verse part of our proposition can be interpreted as a “wavelet variant” of this quest. More
precisely, the natural counterpart of the Sidon sets question in the wavelet setting would
be to determine sets of indices I such that∑

(i,j,k)∈I

cij,kψ
(i)
j,k ∈ L∞ =⇒

∑
(i,j,k)∈I

|cij,k||ψ
(i)
j,k| ∈ L∞.

Proof of the first point. The direct sense of the implication is straightforward: Indeed, the
fast decay of the wavelets implies that, if the wavelets are continuous, then the fj are
continuous. In all cases, one has

|fj(x)| ≤ Cωj ∀j ∈ N.

It follows that the series of functions
∑

j fj is a series of bounded functions which converges
normally, so that its sum is bounded. Additionally, if the wavelets are continuous, then the
fj are continuous (because of the fast decay of the wavelets) and the sum of the series is a
continuous function.

In order to prove the converse result, we note that we can assume that

∃C, ∀i, j, k, |cij,k| ≤ C (11)

since Proposition 2.2 states that if f ∈ L∞, then this condition is satisfied. We will use the
following lemma.

Lemma 2.5. If ωj is a nonnegative sequence such that
∑

j∈N0
ωj = ∞, then there exists a

subsequence (jn)n∈N such that

jn+1 − jn → +∞ and
∑
n∈N

ωjn = ∞. (12)
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Proof. The result is immediate if we fix anN and we only require that jn+1−jn = N (indeed,
one of the N sequences which satisfy this property necessarily satisfies

∑
n ωjn = ∞). In

order to obtain the subsequence such that (12) holds, one starts by taking elements of the
sequence jn thus obtained for N = 2 until the corresponding sum is larger that 1, then one
takes elements for N = 3 until the corresponding sum is larger that 1, and so on.

We now come back to the proof of the optimality of the proposition.

Proof of the second point. First we construct a wavelet series satisfying (10) which does not
belong to L∞(Td): The result is clear if the ωj are unbounded, therefore we can assume
that the sequence ωj belongs to l∞. At each scale j, we consider only one nonvanishing
coefficient defined by

c1j,k = ωj .

The localization of these coefficients is chosen as follows. First, if j is not one of the jn, we
locate these coefficients at a k = (k1, · · · , kd) such that ∀m, km · 2−j = 3/4. Secondly, for
the localization at scales jn, n ∈ N, we notice that the assumption of piecewise continuity
of the wavelets implies that there exist C > 0 and a dyadic cube K such that

ψ(1)(x) ≥ C, ∀x ∈ K.

We denote by Kj,k the dyadic cube

Kj,k = {x : 2jx− k ∈ K}.

If Q is a dyadic cube, we denote by Q/2 the cube with same center, same orientation, and
width |Q/2| = (1/2) · |Q|. With these notations, if j is one of the jn, the localization of
the nonvanishing coefficients is given by the first couple (jn, kn) so that the corresponding
cube Kjn,kn is included in [1/8, 3/8]d, and the following ones so that

Kjn+1,kn+1 ⊂ 1/2 ·Kjn,kn (13)

(the condition jn+1 − jn → +∞ implies that this is possible if n is sufficiently large).
We now consider the wavelet series

f =
∑
j

c1j,kψ
(1)
j,k

thus constructed. Since the c1j,k are bounded, and only one does not vanish at each scale,

this function belongs to L2. Furthermore, because of the fast decay of the wavelets, the con-
tribution of the j that do not belong to the sequence jn is bounded on the cube [1/8, 3/8]d,
and we can forget it. We now focus on the values of the remaining term

g =
∑
n

c1jn,knψ
(1)
jn,kn

(14)
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on the cubes Kjl,kl . If x ∈ Kjl,kl , we have

c1jn,knψ
(1)
jn,kn

(x) ≥ Cωjn

for every n ≤ l. First assume that the wavelets are compactly supported. For n > l, it

follows from (13) and the condition jn+1− jn → +∞ that the support of the wavelet ψ
(1)
jn,kn

is included in Kjl,kl . Since wavelets have a vanishing integral, it follows that the average
value of g on Kjl,kl is larger than

C

l∑
n=1

ωjn . (15)

Since these quantities are not bounded, it follows that g /∈ L∞.
Let us now only assume that the wavelets have fast decay. Then the average value of

the wavelet ψ
(1)
jn,kn

on Kjl,kl with n > l does not exactly vanish. However, using again that
wavelets have a vanishing integral, its absolute value is bounded by∫

x/∈Kjl,kl

|ψ(1)
jn,kn

(x)|dx. (16)

The fast decay of the wavelets and (13) imply that∫
x/∈Kjl,kl

|ψ(1)
jn,kn

(x)|dx ≤
∫
x/∈Kjl,kl

C

(1 + 2jn∥x− 2−jnkn∥)d+2
dx.

On one hand

sup
x/∈Kjl,kl

C

(1 + 2jn∥x− 2−jnkn∥)
≤ C

(1 + 2jn∥2−jlkl − 2−jnkn∥)
≤ C

2(jn−jl−1)
.

and, on other hand,∫
Td

1

(1 + 2jn∥x− 2−jnkn∥)d+1
dx ≤

∫
Rd

1

(1 + 2jn∥x∥)d+1
dx

= 2−djn

∫
Rd

1

(1 + ∥u∥)d+1
du

= C2−djn .

It follows that (16) is bounded by C2−(jn−jl)2−djn . Therefore (15) is only modified by a
bounded error term, and the same conclusion holds. Hence, we have obtained that the
function f can be written as f = g + h where

h =
∑
j ̸=jn

c1j,kψ
(1)
j,k ,

and g given by (14), are bounded everywhere on Td except at, at most, one point for h and
one point for g. We define

gl =
∑

n≥l+1

c1jn,knψ
(1)
jn,kn

.
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Then
G(x) =

∑
l≥0

∑
k/∈(2Z)d

gl(x− 2−lk + 2jlkl)

is nowhere locally bounded and satisfy ωj(G) = ωj(g), where ωj(ϕ) is defined by ωj(ϕ) =

supi,k |cij,k| for a wavelet series ϕ =
∑

i,j,k c
i
j,kψ

(i)
j,k. Finally F = G + h remains nowhere

locally bounded and satisfies ωj(F ) = ωj for any j.

3 Nowhere locally bounded random wavelet series

As already mentioned, an important feature of randomization of Fourier coefficients is a
smoothing effect. This section aims at showing that the conclusion can go in the opposite
direction for wavelet series: We will construct a bounded function such that, after an
unbounded randomization of its wavelet coefficients, the sample paths of the stochastic
process thus obtained a.s. are nowhere locally bounded. Let us be more precise; we consider
general random wavelet series i.e. stochastic processes of the form

X =
∑
i,j,k

cij,kχ
i
j,kψ

(i)
j,k, (17)

where the χi
j,k are I.I.D. random variables. In the following, we denote by χ any of the χi

j,k.
Our purpose is to compare the continuity and boundedness properties of the series

f =
∑
i,j,k

cij,kψ
(i)
j,k (18)

and of its randomization (17). We assume in this section that the series (18) is normally
convergent considered as a series in j only (with a slight abuse of language), i.e. that

∑
j

sup
x

∑
i,k

|cij,k||ψ
(i)
j,k(x)|

 <∞.

Such a function clearly is continuous if the wavelets are continuous (which we assume in
this section) and, if χ is bounded, then its randomization (17) also is normally convergent
and therefore it represents a stochastic process with continuous sample paths. The purpose
of this section is to prove that this result may fail if the random variable χ is not bounded.

We start by a simple remark on unbounded random variables. First, note that

∀n, P(|χ| ≥ n3) > 0,

so that there exists an increasing sequence (jn)n∈N such that

P(|χ| ≥ n3) ≥ 2−djn . (19)

Therefore, since there are (2d − 1)2djn wavelets at scale jn,∑
n

∑
i,k

P(|χi
jn,k| ≥ n3) = +∞,
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and the Borel-Cantelli Lemma yields that a.s. there exists an infinite number of |χi
jn,k

|
larger than or equal to n3. We refer to (jn)n∈N as a divergence sequence associated with χ.

We can now state the main result of this section, which gives an explicit example of a
continuous function such that its randomized wavelet coefficients yield a nowhere locally
bounded stochastic process if the random variable χ is unbounded.

Proposition 3.1. Let χ be an unbounded random variable, and let (jn)n∈N be a divergence
sequence associated with χ. Then

f =
∑
n∈N

1

n2

∑
i,k

ψ
(i)
jn,k

is a normally convergent wavelet series (and therefore f is continuous). However its ran-
domization

Xf =
∑
n∈N

1

n2

∑
i,k

χi
jn,kψ

(i)
jn,k

is a.s. nowhere locally bounded, where the χi
j,k are I.I.D. random variables of with the same

law as χ.

Remark 3.2. The result is stated in the setting of periodized wavelets, but it translates
immediately in the setting of standard wavelets on Rd.

Remark 3.3. Without any assumption on χ the series Xf is a formal series. However,
if we assume that χ has a finite variance, then E(∥Xf∥2) < ∞, so that the sample paths
of Xf belong to L2 almost surely. The proof of continuity also yields that, if the χi

jn,k

are bounded, then the randomized wavelet series has continuous sample path. A direct
consequence of this theorem therefore is that the Marcus and Pisier theorem does not hold
for random wavelet series and, in that case, its failure is related only with the boundedness
of the random variable χ and not its particular nature (Rademacher, Gaussian, ...).

Proof. The first statement follows from Proposition 2.3. As regards the second statement,
as a consequence of the existence of a divergence sequence, it follows that a.s. for infinitely
many n, one of the |χi

jn,k
| is larger than or equal to n3, so that the wavelet coefficients of

Xf are not bounded. Using Proposition 2.2, it implies that Xf does not belong to L∞. In
order to obtain the more precise result that Xf is not locally bounded, we note that the
argument which gave the divergence sequence can be strengthened as follows: Let us pick
a dyadic cube λ ⊂ [0, 1]d; the same argument yields that, if we consider the dyadic cubes
included in λ, then a.s. there exists an infinite number of χi

jn,kn
corresponding to indices

(jn, kn) such that the associated dyadic cube is included in λ and which satisfy |χi
jn,k

| ≥ n3.

This is true for all dyadic subcubes of [0, 1]d, which form a countable set. It follows that
Xf actually is a.s. nowhere locally bounded.

Let us now prove that the behavior of this example is not pathological, but that, on
the opposite, it is generic in the space C(Td) using the notion of prevalence. The notion
of prevalence supplies an extension of the notion of “almost everywhere” (for the Lebesgue
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measure) in an infinite dimensional setting. In a metric infinite dimensional vector space,
no measure is both σ-finite and translation invariant. However, a natural notion of “almost
everywhere” which is translation invariant can be defined as follows, see [6, 3].

Definition 3.4. Let E be a complete metric vector space. A Borel set A ⊂ E is Haar-null
if there exists a compactly supported probability measure µ such that

∀x ∈ E, µ(x+A) = 0.

If this property holds, the measure µ is said to be transverse to A. A subset of E is called
Haar-null if it is contained in a Haar-null Borel set. The complement of a Haar-null set is
called a prevalent set.

If E is a function space, one can often use for transverse measure µ the law of a stochastic
process, see e.g. [15, 13, 14] for some applications of this method. In this context, a way
to check that a property P holds only on a Haar-null set is to exhibit a random process
X whose sample paths lies in a compact subset of E and such that for all f ∈ E, almost
surely the property P does not hold for X + f .

Theorem 3.5. Let χ be an unbounded random variable and let (χi
j,k)j,k be a sequence of

independent I.I.D. unbounded random variables with the same law as χ. For almost every
function f in C(Td), the associated randomized wavelet series is almost surely nowhere
locally bounded.

Proof. We assume that d = 1 (the proof for d > 1 is similar). Let (Ω,F ,P) denote the
probability space on which the random variables (χj,k)j,k are defined. Let us consider an
increasing sequence (jn)n such that

P(|χ| ≥ n3) ≥ jn2−jn . (20)

Let (εjn,k)jn,k be a sequence of independent Rademacher random variables on a second
probability space (Ω′,F ′,P′) and let X be the stochastic process defined on (Ω′,F ′,P′) by

X =
∑
n∈N

2jn−1∑
k=0

εjn,k
n2

ψjn,k.

As |εjn,k| = 1, we get as previously that the sample paths of X define a pointwise bounded
subset of C(T) and moreover, that this subset is equicontinuous. The Arzela-Ascoli theorem
implies that the sample paths of X are included in a compact subset of C(T).

Let f be an arbitrary function of C(T) and denote by (cj,k)j,k its sequence of wavelet
coefficients. Let us prove that P′-almost surely, the random wavelet series

∑
n∈N

2jn−1∑
k=0

(
εjn,k
n2

+ cjn,k)χjn,kψjn,k +
∑
j ̸=jn

2j−1∑
k=0

cj,kχj,kψj,k

associated to X+f is P-almost surely nowhere locally bounded by showing that this random
wavelet series is P-almost surely not bounded on any dyadic interval λ ⊆ [0, 1]. As in the
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proof of Proposition 3.1, it suffices to work on [0, 1]. For every n, we consider the disjoint
subsets of {0, . . . , 2jn − 1} defined by

Λn,l = {l2jn, . . . , (l + 1)2jn − 1}

for l ∈ {0, . . . , 2jn/(2jn)}. Notice that for every n, the inequality∣∣∣εjn,k
n2

+ cjn,k

∣∣∣ ≤ 1

2n2

can only happen if εjn,k is the nearest integer to n2cjn,k. Since εjn,k can only takes the
values 1 and −1, the probability of this event is bounded by 1/2. Hence, we have

∑
n∈N

2jn/(2jn)∑
l=0

P′
(
∀k ∈ Λn,l ,

∣∣∣εjn,k
n2

+ cjn,k

∣∣∣ ≤ 1

2n2

)
≤
∑
n∈N

(
2jn

2jn
+ 1

)
2−2jn < +∞

and the Borel-Cantelli lemma implies that P′-almost surely, for all n large enough and all
l ∈ {0, . . . , 2jn/2jn}, there exist kn,l ∈ Λn,l such that∣∣∣εjn,kn,l

n2
+ cjn,kn,l

∣∣∣ > 1

2n2
.

It follows from (20) that ∑
n

∑
l

P(|χjn,kn,l
| ≥ n3) = ∞.

Applying the Borel-Cantelli Lemma on the space (Ω,F ,P), we get that a.s. there are
infinitely many χjn,kn,l

larger than or equal to n3, hence infinitely many values of n such
that ∣∣∣εjn,kn,l

n2
+ cjn,kn,l

∣∣∣ |χjn,kn,l
| ≥ n

2
.

4 Conditions implying the continuity of Gaussian wavelet
randomization

We have shown in Proposition 2.3 that if a function f satisfies that the sequence (ωj)j∈N
defined by (6) belongs to ℓ1, then f is continuous. We have moreover obtained that, in
general, one cannot expect a less restrictive condition. In Proposition 3.1, we have shown
that the condition (ωj)j∈N ∈ ℓ1 is not sufficient to insure that the randomized version of
f belongs to L∞. The aim of this section is to determine a minimal regularity condition
implying the continuity of the Gaussian wavelet randomization, and to study its optimality.

First, let us recall a classical result about the asymptotic behavior of a sequence of
independent standard Gaussian random variables, which is direct consequence of the Borel-
Cantelli Lemma together with the inequality

∀x > 0 P(|χ| ≥ x) ≤ 2

x
√

2π
e−

x2

2 ,

if χ is a standard Gaussian random variable.
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Lemma 4.1. Let (χi
j,k)i,j,k be a sequence of independent standard Gaussian random vari-

ables indexed by the set

j ≥ 0, i ∈ {0, · · · , 2d − 1}, k

2j
∈ [0, 1)d.

Almost surely,
∃J ∈ N, ∀j ≥ J, sup

i,k
|χi

j,k| ≤
√

2dj.

The following lemma is a direct consequence of standard arguments on random series,
see e.g. [20]; we give a short proof for the sake of completeness.

Lemma 4.2. Let (χj)j∈N be a sequence of independent standard Gaussian random variables.
If
∑

j∈N ωj = +∞, then

almost surely,
∑
j∈N

|χj |ωj = +∞.

Proof. First, let us prove the result for I.I.D. Bernoulli random variables Bj of parameter
1/2, i.e. such that such that

P(Bj = 0) = P(Bj = 1) = 1/2.

Since the convergence of the series
∑

j∈NBjωj does not depend on the values of the firstBj ’s.
Therefore the Kolmogorov 0-1 law applies, and the probability that the series converges is
either 0 or 1. Assume that it is 0, i.e. that the series converges almost surely. Then it is
also the case for the series

∑
Qjωj , where Qj = 1 − Bj also are I.I.D. Bernoulli random

variables. But the sum of these two series is the deterministic series
∑

j∈N ωj which diverges
by assumption. Now, let a > 0 be such that P(|χ1| ≥ a) = 1/2. Then, (1{|χj |≥a})j∈N forms a
sequence of I.I.D. Bernoulli random variables. Hence, the series

∑
j∈N a1{|χj |≥a}ωj diverges

almost surely. The conclusion follows from the relation a1{|χj |≥a} ≤ |χj |.

Proposition 4.3. Assume that the wavelets are 0-smooth and continuous.

• If f is a periodic function and if the quantities ωj defined by (6) satisfy∑
j∈N

√
jωj <∞, (21)

then the Gaussian wavelet randomization Xf of f is continous.

• Conversely, if (ωj)j∈N is a non-negative sequence such that
∑

j∈N ωj = ∞ and if the

wavelets used are piecewise continuous, then there exists a function f =
∑
i,j,k

cij,kψ
(i)
j,k

with
sup
i,k

|cij,k| = ωj , ∀j ∈ N

and such that the wavelet Gaussian randomization Xf of f is a.s. not bounded on Td.
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Proof. The first part of this proposition is a direct consequence of Proposition 2.3 and
Lemma 4.1. The proof of the second part is an adaptation of the proof of the second part
of Proposition 2.3, with a modification due to the fact that the Gaussian random variables
may take positive or negative values. For that, we also use another cube where K ′ where

∀x ∈ K ′, ψ(1)(x) ≤ −C,

and denote by K ′
j,k the dyadic cube

K ′
j,k = {x : 2jx− k ∈ K ′}.

One then modifies the proof of the second part of Proposition 2.3 for the construction of the

first function f , by putting one ωjn+1ψ
(1)
jn+1,kn+1

such that Kjn+1,kn+1 ⊂ 1/2.Kjn,kn and one

ωjn+1ψ
(1)
jn+1,k′n+1

such that Kjn+1,k′n+1
⊂ 1/2.K ′

jn,kn
, and this for all the indices kn such that

cjn,kn ̸= 0. Thus, the construction provides 2jn non-zero coefficients at the scale jn. With
this modification, depending if the corresponding Gaussian random variable is positive or

negative, we focus on the part of the function such that c1jn,knχ
i
jn,kn

ψ
(1)
jn,kn

is positive. This
selection is only based on the signs of the Gaussian random variables which are independent
of their amplitudes. By Lemma 4.2, we get a.s. (in amplitude) an unbounded series for
this selection. Finally, we obtain that a.s. (in sign and in amplitude) the series diverges at
least at one point by the Tonelli-Fubini’s theorem. By the same argument as in the proof
of Proposition 2.3, the other components of f have a smooth contribution on Kjn,kn and
therefore do not modify the unboundedness of the series.

Remark 4.4. The random process Xf built in the previous proof is unbounded at most
on a null set. Suppose in addition that the wavelets ψ(i) are compactly supported. Then
the function f can be chosen such that Xf is a.s. nowhere locally bounded on Td.

To simplify the notations the proof is given for d = 1 but can easily been generalized
to upper dimensions. Since the wavelets are compactly supported, there exists an index
k0 such that for all j ≥ 0, k, k′ ∈ {0, ..., 2j − 1}, one has Supp ψj,k ∩ Supp ψj,k′ = ∅ if
|k− k′| ≥ k0. We now consider g =

∑
n

∑
k∈k0N0

ωjnψjn,k. Fix λ a dyadic cube. Then there
exist n1 ∈ N and k1 ∈ k0N0 such that

1. Supp ψjn1 ,k1
⊂ λ

2. Kjn1 ,k1
contains at least one Supp ψjn1+1,k with k ∈ k0N0

3. K ′
jn1 ,k1

contains at least one Supp ψjn1+1,k′ with k′ ∈ k0N0

The two last conditions are satisfied since the sequence (jn+1− jn) tends to infinity and are
also satisfied for all n ≥ n1. The previous argument applied and there is at least one point
in λ where Xg is not bounded. Finally, a.s. Xg is nowhere locally bounded. But g does not
satisfy ωj(g) = ωj . We thus replace it with

f = g +
∑
j ̸=jn

ωjψj,2j3/4
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Then Xf is also a.s. nowhere locally bounded since the component
∑

j ̸=jn
ωjχjψj,2j3/4 di-

verges at at most one point.

Remark 4.5. The arguments developed in the previous result can easily be extended to
more general laws as follows.

• Let us consider a law with exponential decay, i.e. a random variable χ such that

P(|χ| ≥ x) ≤ Ce−bxγ
, ∀x > 0 (22)

for some constants C, b > 0 and γ ∈ (0, 2]. Then the Borel-Cantelli Lemma yields
that almost surely

for every j large enough sup
i,k

|χi
j,k| ≤

(
dj

b

) 1
γ

.

Hence, condition (21) is replaced by
∑

j∈N j
1
γ ωj <∞.

• An assumption less restrictive than exponential decay is the assumption that the
random variable χ has finite moments of all orders. This is equivalent to the fact that
the tail has fast decay, i.e.

∀l > 0 ∃C > 0 such that, ∀x > 0, P(|χ| ≥ x) ≤ C

xl
. (23)

Then the Borel-Cantelli Lemma gives that almost surely,

∀ε > 0, ∀j large enough, sup
i,k

|χi
j,k| ≤ 2εj .

Therefore, condition (21) is replaced by the existence of ε > 0 such that∑
j∈N

2εjωj <∞.

In both cases, for the second part, if there is a > 0 such that P(|χ| ≥ a) = 1/2, then
the argument remains unchanged. Otherwise, it suffices to generalize Lemma 4.2 with a
thinning argument: assume that a > 0 is such that one has P(|χ| ≥ a) = p > 0. Consider a
sequence (Bj)j∈N of independent Bernoulli random variables of parameter p. The classical
inequality (cf p.8 of [20])

P(X ≥ λE(X)) ≥ (1 − λ)2
E2(X)

E(X2)
,

true for X ≥ 0 and λ ∈ (0, 1), applied to Xn =
∑n

k=1 ωkBk, implies that, for any n ≥ 1,

P

(
Xn ≥ λp

n∑
k=1

ωk

)
≥ (1 − λ)2p.

Therefore the Kolmogorov 0-1 law applies again, and the probability that the series
∑
Bjωj

diverges is 1.
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Proposition 4.3 does not provide a necessary and sufficient condition on the sequence
(ωj)j∈N to guarantee the boundedness of the wavelet Gaussian randomization. The next
proposition shows however that the general assumption (21) cannot be improved stronger
than ∑

j≥3

√
j

log(log(j))
ωj <∞ (24)

when the wavelets are compactly supported.

Proposition 4.6. Let (ψ
(i)
j,k) be a basis of compactly supported wavelets. There exist a

non-negative sequence (ωj)j∈N satisfying (24) and a function f =
∑

i,j,k c
i
j,kψ

(i)
j,k with

sup
i,k

|cij,k| = ωj , ∀j ∈ N

such that the wavelet Gaussian randomization Xf of f is a.s. nowhere locally bounded.

Proof. We assume from now on that d = 1, the case d > 1 being similar. Recall that if χ
is a standard Gaussian random variable, then

P(χ ≥
√
j) =

1√
2πj

e−j/2(1 + o(1)) ≥ e−3j/4

for j large enough. Similarly to the proof of Proposition 2.3, we denote by K a dyadic
interval such that ψ ≥ C on K for some C > 0. For j ∈ N and k ∈ {0, . . . , 2j − 1}, we
define

λj,k := Supp ψj,k and Kj,k := {x : 2jx− k ∈ K}.

Since the wavelets are compactly supported, there is k0 ∈ N such that for all j ≥ 0, k, k′ ∈
{0, ..., 2j − 1}, one has λj,k ∩ λj,k′ = ∅ if |k − k′| ≥ k0.

We put jn = (⌊ 2
log(2)−1/4⌋ + 1)n = 5n and we define the sequence (ωj)j∈N by setting

ωj =

{
(
√
j log j log(log j))−1 if j ∈ {jn, n ∈ N}

0 otherwise.

This sequence satisfies (24) but not (21). We consider f given by

f =
∑
n∈N

∑
k∈k0N, k≤2jn−1

ωjnψjn,k (25)

and its randomization

Xf =
∑
n∈N

∑
k∈k0N, k≤2jn−1

χjn,knωjnψjn,k. (26)

We will check that Xf is not bounded on any dyadic interval λ ⊂ [0, 1]. As in the proof of
Proposition 3.1, it suffices to work on [0, 1].
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For any j ∈ N, we set j′ = 5j and we consider the event

Aj =

{
∃k ∈ {0, . . . , 2j − 1} such that ∀k′ ∈ k0N with λj′,k′ ⊂ Kj,k one has χj′,k′ ≤

√
j′

3

}
.

Note that there is c = c(k0,K) ∈ N independent of j and j′ such that

#{k ∈ k0N : λj′,k′ ⊂ Kj,k} = 2j
′−j−c.

By the independence of the Gaussian random variables, we obtain

P(Aj) ≤
2j−1∑
k=0

P

(
∀k′ ∈ k0N with λj′,k′ ⊂ Kj,k one has χj′,k′ ≤

√
j′

3

)
≤ 2j(1 − e−j′/4)2

(j′−j−c)

≤ 2j exp(−2j
′−j−ce−j′/4)

≤ 2j exp(− 1
2c 2−jej

′(log(2)−1/4))

≤ 2j exp(− 1
2c 2−je2j)

for every j large enough. Hence, for the jn = 5n, the Borel-Cantelli Lemma gives almost
surely the existence of a N ∈ N and a sequence (kn)n≥N , kn ∈ k0N such that

λjn,kn ⊂ Kjn−1,kn−1 and for all n ≥ N, χjn,kn >

√
jn
3
. (27)

We work now in the event of probability 1 given by the Borel-Cantelli Lemma. The
term

fN =
∑
n<N

∑
k∈k0N, k≤2jn−1

χjn,kωjnψjn,k

is obviously bounded and we focus on the remaining part. For any integer M ≥ N + 1, one
has on λjM ,kM

gN :=
+∞∑
n=N

∑
k∈k0N, k≤2jn−1

χjn,kωjnψjn,k

=

M−1∑
n=N

χjn,knωjnψjn,kn +
∑
n≥M

∑
k∈k0N:λjn,k⊂λjM ,kM

χjn,kωjnψjn,k

≥
M−1∑
n=N

C

√
jn
3
ωjn +

∑
n≥M

∑
k∈k0N:λjn,k⊂λjM ,kM

χjn,kωjnψjn,k.

The second term has a vanishing integral on λjM ,kM and it follows that the average value

of gN on λjM ,kM is larger than C
∑M

n=N

√
jn
3 ωjn . Since this term is not bounded in M , we

get the conclusion.
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Remark 4.7. 1. Again, this result can be extended to more general laws satisfying a
condition of the type

P(|χ| ≥ x) ≥ C ′e−axγ

for all x > 0 large enough and for some constant C ′, a > 0 and some exponent
γ ∈ (0, 2]. Note that it is for example the case of random variables living in a Wiener
chaos of order n ≥ 1 with γ = 2

n , see [19, Theorem 6.12]. In this case, (24) is replaced
by ∑

j∈N

j
1
γ

log(log(j))
ωj <∞.

2. Conditions of type supj 2jsjγωj < +∞ for s ≥ 0 means that the function f belongs to
the periodic Besov space of logarithmic smoothness Bs,γ

∞,∞(T) defined via the Fourier-
analytical approach. The assumption supj

√
jωj <∞ of Proposition 4.3 is equivalent

to the fact that f belongs to B
0,1/2
∞,∞(T) and hence that f is the derivative of a function

of B
1,1/2
∞,∞(T). This last space can be identified to the Zygmund class with logarithmic

smoothness Z1,1/2(T) :

Z1,1/2(T) := {f ∈ S ′(T) : sup
0<|h|<1

|f(x+ h) + f(x− h) − 2f(x)|
√

1 − log(h)

|h|
< +∞}.

Note that for s > 0, the definition of Besov spaces of logarithmic smoothness via the
Fourier-analytical approach coincides with the definition of classical Besov spaces of
logarithmic smoothness (defined via the integral on iterated differences of f). The
classical definition can be extended to s = 0 but does no more coincide with the
Fourier-analytical approach. We refer to [11] for the identification of B

1,1/2
∞,∞(T) with

Z1,1/2(T) and for an extensive study of function spaces of logarithmic smoothness and
to [1] for their wavelet characterizations.

5 Modulus of continuity and concluding remarks

One might expect that the loss of continuity (or boundedness) through a randomization of
wavelet coefficients follows from the fact that continuity and boundedness are notions which
cannot be characterized by a condition on the moduli of the wavelet coefficients. We now
show that it is not the case, by considering the Hölder spaces Cα for which the multiplier
property holds. The spaces Cα(Rd) are characterized by a simple condition on the wavelet
coefficients, see [28]. Recall first that if α ∈ (0, 1), then f ∈ Cα(Rd) if f ∈ L∞(Rd) and if

∃C > 0 such that |f(x) − f(y)| ≤ C|x− y|α ∀x, y ∈ Rd

and the same definition also applies in the periodic case. We also refer to [28] for extensions
when α /∈ (0, 1). If the wavelet is 1-smooth, the following wavelet characterization of the
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Hölder spaces holds: a function f belongs to Cα(Rd) if and only if its wavelet coefficients
satisfy

∃C > 0 such that

|ck| ≤ C ∀k ∈ Zd

|cij,k| ≤ C2−αj ∀i ∈ {1, . . . , 2d − 1}, j ∈ N, k ∈ Zd
(28)

and the characterization also holds in the periodic case. We will see that the Hölder spaces
supply an interesting setting where the conclusion concerning Rademacher and Gaussian
randomization strongly differ.

We start by some simple remarks. First, of course, (28) implies, both in the periodic
and non-periodic case, that a function in Cα remains in Cα after an i.i.d. randomization
of the wavelet coefficients with χ bounded.

As regards randomization using an unbounded random variable, one has to separate the
periodic and non-periodic settings.

In the case of functions defined on Rd, unbounded randomization has the effect that, in
general, the randomized wavelet series of a function in a Cα(Rd) space does not belong to
L∞(Rd). Consider for instance the function defined by the wavelet series∑

j∈N0,i,k

2−αjΨ
(i)
j,k. (29)

Using (28), this function clearly belongs to Cα(Rd). However, if χ is unbounded, then its
randomization ∑

j≥0,i,k

2−αjχi
j,kΨ

(i)
j,k

does not belong to L∞(Rd). Indeed, at a given scale j, there is an infinite number of random
variables χi

j,k so that one has

sup
i,k

|χi
j,k| = +∞.

We can however expect that this stochastic process is locally bounded. This is actually
equivalent to considering the periodic setting, which we now do. More precisely, we will
study the uniform regularity of the randomization via its modulus of continuity (this context
includes the case of the Hölder spaces). We recall that a modulus of continuity is an
increasing function θ: R+ → R+ satisfying θ(0) = 0 and such that θ(2x) ≤ Cθ(x) for all
x ∈ R+ and a constant C > 0. We say that θ is a (uniform) modulus of continuity of f if
there exists a constant C > 0 such that

|f(x) − f(y)| ≤ Cθ(|x− y|) (30)

for every x, y. Wavelet characterizations of regularity require the following additional reg-
ularity property for moduli of continuity, see [18].
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Definition 5.1. A modulus of continuity θ is regular if

∃N ∈ N, ∀J ∈ N,



∞∑
j=J

2Njθ(2−j) ≤ C2NJθ(2−J)

J∑
j=−∞

2(N+1)jθ(2−j) ≤ C2(N+1)Jθ(2−J).

Proposition 5.2. Let θ be a modulus of continuity and let f : Rd → R be a function. If θ
is a modulus of continuity of f , then

∃C > 0 ∀i, j, k |cij,k| ≤ Cθ(2−j). (31)

Conversely, if (31) holds and if θ is regular, then θ is a modulus of continuity of f .

Together with Remark 4.5, this characterization of uniform moduli of continuity directly
gives the following result.

Proposition 5.3. Let χ
(i)
j,k be a sequence of I.I.D. random variables, and suppose that their

common law has exponential decay of order γ (see (22)). If f ∈ Cα(Td) where α ∈ (0, 1),
then the wavelet randomization Xf of f satisfies that almost surely, there exists C > 0 such
that

∀x, y ∈ Td |Xf (x) −Xf (y)| ≤ C|x− y|α| log(|x− y|)|
1
γ .

The optimality of Proposition 5.3 can be obtained for laws already considered in Remark
4.7, i.e. random variables belonging to a Wiener chaos of order 2

γ and in particular for
standard Gaussian random variables (γ = 2).

Proposition 5.4. Let χ
(i)
j,k be a sequence of I.I.D. random variables and assume that their

common distribution satisfies the following property: there exist constants C,C ′, a, b > 0
and an exponent γ ∈ (0, 2] such that, for x > 0 large enough,

C ′e−axγ ≤ P(|χ| ≥ x) ≤ Ce−bxγ
.

Let us consider the function f defined on Td by

f =
∑
j∈N

∑
i,k

2−αjψ
(i)
j,k

where α ∈ (0, 1). Then, almost surely the wavelet randomization Xf of f satisfies

lim inf
j→+∞

sup
0<|x−y|<2−j/2

|Xf (x) −Xf (y)|

|x− y|α| log(|x− y|)|
1
γ

> 0.

Proof. The upper bound has already been obtained in Proposition 5.3. Note that in partic-
ular, Xf is almost surely bounded. For the lower bound, we proceed as in Proposition 4.6
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and Remark 4.7 to show that for any c ∈ (0, d log 2/a), almost surely, there exist infinitely
many scales j such that

sup
i,k

|χ(i)
j,k| ≥ (cj)

1
γ .

The orthogonality of the wavelets and their first vanishing moment allow then to write

(cj)
1
γ 2−αj ≤ |χ(i)

j,k|2
−αj ≤ 2dj

∫
Rd

|Xf (x) −Xf (k2−j)||ψ(i)(2jx− k)|dx

=

∫
Rd

∣∣Xf ((u+ k)2−j) −Xf (k2−j)
∣∣|ψ(i)(u)|du (32)

We decompose now the integral into two parts according to |u| ≤ 2j/2 or |u| > 2j/2. For
the fist case, we write∫

|u|≤2j/2

∣∣Xf ((u+ k)2−j) −Xf (k2−j)
∣∣|ψ(u)|du

≤ 2−αj sup
0<|x−y|≤2−j/2

|Xf (x) −Xf (y)|

|x− y|α| log(|x− y|)|
1
γ

∫
|u|≤2j/2

|u|α
∣∣ log |u2−j |

∣∣ 1γ |ψ(u)|du

≤ D2−αjj
1
γ sup
0<|x−y|≤2−j/2

|Xf (x) −Xf (y)|

|x− y|α| log(|x− y|)|
1
γ

for some constant D > 0, by noticing that∣∣ log |u2−j |
∣∣ ≤ j log 2 +

∣∣ log |u|
∣∣ ≤ j

(
1 +

∣∣ log |u|
∣∣)

and using the decay of the wavelet. For the second term, we use the boundedness of Xf

together with the fast decay of the wavelet to obtain∫
|u|>2j/2

∣∣Xf ((u+ k)2−j) −Xf (k2−j)
∣∣|ψ(u)|du ≤ 2∥Xf∥∞

∫
|u|>2j/2

1

(1 + |u|)2N+2
du

≤ D′2−Nj

for N > α and a constant D′ > 0. Putting these two cases together with (32) allows to
write

(cj)
1
γ 2−αj ≤ D2−αjj

1
γ sup
0<|x−y|≤2−j/2

|Xf (x) −Xf (y)|

|x− y|α| log(|x− y|)|
1
γ

+D′2−Nj

which gives the conclusion.

Remark 5.5. The assumption of orthogonality of the wavelets can be weakened by im-
posing that the mother wavelet generates a biorthogonal basis. This setting allows to
consider for example the fractional Brownian motion, by using the remarkable decomposi-
tion of Meyer, Sellan and Taqqu [35]: Indeed, the fractional Brownian motion BH of Hurst
exponent H ∈ (0, 1) can be written as

BH(t) =
∑
j∈N0

∑
k∈Z

2−Hjξj,kψH+1/2(2
jt− k) +R(t) (33)
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where R is a smooth process, (ξj,k)(j,k)∈N×Z is a sequence of I.I.D. standard Gaussian
random variables, and ψh+1/2 generates a biorthogonal wavelet basis. The optimality of
the modulus of continuity given in Proposition 5.4 for of the Gaussian randomization a
function in Cα(T) has been obtained using a function f whose randomization is, up to
a smooth process, very similar to the fractional Brownian motion. The precise pointwise
behavior of such random wavelet series has been deeply studied in [14]. In particular the
authors obtained that there are two other kinds of points at which the pointwise oscillation
is slower than the one given by the modulus of continuity. See also [9] for results in a chaos
of order 2.

If the random variables ξj,k satisfy only the fast decay assumption given in (23), one
cannot obtain the exact modulus of continuity. However, if f ∈ Cα(Td), then almost surely,
for all ε > 0, one has Xf ∈ Cα−ε(Td). Hence, if one defines the uniform Hölder exponent
of a function f on Td by

Hmin(f) = sup{α > 0 : f ∈ Cα(Td)},

then one has
Hmin(Xf ) ≥ Hmin(f)

almost surely. The inequality above actually is an equality: indeed let us fix β > 0 such
that f /∈ Cβ(Td). The wavelet characterization of the Hölder space gives the existence of a
sequence (in, jn, kn) such that the wavelet coefficients of f satisfy supn∈N 2βjn |cinjn,kn | = +∞.
For every ε > 0, ∑

n∈N
P(|χin

jn,kn
| ≥ 2−εjn) = +∞,

and the Borel-Cantelli Lemma implies that supn∈N 2(β+ε)jn |cinjn,kn ||χjn,kn | = +∞, hence

X /∈ Cβ+ε(Td) almost surely. It follows that

Hmin(Xf ) = Hmin(f)

almost surely.
Let us conclude by working out an example which puts into light in a concrete way

the fundamental difference between Fourier vs. wavelet randomization. Let {x} be the
“sawtooth function”

{x} =

{
x− ⌊x⌋ − 1

2 if x /∈ Z
0 otherwise.

Its Fourier series is

{x} = −
∞∑

m=1

sin(2πmx)

πm
. (34)

Recall now that Brownian motion has the following expansion on [0, 1/2]

B(x) =
√

2χ0x+
∞∑

m=1

χm
sin(2πmx)

πm
,
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where (χm)m∈N0 is a sequence of I.I.D. standard Gaussian random variables. This expansion
is a slight variant of the classical Fourier basis expansion [34] derived by Wiener (see also
Kahane [20]). Therefore the Gaussian randomization of the sawtooth function is, up to a
linear term, the Brownian motion. This example makes explicit the smoothing effect of this
randomization: we start with a discontinuous function, and we obtain a stochastic process
the sample paths of which belong to C1/2−ε for any ε > 0; but this gain in regularity
is compensated by the fact that smoother singularities are “spread everywhere”: almost
surely, for all x0, one has B does not belong to the pointwise Hölder space C1/2(x0).

Assume now that we use compactly supported wavelets. For j large enough the support

of Ψ
(i)
j,k has length less than 1, and the periodized wavelets coincide with the wavelets on R;

it follows that the wavelet coefficients cj,k of the sawtooth function are the same as those of
the Heaviside function (7) (up to a factor 2). Therefore equation (8) holds, thus yielding an
infinite number of wavelet coefficients with exactly the same size. Since Gaussian random
variables can take arbitrarily large values, it follows that, after randomization this sequence
is not bounded, and Proposition (2.2) yields that almost surely the sample paths of the
corresponding process are not bounded.

Figure 1: From left to right : The Sawtooth function, approximation of the Brownian motion
obtained with the help of the Randomized Fourier Series of the Sawtooth function (Wiener
Formula), and the Randomized Wavelet Series of the Sawtooth function with Daubechies-
10 wavelets. Signals are of length 217 and the approximation of the Brownian motion is
stopped at m = 214 for the Sine Series. One can observe that the randomized wavelet series
starts to diverge at the discontinuities of the sawtooth function and is smooth elsewhere, in
sharp contradistinction with the Fourier randomization which cannot keep memory of the
localization of the singularities.

Note however that, for wavelet randomization, the singular behavior remains located
where the singular behavior of the initial function was: for any ε > 0, the stochastic process
thus obtained is bounded, and even is as smooth as the wavelet on any interval T \ [−ε, ε].
This is in sharp contradistinction with Fourier randomization. Let us already mention that
the study of the pointwise regularity of random wavelet series and random Fourier series
will be investigated in details in a forthcoming work.
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