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A B S T R A C T   

Rapid growth of human populations in sub-Saharan Africa has led to a simultaneous increase in the number of 
livestock, often leading to conflicts of use with wildlife in protected areas. To minimize these conflicts, and to 
meet both communities’ and conservation goals, it is therefore essential to monitor livestock density and their 
land use. This is usually done by conducting aerial surveys during which aerial images are taken for later 
counting. Although this approach appears to reduce counting bias, the manual processing of images is time- 
consuming. The use of dense convolutional neural networks (CNNs) has emerged as a very promising avenue 
for processing such datasets. However, typical CNN architectures have detection limits for dense herds and close- 
by animals. To tackle this problem, this study introduces a new point-based CNN architecture, HerdNet, inspired 
by crowd counting. It was optimized on challenging oblique aerial images containing herds of camels (Camelus 
dromedarius), donkeys (Equus asinus), sheep (Ovis aries) and goats (Capra hircus), acquired over heterogeneous 
arid landscapes of the Ennedi reserve (Chad). This approach was compared to an anchor-based architecture, 
Faster-RCNN, and a density-based, adapted version of DLA-34 that is typically used in crowd counting. HerdNet 
achieved a global F1 score of 73.6 % on 24 megapixels images, with a root mean square error of 9.8 animals and 
at a processing speed of 3.6 s, outperforming the two baselines in terms of localization, counting and speed. It 
showed better proximity-invariant precision while maintaining equivalent recall to that of Faster-RCNN, thus 
demonstrating that it is the most suitable approach for detecting and counting large mammals at close range. The 
only limitation of HerdNet was the slightly weaker identification of species, with an average confusion rate 
approximately 4 % higher than that of Faster-RCNN. This study provides a new CNN architecture that could be 
used to develop an automatic livestock counting tool in aerial imagery. The reduced image analysis time could 
motivate more frequent flights, thus allowing a much finer monitoring of livestock and their land use.   

1. Introduction 

In sub-Saharan Africa, the rapid growth of the human population 
over the last decades, combined with very effective sanitary actions on 
herds, has led to a significant increase in the number of heads of 
different livestock species (Richard et al., 2019). On the one hand, 
excessive livestock density can have several adverse effects on the 
environment, such as soil and vegetation degradation, space and grazing 
competition with wildlife or spread of diseases (Bengis et al., 2004; Butt 
& Turner, 2012; De Leeuw et al., 2001; Georgiadis et al., 2007; 

Vandermeer, 2002). On the other hand, livestock is a major source of 
income and a livelihood strategy for rural populations (Herrero et al., 
2013), and it can enhance agricultural sustainability (Ayantunde et al., 
2018) and habitat quality for wildlife if well managed (Fynn et al., 
2016). Too-high density of livestock may prompt conflicts over impor-
tant natural resources within a protected area, such as pastures used for 
grazing by wild and domestic herbivores (Scholte et al., 2022a; Scholte 
et al., 2022b; Toutain et al., 2004). Knowledge of livestock density and 
land use in these areas is therefore necessary to reach both conservation 
and local communities’ goals. 
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In large open African areas, livestock and wildlife counting are often 
carried out by a piloted aircraft, flying at low altitude and following 
systematic transects while observers count animals in sample strips 
defined on each side of the aircraft (Caughley, 1977; Grimsdell & 
Westley, 1981; Norton-Griffiths, 1978). Unfortunately, observers tend to 
fail to detect and accurately count the true number of animals in the 
strips, especially when encountering large and dense herds, resulting in 
biased population estimates (Caughley, 1974; Grimsdell & Westley, 
1981; Jachmann, 2002). 

For most observers, remote counting from an aircraft becomes 
inaccurate for groups of 15 or more individuals (Grimsdell & Westley, 
1981; Norton-Griffiths, 1978). Photographing large herds has thus 
become a common practice to improve group size estimates by subse-
quent counting (Bouché et al., 2012; Craig, 2012; Grimsdell & Westley, 
1981; Norton-Griffiths, 1978; Schlossberg et al., 2016). Recently, the use 
of oblique cameras has been shown to improve wildlife counts, espe-
cially for smaller species such as warthog (Phacochoerus africanus), 
Uganda kob (Kobus kob), or oribi (Ourebia ourebi) (Lamprey et al., 2020a; 
Lamprey et al., 2020b). Although nadir imagery is increasingly used for 
aerial survey of wildlife since the growing interest for drones (Linchant 
et al., 2015), oblique imagery remains a relevant and particularly 
attractive solution for managers of large protected areas. Oblique im-
agery has the following advantages over nadir imagery, making it a key 
research area: the better detection of animals under trees, the better 
identification of species (side view), the larger sampling area at a same 
flight height, and the similar viewing configuration with onboard ob-
servers (facilitation of detection validation). However, the main draw-
backs of this method are: 1) the high volume of imagery generated; and 
2) the associated intensive photo-interpretation workload. For instance, 
Lamprey et al. (2020a) acquired 24,000 images for a survey of a 5037 
km2 reserve in Uganda, and it took 6 weeks for 4 people to interpret the 
images. 

Deep learning architectures, through the use of Convolutional Neural 
Networks (CNNs), now offer the possibility to semi-automatically detect 
and identify species in aerial images acquired in heterogeneous land-
scapes using object detection approaches (Delplanque et al., 2022; 
Eikelboom et al., 2019; Kellenberger et al., 2017, 2018, 2019a; Naudé 
and Joubert, 2019; Peng et al., 2020; Torney et al., 2019). These recent 
approaches allow partially-automated processing of the large volumes of 
images generated during acquisition campaigns. While these seem to 
work relatively well for isolated individuals or sparse herds, the case of 
dense herds remains a complex and challenging task (Delplanque et al., 
2022). 

In oblique images containing dense herds, factors such as mutual 
occlusions, close-by bodies, complex background, varying scales, and 
non-uniform distribution of individuals make common object detection 
approaches cumbersome if not impossible to accurately locate and count 
the individuals. Common object detectors are usually anchor-based, 
meaning that they use anchors during the training process, which are 
a set of prior box proposals with different scales and aspects centered on 
potential object locations (Ren et al., 2015). Usually, anchors help the 
network to converge faster and to obtain better detection performance 
(Ren et al., 2015; Liu et al., 2016; Lin et al., 2017; Redmon & Farhadi., 
2017). However, they are suspected to be the cause of decreased pre-
cision in dense herd situations (Delplanque et al., 2022). 

The factors mentioned above (i.e., occlusion, complex background, 
scale variation and non-uniform distribution) are also encountered in 
crowd detection (Gao et al., 2020), making the task of herd counting 
very similar to that of crowd counting. While the CNN architectures 
developed in crowd counting have shown very good results for human 
counting in densely populated scenes, their transposition to dense 
terrestrial mammal herd counting in oblique imagery has not yet been 
explored. 

Density-map-based architectures, first proposed by Lempitsky and 
Zisserman (2010), are popular in crowd counting, due mainly to their 
improved counting performance compared to detection-based and 

anchor-based architectures, and for the practicality of dot annotations 
(Li et al., 2021). Padubidri et al. (2021) have recently shown that density 
maps can be used to precisely count Steller sea lions (Eumetopias jubatus) 
and African bush elephants (Loxodonta africana) in nadir aerial images. 
Kellenberger et al. (2019a) also proposed density-based approaches that 
showed great performances using only image-level annotations. How-
ever, density-based approaches did not precisely locate individuals in 
the images, especially in herds; such location capability could be valu-
able for creating new annotations from unseen images. 

This paper presents “HerdNet”, a new dense herd CNN-based 
counting approach, inspired and adapted from crowd counting ap-
proaches, which was compared with an anchor-based and density-based 
baselines. 

2. Background 

2.1. Pointing, a more natural and efficient way for herd counting 

In addition to being a natural way to count objects for humans, 
pointing is faster than drawing bounding boxes, especially when large 
numbers of objects are encountered, as in the case of animal herds. 
Pointing was first proposed by Lempitsky and Zisserman (2010), who 
presented it as a very attractive and understudied case. Since then, point 
annotations have been largely used for labeling crowds in images (Li 
et al., 2021). In recent years, some CNN point-based approaches have 
also emerged with promising results. While crowd counting CNN ar-
chitectures generally use points for density map regression, CNN point- 
based object detectors are often trained to produce a high-resolution 
map in an encoder-decoder fashion, where points can then be extrac-
ted (Ribera et al., 2019; Zhou et al., 2019). An encoder-decoder 
framework outputs features over the input image’s pixel space to 
obtain precise localization. The encoder block encodes the images into 
multi-level features’ maps of different resolution (i.e., the down- 
sampling phase), and then the decoder block decodes the encoded fea-
tures’ map while keeping their spatial information (i.e., the up-sampling 
phase). Other methods also showed that point detection can be achieved 
on lower-resolution outputs using a simple encoder (i.e., a CNN) but at 
the expense of a lower position accuracy (Kellenberger et al., 2018; 
Kellenberger et al., 2019b; Kellenberger et al., 2021). 

2.2. Similarities between crowd and herd counting tasks 

In crowd counting, there are some challenges that make the task 
complex, including occlusion, complex background, scale variation, and 
non-uniform distribution (Gao et al., 2020). These issues are also 
encountered in herd counting within oblique aerial imagery, which 
makes the task of herd counting very similar to that of crowd counting 
(see Fig. 1):  

● Occlusion (Fig. 1a) - As the herd density increases, the animals will 
appear to partially occlude each other. This situation is often 
observed for gregarious and migratory animals which can be 
grouped around particular places such as watering holes and 
resource points, and during some practices such as “tightly bunched 
herding” (Odadi et al., 2018). Such occlusions could limit the per-
formance of traditional object detection architectures.  

● Complex background (Fig. 1b) - Aerial survey imagery contains 
mainly background regions that can include many confusing objects 
(e.g. shadows, rocks). These can lead to a high number of false alarms 
and bias the counting result. 

● Scale variation (Fig. 1c) - In oblique aerial images, the size of ani-
mals varies both within the same species by the distance from the 
camera (i.e., intraspecies variation) and between different species (i. 
e., interspecies variation), increasing the difficulty for accurate 
detection and identification. 
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● Non-uniform distribution (Fig. 1d) - Diverse herd distributions and 
densities may be encountered. The difficulty is further accentuated 
by the fact that the dataset is dominated by samples containing few 
individuals, following the patch generation (see Section 3.4.1). 

These similarities make crowd counting CNN architectures an 
interesting approach to tackle the challenges of counting dense herds in 
oblique aerial imagery. However, unlike crowd counting where the 
problem is binary (human vs. background), herd counting could be a 
multi-class problem as several species may be targeted in the same area. 
The original crowd counting CNN architectures must therefore be 
adapted accordingly. 

2.3. Combining detection and counting tasks 

Creating an architecture that can accurately locate individuals in a 
herd could be valuable. It could be used as a tool for obtaining pre- 
annotations from new data. However, as mentioned above, while 
traditional CNN-based object detectors can output object locations, they 
often fail to detect occluded objects. Density-based architectures could 
then be used, but at the cost of losing precise location information in 
dense herd regions. The ideal solution would be one that provides both a 
relatively accurate count of the herd (as usually given by density map 
approaches) and the position of the individuals in the herd (as given by 
detectors). Liang et al. (2021) recently proposed such a solution for 
crowd counting by using a novel Focal Inverse Distance Transform 
(FIDT) map which replaced the traditional density map. Their experi-
ments demonstrated that this approach outperforms state-of-the-art 
localization-based methods and showed competitive counting perfor-
mances while presenting a strong robustness to background and dense 
scenes samples. Such robustness is particularly interesting for counting 
herds in images with a heterogeneous background. 

3. Material and methods 

This section describes the datasets used, the proposed deep learning 
architecture (called “HerdNet”) as well as two standard baselines (an-
chor-based and density-based), and some details on the data processing 
utilized in this work. The baselines were used to compare the detection 
and counting capacity of HerdNet, which was optimized on a dataset 
that contains challenging herds (Ennedi). 

3.1. Study area and dataset 

The proposed Deep Learning architecture, HerdNet, was developed 

on a dataset acquired over the Ennedi Natural and Cultural Reserve 
(ENCR) located in north-eastern Chad during a 2019 aerial survey 
(Wacher, 2019). The ENCR covers nearly 50,000 km2 of arid sandstone 
landscape surrounded by sandy plains. According to the map of Olson 
et al. (2001), the ENCR encompasses the following biomes: tropical and 
subtropical grasslands, savannas, and shrublands; deserts and xeric 
shrublands. It is managed by the African Parks Network (APN), in 
partnership with the Government of the Republic of Chad. The ENCR is a 
vital resource for local semi-nomadic groups who need grazing and 
water for their camels (Camelus dromedarius), goats (Capra hircus), sheep 
(Ovis aries), donkeys (Equus asinus), and rare cattle (Bos taurus). The 
APN’s long-term goal is to get all stakeholders, including local com-
munities that depend on natural resources, to work together to conserve 
the Sahelo-Saharan heritage of the ENCR, including its archaeological 
value, while respecting traditions and allowing key species to thrive. 

The data were acquired during aerial flights over the ENCR from 
December 20, 2019 to January 1, 2020. A Cessna 182 equipped with a 
laser altimeter and external metal strut rod markers calibrated at the 
observers’ eye level to indicate a 200 m band on each side of the aircraft 
at survey altitudes of 300 and 350 feet captured the images. Two Nikon 
D5000 SLR cameras, observer-operated by remote release cable and 
mounted by suction pads on left and right rear windows, were set up to 
match each observer’s view of the strut-mounted sample rods and the 
ground between them. A total of 19 flights were conducted, covering the 
core of the reserve (i.e., most of the Ennedi massif and the southwestern 
plains, representing around 23,000 km2). Flights were conducted at 350 
feet (~107 m) along transects spaced 4 km apart over the massif, and at 
300 feet (~91 m) along transects spaced 10 km apart in the south- 
western plains. Any groups of livestock (camels, donkeys, sheep, and 
goats) greater than 10 in number were photographed and the images 
were later used to provide ‘corrected’ counts. The date and time of image 
acquisitions were used to match the temporal and spatial data (altitude 
and GNSS coordinates) acquired by the altimeter during the flights. 
Thus, the images were associated with their respective transect and 
flight numbers. 

‘Corrected’ count and observers’ group identification were used 
when establishing the ground truth. The annotations were made on 
Label Studio 1.3 (Tkachenko et al., 2021) by an expert, and consisted of 
22,807 body-centered points in a subset of 914 images at 24 megapixels 
(6,000 × 4,000 pixels), containing major livestock species, i.e., camels, 
donkeys, and sheep and goats. Sheep and goats have been grouped in a 
single class (“sheep/goats”) since these two species are not distin-
guishable and often mixed within herds. 

The dataset was split into training, validation and test sets following 
an allocation of 70, 10 and 20 %, respectively, while considering the 

Fig. 1. Examples of challenges faced by crowd counting (top row), extracted from the Shanghaitech dataset (Zhang et al., 2016) and their equivalents in herd 
counting (bottom row), extracted from the Ennedi dataset. 
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species’ distribution, the flight and transect number. Dataset indepen-
dence is thus ensured, whether the same herd is present in several im-
ages, and the species distribution is maintained, which is important in a 
severely unbalanced class distribution like ours. One transect from each 
flight was selected to construct the test set, resulting in a set of images 
containing a wide heterogeneity of landscapes from across the reserve. 
The images and species distribution for each set are given in Table 1. 

3.2. Deep learning architectures 

This sub-section provides details about the different deep learning 
architectures used in this study. These architectures include the 
following: an anchor-based baseline (Faster-RCNN), a density-based 
baseline (DLA-34), and the proposed architecture (HerdNet). 

3.2.1. Anchor-based Baseline: Faster-RCNN 
A naive way to count objects in an image would be to sum the 

number of detections provided by an object detector. A generic deep 
learning object detection framework locates and classifies objects within 
an image through the use of rectangular boxes encompassing the objects, 
called ‘bounding boxes’. Traditional pipelines are anchor-based (Zhao 
et al., 2019), which means that they rely on anchors, a set of box pro-
posals with different scales and aspects centered on potential object 
locations. These were first introduced in Faster-RCNN (Ren et al., 2015) 
and then used by a number of well-known object detectors like SSD (Liu 
et al., 2016), YOLOv2 (Redmon & Farhadi., 2017) or RetinaNet (Lin 
et al., 2017) because they improved their detection performance. 

While anchor-based object detectors have given good detection 
performances for large mammals detection in aerial images (Eikelboom 
et al., 2019; Peng et al., 2020; Torney et al., 2019), Delplanque et al. 
(2022) recently observed a precision drop in herds and close-by animals 
resulting in overestimated counts. 

In crowd counting, the use of anchor-based or even detection-based 
frameworks is not recommended because of the expensive labeling cost 
of bounding boxes and the difficulty of training detectors on heavily 
occluded objects (Li et al., 2021; Liu et al., 2018). Instead, most crowd 
counting approaches have relied on point annotations since the study of 
Lempitsky and Zisserman (2010). Nevertheless, anchor-based detectors 
are widely used in animal detection on aerial images, and thus remain 
relevant baselines. As it is one of the most-cited object detectors and the 
most common baseline, Faster-RCNN was chosen as the anchor-based 
baseline. 

Faster-RCNN (Ren et al., 2015) is a two-stage object detector that: 

Generates region proposals using a Region Proposal Network (RPN), 
which predicts objects’ bounds and objectness scores at each position 
by utilizing anchors; and 
Uses the refinement head of Fast R-CNN (Girshick, 2015) for regions 
of interest (RoIs) classification and bounding box offset regression. 

A RPN is a deep fully convolutional network, and Fast R-CNN is 
composed of a RoI pooling layer and several fully-connected layers. Both 
share the same CNN features. For architecture comparison consistency, 

ResNet-34 (He et al., 2016) has been chosen for feature extraction 
because it has similar numbers of layers and the same convolutional 
blocks as the proposed architecture encoder (see Section 3.2.3). This 
choice will minimize any bias that might be caused by the use of a 
deeper feature extractor. 

3.2.2. Density-based Baseline: Adapted DLA-34 
Another way to count objects in an image is to estimate a density 

map whose integral would give the number of objects within that image. 
This ‘density-based’ approach was proposed by Lempitsky and Zisser-
man (2010) and was a real milestone for crowd counting, thanks to its 
simple framework for object counting and the introduction of point 
annotation. Since then, numerous Counting CNN (CCNN) architectures 
have been deployed and have shown excellent crowd counting perfor-
mances on benchmark datasets (Gao et al., 2020; Li et al., 2021). 
Density-based CCNNs use CNN as a feature extractor and are trained to 
regressively learn a mapping between an image and the density map. 
Ground truth is produced using a density function, typically a normal-
ized 2D Gaussian, convolved over each annotated point (Lempitsky & 
Zisserman, 2010). When properly trained, density-based CCNNs esti-
mate the object count by integrating the density map they produce, and 
they provide spatial information about the objects. 

Kellenberger et al. (2019a) and Padubidri et al. (2021) have recently 
shown that density maps can be used for animal counting in nadir aerial 
images. The former trained an adapted ResNet-18 architecture (He et al., 
2016), while the latter trained a U-Net semantic segmentation CNN 
architecture (Ronneberger et al., 2015) to produce density maps. Un-
fortunately, precise object location is difficult to obtain from density 
maps, especially for close-by and occluded objects where 2D Gaussians 
strongly overlap. 

While density-based architectures tend to provide precise object 
counts in high-density scenes, precise localization is lost. Although the 
primary goal of aerial surveys is to establish accurate population count, 
obtaining the precise position of animals in images could be valuable for 
creating annotations from new data for further model training. 

A density-based baseline was therefore established to assess the 
counting performance of the proposed approach. For comparison con-
sistency, the same feature extractor and decoder as the proposed ar-
chitecture (i.e., adapted DLA-34 Yu et al. (2018)) was selected. In fact, 
the architecture is that of HerdNet (Fig. 2), except that the classification 
head has been removed and the main head generates three density maps 
(one for each species) instead of one localization map. During the test 
time, for each species, only the pixels with the maximum value among 
the three predicted density maps were retained. This process prevents 
the same individuals from being counted as several species. An adaptive 
threshold of 0.07 was then applied to the density values to eliminate 
background noise. 

3.2.3. Proposed Architecture: HerdNet 
Since the objective was to develop an architecture to accurately 

locate and count dense herds, the proposed deep learning architecture, 
HerdNet, is inspired by both point-based object detectors and crowd 
counting architectures. 

Table 1 
Details of the Ennedi dataset split. The data was split into training (~70 % of all images), validation (~10 %) and test (~20 %) sets while accounting for data het-
erogeneity (i.e., species distribution, flight and transect) to maintain independence. The numbers in brackets indicate the relative percentage of data in each set. The 
last row gives the number of patches containing animals extracted from the 24-megapixel images.  

Number of Training Validation Test Total 

Camel 2,608 (69.7 %) 380 (10.2 %) 753 (20.1 %) 3,741 
Donkey 861 (70.2 %) 127 (10.3 %) 239 (19.5 %) 1,227 
Sheep/Goat 12,486 (70.0 %) 1,774 (9.9 %) 3,579 (20.1 %) 17,839 
24 MP images 619 (67.7 %) 122 (13.4 %) 173 (18.9 %) 914 
512 × 512 pixel patches 5,826 (75.3 %) 1,039 (13.4 %) 869 (11.3 %) 7,734 

MP, megapixel. 
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The core of HerdNet is derived from CenterNet, except that only the 
branch which estimates the objects’ center has been retained. This 
branch corresponds to the localization head. The adapted DLA-34 (Yu 
et al., 2018) was used as encoder-decoder (Fig. 2) because it gave the 
best speed vs. accuracy trade-off on the MS COCO (Lin et al., 2014) 
dataset (Zhou et al., 2019), which is convenient for our application case. 
As in Zhou et al. (2019), a 3 × 3 convolutional layer was added on top to 
obtain specialized features maps for each head, and early experiments 
showed that 64 channels were adequate to obtain good results. A 1 × 1 
convolution, preceded by a ReLU activation and followed by a sigmoid 
activation produces the desired localization map. Early experiments 
showed that a reduction factor of 2 between input and output sizes gives 
similar results with fewer network parameters than those obtained by 
keeping the original patch resolution. 

For classification, a second low-resolution head was added onto the 
deep features layer, with one 3 × 3 convolutional layer with 64 channels 
on top, as for the location head. Eventually, a 1 × 1 convolution, pre-
ceded by a ReLU activation, produces the C classification maps, C being 
the number of classes including background (Fig. 2). Ablation studies 
showed that 16 × 16 pixel classification maps were sufficient for species 
identification, and that including the background class in the training 
objective helped to better learn the landscape heterogeneity (see Ap-
pendix S1). 

During the testing time, the Local Maxima Detection Strategy 
(LMDS) proposed by Liang et al. (2021) was used to extract points from 
the predicted localization map. The LMDS utilizes a 3 × 3 max-pooling 
operation to obtain candidate points, which are then filtered using an 
adaptive threshold, set here at 0.3 times the maximum candidate value. 
An input patch is considered a negative sample when the maximum 
candidate value is below 0.1, as in the original paper. Next, the classi-
fication maps were used to classify the selected points. The softmax 
function was used on all classes to obtain classification scores. Then, the 
most confident class was selected among the foreground classes. With 
this procedure, a selected point could never be classified as background. 
Finally, the selected points were used to pin the foreground classes to 
equivalent locations and the class labels and scores were retrieved. 

3.3. Data processing 

This sub-section describes all the processes implemented for devel-
oping the models. Operations were performed on a Windows-10 work-
station using Python 3.8.10. The workstation contained a 64 GB AMD 
Ryzen 9 5900X central processing unit (CPU) and an 8 GB NVIDIA 
GeForce RTX 3070 graphics processing unit (GPU). All architectures 
were implemented in PyTorch 1.11 (Paszke et al., 2019) and experi-
ments were tracked with Weights & Biases 0.10.33 (Biewald, 2020). 

3.3.1. Patch generation and stitching 
Original 24-megapixel images were cut into patches of 512 × 512 

pixels to maintain initial resolution and because experimenting with 
original-size images exceeds the memory capacity of current GPUs. To 
ensure that every animal appears in its entirety during training, a patch 
overlap was used. After manually measuring the largest individuals in 
the dataset (i.e., camels close to the lower stream bar), it was concluded 
that a 160-pixel overlap was a good value, as the widest of these was 156 
pixels long. 

During the testing, the original-size images were scanned with a 
sliding window to harvest predictions and then stitch them together. To 
do so, each patch of 512 × 512 pixels was evaluated independently and 
overlapped region predictions were filtered out. Specifically, the com-
mon Non-Maximum Suppression (NMS) method was adopted with an 
Intersection-over-Union (IoU) threshold (Everingham et al., 2015) of 0.5 
(as Delplanque et al., 2022; Peng et al., 2020) and a score threshold of 
0.4 for Faster-RCNN predictions (Appendix S2). For the adapted DLA-34, 
predicted density maps were filtered and stitched using Hann windows 
to reduce the edge-effect, as proposed by Pielawski and Wählby (2020). 
Next, an adaptive threshold of 0.07 was applied on the stitched image 
pixel values to eliminate background noise (Appendix S3). Finally, 
overlapped predicted grid values were averaged before using LMDS for 
HerdNet. 

3.3.2. Model training 

3.3.2.1. Hard negative patch mining. Hard negative mining is a training 
technique used to treat the hard negative samples severely during 
training (Kellenberger et al., 2018; W. Liu et al., 2016; Shrivastava et al., 
2016). In the animal detection domain, hard negative samples corre-
spond to background elements detected as animals with a high confi-
dence score. A Hard Negative Patch (HNP) mining method was adopted 
here, following the hard negative mining concept, to further reduce the 
number of false positives produced by the model. After a first training 
session where the architecture was trained exclusively on animal 
patches, the model was run on the 24-megapixel training images. HNPs 
were then mined from the stitched predictions, which are the patches 
that contain hard negative instances. These HNPs were eventually used 
to retrain the model a second time to force it to develop more robust 
features regarding the most confusing background elements. With this 
method, only the most complex background patches were selected, 
which makes the task more efficient and less tedious than training on all 
the patches, as proposed by Kellenberger et al. (2018). 

3.3.2.2. Faster-RCNN. For the anchor-based baseline (i.e. Faster- 
RCNN), bounding boxes were generated from annotated points. For 
this purpose, a subset of the Ennedi dataset was annotated as bounding 
boxes. Then, for each species, median height and width were computed 

Fig. 2. HerdNet architecture details.  
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per a 200-pixel horizontal strip in the image, and the maximums of each 
were selected to create square bounding boxes centered on each anno-
tated point. 

Training data was augmented artificially using Albumentations’ 
(Buslaev et al., 2020) random horizontal flip and motion blur data 
augmentations. 

During the first training step, the parameters of the features extractor 
were initialized using ImageNet (Russakovsky et al., 2015) pretrained 
parameters. The architecture was then trained and validated on animal- 
only patches for 100 epochs with a batch size of 4 and a weight decay of 
0.005 using the Adam optimizer (Kingma & Ba, 2017). Concerning the 
learning rate, PyTorch’s ‘ReduceLROnPlateau’ learning rate scheduler 
was used because it made it possible to automatically decrease the 
learning rate at the most appropriate time during training. The initial 
learning rate was set to 10− 5 after a linear warmup of 100 iterations and 
could then decrease by a factor of 0.1 until 10− 6 when no improvement 
was observed on the validation set over a period of 10 epochs. After a 
reduction, a delay of 10 epochs was imposed to let the architecture adapt 
to the new learning rate. 

At the end of this first training step, the network’s parameters that 
yielded the best performances on the validation set were selected for 
initializing the second training step. During the latter, we added the 
HNPs to the training set and validated on 24-megapixel validation im-
ages using the same hyperparameters as the first step, except for the 
number of epochs and the initial learning rate, which were set at 50 and 
10− 6 respectively. 24-megapixel images were used for validation to 
focus on both localization and counting within real case scenes during 
this second training step. 

Due to the substantial imbalance in species instances, class weighting 
was used in the bounding boxes’ classification loss. Satisfactory results 
were found by setting the class weights’ values to 0.1 for background 
class, and to the unit rounded value of the ratio of the majority class 
instances to that of the actual class. All other hyperparameters were left 
at their default values specified in PyTorch. The parameters of the 
network that yielded the best performances on the full images of the 
validation set were then selected for testing. 

3.3.2.3. Adapted DLA-34. The density-based baseline (i.e., adapted 
DLA-34) ground truth density maps were generated using a 2D Gaussian 
function, convolved over each annotated point, for each species class, as 
in Lempitsky and Zisserman (2010): 

Mdensity,c(i, j) =
∑

p∈P
N

(
i, j; p, σ2) (1) 

where Mdensity,c(i, j) is the density map of a class c, p denotes an 
equivalent low-resolution annotated point (x’/2, y’/2) within the low- 
resolution image 2D points set P, and N (i, j; p, σ2) represents a normal-
ized 2D Gaussian kernel evaluated at pixel (i, j), with the mean centered 
on p, and an isotropic covariance matrix with spread parameter σ, set at 
5 pixels. With this definition, integrating each density map produced 
gives the total count of each species class Nc: 

Nc =
∑

(i,j)

Mdensity,c(i, j) (2) 

The architecture was then trained using the Structural Similarity 
Index (SSIM) (Wang et al., 2004) loss between the predicted density 
maps and the ground truth density maps: 

L density(Ŷ , Y) =
1
C
∑

c
wc(1 − SSIMc) (3) 

with: 

SSIMc(ŷc, yc) =

(
2μŷc

μyc
+ λ1

)(
2σŷcyc

+ λ2
)

(
μ2

ŷc
+ μ2

yc
+ λ1

)(
σ2

ŷc
+ σ2

yc
+ λ2

) (4) 

where Y and Ŷ are the ground truth and the predicted density maps, 
respectively, with yc and ̂yc their respective class-specific values, C is the 
number of species classes, wc is the class weight, μ and σ are the local 
mean and variance values, respectively, and λ1 and λ2 are set to 10− 4 and 
9 × 10− 4, respectively. 

As for Faster-RCNN, the architecture was trained and validated using 
the same data augmentations, parameter initialization, hyper-
parameters, and optimizer. A fixed learning rate of 10− 5 was used here 
as a learning rate scheduler gave poorer performances. The HNP mining 
procedure was discarded here because using it showed an increase in the 
counting errors. 

Class weighting was also applied on the SSIM loss using the same 
class weights. All other hyperparameters were left at their default 
values, specified in PyTorch. 

3.3.2.4. HerdNet. Low-resolution FIDT maps (Liang et al., 2021) were 
adopted as ground truth for training the HerdNet’s localization branch: 

Mloc(i, j) =
1

D(i, j)(α×D(i,j)+β)
+ k

(5) 

where Mloc(i, j) is the FIDT map, D(i, j) represents the euclidean dis-
tance between the pixel (i, j) and its nearest equivalent low-resolution 
animal location (x′

/2, y′

/2), α and β are FIDT hyper-parameters, set as 
0.02 and 0.75 respectively, following Liang et al. (2021), and k is a 
constant, set to 1 to avoid division by zero. FIDT maps produce local 
maxima of 1 at each animal’s center, with a slow response decay and a 
background response close to 0. 

This branch was trained using the unnormalized penalty-reduced 
pixel-wise logistic regression with focal loss (Lin et al., 2017), as pro-
posed by Zhou et al. (2019): 

L loc(Ŷ l,Yl) = −
∑

i

∑

j

{ (
1 − ŷl,ij

)αlog
(

ŷl,ij
)
, ifyl,ij = 1

(
1 − yl,ij

)β( ŷl,ij
)αlog

(
1 − ŷl,ij

)
, otherwise

(6) 

where Yl and Ŷ l are the ground truth and the predicted localization 
grids, respectively, and yl,ij and ŷl,ij their values at a specific pixel loca-
tion (i, j), and α and β are focal loss hyper-parameters, set at 2 and 4, 
respectively, as indicated in Zhou et al. (2019). 

For the classification branch, low-resolution classification maps were 
produced from equivalent low-resolution animal locations 
(x’/32, y′

/32). Practically, at each equivalent animal location, a 1-pixel 
border was added and the whole region was defined as the species 
identifier. This was to ensure a sufficient point coverage area given the 
low resolution of the classification branch output (16 × 16 pixel). The 
common cross-entropy loss was used for training this branch: 

L class(Ŷ c, Yc) = −
∑

i

∑

j

∑

c
wcyijclog

(
ŷijc

)
(7) 

where Yc and Ŷc are the one-hot encoded ground truth and the 
predicted classification grids, respectively, yijc and ŷijc their values at a 
specific pixel location (i, j) for a particular class c, and wc is the class 
weight. 

The overall training objective is then: 

L = L loc(Ŷ l,Yl)+L class(Ŷ c, Yc) (8) 

During the first and second training steps, HerdNet followed the 
same training procedure and hyperparameters as Faster-RCNN, except 
that the initial learning was set to 10− 4. Again, the best network’s pa-
rameters were kept based on the performances obtained on the full 
images of the validation set. 

3.3.3. Model evaluation 
The trained architectures (or models) were evaluated using both 

localization and counting metrics. A prediction was defined as a true 
positive (TP) if there was a match with a ground truth and if the animal 
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identification was correct. In the case where several predictions met the 
two rules, the best one was selected and the others were considered as 
false positives (FP). Finally, if no matches were found or if the identifi-
cation was incorrect, the ground truth was considered as false negative 
(FN). To define a match, we used the IoU for Faster-RCNN and set a 
minimum threshold of 0.3, where the best prediction is the one with the 
highest IoU. In the HerdNet approach, we used the Euclidean distance 
between points, with a maximum threshold of 5 pixels, where the best 
prediction is the one with the minimum Euclidean distance. 

Recall, precision and F1 score were then computed for each class (i.e. 
for each species), as well as for the binary case (animal vs. background): 

recall =
∑

TP
∑

TP +
∑

FN
(9)  

precision =

∑
TP

∑
TP +

∑
FP

(10)  

F1score =
2 × recall × precision

recall + precision
(11) 

As it represents the harmonic mean of recall and precision, the F1 
score is a good metric with which to assess the compromise between the 
number of FPs and FNs. Therefore, the binary F1 score was used as the 
performance metric during validation. In addition to these metrics, we 
also compute, for each species, the foreground interclass confusion, 
which is equal to 0 when all the predictions are correctly classified: 

confusion(c) = 1 −
nc

∑C
i=1nc

(12) 

where nc is the number of predictions identified as class c, and C is 
the number of foreground classes (i.e., the number of species). 

Note that localization metrics could not be applied to the adapted 
DLA-34 due to the loss of localization information caused by the overlap 
of the 2D Gaussians in dense herd areas. 

The Mean Absolute Error (MAE) and the Root Mean Square Error 
(RMSE) are used as counting metrics, again computed for each class and 
for the binary case: 

MAE =
1
I
∑I

i=1
|n̂i − ni| (13)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
I

∑I

i=1
(n̂i − ni)

2

√
√
√
√ (14) 

where I is the number of images, and n̂i and ni are the predicted and 
ground truth count of the i-th image, respectively. 

Finally, an individual proximity metric was derived by calculating 
the Minimum Spanning Tree (MST) (Gower & Ross, 1969) on N anno-
tated points in 512 × 512 pixel patches of the test set (Fig. 3). The MST 
computes a set of N − 1 straight line segments joining pairs of points with 
no loops, forming a tree of minimum length. MiSTree Python’s package 
version 1.2.0 was used (Naidoo, 2019). In this package, the MST was 
initially constructed using a k-nearest neighbor graph, here set at N − 1, 
which was then fed to Kruskal’s algorithm (Kruskal, 1956). To obtain a 
metric representative of the proximity of individuals in the patch, we 
used the median of segment length values instead of the sum. This value 
was then divided by the threshold value defined above (i.e. 5 pixels) to 
normalize the metric. Thus, a value close to 1 means a very dense herd 
where individuals are tightly grouped. Based on this, three proximity 
classes were defined:  

1) High density: patches where the proximity metric varied between 
0 and 3;  

2) Medium density: patches where the proximity metric varied between 
4 and 20; and  

3) Low density: patches where the proximity metric was above 20. 

4. Results 

4.1. Hard negative patch mining 

The addition of HNPs to the training set increased the precision of 
Faster-RCNN and HerdNet by more than 18 % and 30 % respectively, 
despite a decrease in recall of about 8 % and 7 % respectively (Table 2). 
This resulted in a better counting performance, with a lower average 
confusion between species. Consequently, for each of these models, the 
version trained with HNPs was retained for further analysis on the test 
set. In contrast, the counting performance of the adapted DLA-34 
decreased with the use of this technique (Table 2). Therefore, the 
version of the adapted DLA-34 using HNP mining was discarded and 
only the version without this technique was used for the analyses on the 
test set. This is to compare the best version of each model. 

4.2. Model comparison 

Overall, HerdNet outperformed the detection and counting perfor-
mance of the two baselines, Faster-RCNN and the adapted DLA-34, in 
addition to having a faster processing time (Table 3). However, Faster- 
RCNN had a lower average confusion level, and the adapted DLA-34 
had a lower absolute total counting error. 

HerdNet showed a counting performance that was close to true 
counts while Faster-RCNN tends to overestimate the true number of 

Fig. 3. Conceptual representation of the Minimum Spanning Tree and proximity metric calculation on a schematic herd. τ represents a circular distance threshold 
(defined here at 5 pixels) and L represents the Euclidean distance between two individuals. 
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animals (Fig. 4). As for the adapted DLA-34, it tends to underestimate 
large groups, and overestimate very small groups. 

Regarding species identification, HerdNet outperformed Faster- 
RCNN for all three target species (Table 4). For camels and donkeys, 
however, Faster-RCNN showed less confusion between species. The 
adapted DLA-34 showed lower MAE and RMSE values for donkeys than 
HerdNet, but higher values for camels and sheep/goats. 

Taking into consideration both overall and per-species results, 
HerdNet is the architecture with the best detection and counting per-
formances, especially for sheep/goats, which represent especially chal-
lenging herds (Fig. 5). 

4.3. Robustness of HerdNet towards animals proximity 

Recall and precision were computed for each class of animal prox-
imity defined in section 3.3.3 to assess the robustness of HerdNet to-
wards animal proximity in 512 × 512 pixel patches of test set images. 
The results indicate that the mean precision of HerdNet was systemati-
cally higher than that of Faster-RCNN for each proximity class, while 
keeping equivalent mean recall values (Fig. 6). This reveals the ability of 
HerdNet to generate few false positives in both dense (Fig. 7) and sparse 
herd patterns. 

5. Discussion 

5.1. Best approach for counting dense herds 

Three different approaches were compared to precisely detect and/ 
or count animals in herds within oblique aerial imagery: 1) a CNN- 
anchor-based object detector (Faster-RCNN); 2) a CNN-density-based 
detector (an adapted version of DLA-34); and 3) a CNN-point-based 
object detector (called HerdNet). The first two approaches served as 
baselines because they have already proved their worth in the field of 
wildlife detection/counting within aerial imagery. 

As previously observed (Delplanque et al., 2022; Peng et al., 2020), 

the anchor-based architecture showed its limitations in precisely 
detecting close-by individuals. It produced here a high number of false 
positives in dense herds, even using score thresholding, resulting in 
systematic over-counting. This raises questions about the use of such 
models in entire aerial surveys where it is expected to get images with 
both remote individuals and dense herds. 

The CNN-density-based detector (DLA-34) provided better total 
counting performance but struggled to correctly count large and dense 
herds. The counting errors are higher than those obtained by Kellen-
berger et al. (2019a) and Padubidri et al. (2021) on their nadir datasets. 
In fact, the DLA-34′s counting errors are low for minority species (i.e., 
camels and donkeys), but much higher for sheep/goats, which are far 
more gregarious. This could be explained by the change in scale within 
the image due to the oblique viewing angle, the higher variance in the 
number of individuals and the greater heterogeneity of the background. 
These factors can also limit the performance of crowd counting using 
density maps (Gao et al., 2020). A solution would be to design a multi- 
scale architecture such as MCNN, a multi-column architecture that uses 
different kernel sizes to capture images at different scales (Zhang et al., 
2016). 

Our CNN-point-based object detector (HerdNet) gave the best 
detection and counting performances while also being the fastest 
approach, suggesting that it seems best suited for locating and counting 
animals in dense herds. Estimating the number of livestock in protected 
areas is sometimes a politically sensitive issue, as a livestock invasion is 
detrimental to the biomass of wildlife (Scholte et al., 2022b). Moreover, 
livestock invasions directly show that the responsible authorities or 
supporting international non-governmental organizations have failed in 
their conservation mission. A method that overestimates this figure is 
therefore undesirable. Hence, HerdNet is the most appropriate and 
preferred approach for herd counting. 

5.2. Species identification limits 

In terms of species identification, HerdNet was slightly better than 
Faster-RCNN for sheep/goats but was about 7–8 % worse for minority 
species, i.e., camels and donkeys. Thus, the class imbalance seems to 
impact HerdNet more than Faster-RCNN. After manually analyzing the 
images with the most significant cases of confusion, overall trends were 
deduced. First, the size and often the low resolution of the individuals 
were source of confusion for the model, especially for donkeys (Fig. 8). 
The latter were usually well identified in the higher resolution areas (i. 
e., near the lower stream bar), but that the identification degraded with 
the distance to the aircraft. Regarding camels, the lighter ones located in 
the low-resolution regions of the image (i.e., near the upper stream bar) 
were often confused with sheep/goats. Furthemore, identification was 
sometimes incorrect when the animal was positioned to the side (Fig. 8). 

This may be explained in part by the fact that the image resolution 
and high flight height in the massif sometimes did not allow the species 
to be accurately distinguished during annotation, especially those far 
from the aircraft. In such cases, identification was solely based on the 

Table 3 
Binary (animal vs. background) performances of the three approaches on 24- 
megapixel images of the test set. Values in bold indicate the best performance 
among the architectures.  

Approach Anchor-based Density-based Point-based 

Architecture Faster-RCNN DLA-34 HerdNet 
Recall 59.5 % n/a 70.2 % 
Precision 39.4 % n/a 77.5 % 
F1 score 47.4 % n/a 73.6 % 
MAE1 15.2 15.9 6.1 
RMSE2 26.2 30.4 9.8 
Average confusion 11.1 % n/a 15.8 % 
Total counting error 51.2 % 7.6 % − 9.4 % 
Processing time (seconds) 5.0 5.5 3.6  

1 MAE, Mean Average Error; 2RMSE, Root Mean Square Error. 

Table 2 
Binary (animal vs. background) performances of the three approaches on 24-megapixel images of the validation set, using Hard Negative Patch mining procedure or 
not. Values in bold indicate the best performance between the two modalities.  

Approach Anchor-based Density-based Point-based 
Architecture Faster-RCNN DLA-34 HerdNet 

HNP1 No Yes No Yes No Yes 

Recall  64.1 %  56.0 % n/a n/a  72.1 %  64.4 % 
Precision  20.4%  38.5 % n/a n/a  43.5 %  75.4 % 
F1 score  30.9%  45.7 % n/a n/a  54.3 %  69.4 % 
MAE2  40.1  11.3 12.3 12.3  14.3  6.1 
RMSE3  51.7  16.5 19.1 23.0  19.4  10.5 
Average confusion  15.0 %  13.7 % n/a n/a  22.4 %  17.8 % 
Total counting error  214.4 %  45.4 % ¡0.2 % − 40.8 %  65.5 %  ¡14.6 %  

1 HNP, Hard Negative Patch; 2MAE, Mean Average Error; 3RMSE, Root Mean Square Error. 
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observers’ survey records. However, as the livestock in this study are 
typically found in single-species groups, identification of individuals is a 
bonus and not strictly necessary. Indeed, having a model capable of 
precisely locating and counting individuals is already a very real help in 
processing images containing large and dense herds. Identification could 
be further enhanced by a quick review by the human eye of the sur-
rounding individuals. 

5.3. Potential use of HerdNet 

The use of HerdNet on other datasets requires prior training on 
similar data, i.e., with the same viewing angle, the same mammal spe-
cies, and similar spectral and spatial resolutions. To assess the potential 
use of HerdNet architecture, it was trained and evaluated on the wildlife 
nadir aerial images of Delplanque et al. (2022). Results showed that 
HerdNet produced far fewer false positives than the state-of-the-art 
model, which was Libra-RCNN (Pang et al., 2019), while maintaining 
a high recall value, hence showing better counting performances (see 
Appendix S4 for details). This suggests that this architecture is not 
limited to its use on oblique imagery only, but has good potential for 
various types of aerial image, acquired under different acquisition 
conditions. 

However, HerdNet may need to be modified in the case of dense 
mixed herds. Despite the results of the sensitivity study (see Appendix 
S1), the low resolution of the classification head could indeed be prob-
lematic if different species are within 32 pixels of each other in the input 
patch. This distance corresponds to one pixel in the 16 × 16-pixel 
classification maps. This case did not occur in the dataset of this study, as 
the dense herds were systematically homogeneous in species. Never-
theless, we believe that this should not be an issue for training and using 
HerdNet on oblique imagery taken with good quality reflex cameras (e. 

g., 24 MP of resolution), at common camera tilt values (30-45◦ off nadir) 
and survey flight heights (300–350 ft). In such case, the ground sam-
pling distance usually does not exceed 3–4 cm/pixel and 6–8 cm/pixel 
near the lower and upper stream bars, respectively. This means that the 
low resolution of the classification head could become a concern when 
two different species would be less than 2–3 m apart in reality, which is 
rather rare for large wild terrestrial mammals. However, if such a case 
arises, the architecture can simply be adapted by adding a decoder at the 
beginning of the classification head, whose depth will depend on the 
desired output resolution. 

Finally, we observed that applying the model on a too-different 
dataset without re-training led to poor performance, probably due to a 
data domain gap. This could be solved by using transductive transfer 
learning techniques, which allow the transfer of knowledge learned from 
a source domain to a different target domain, considering the same 
learning task (Pan & Yang, 2010). Kellenberger et al. (2019a) have 
already proposed such a solution for wildlife detection using a Transfer 
Sampling criterion, allowing their model to be reused for repeated nadir 
drone image acquisitions. However, the transfer learning from oblique 
to nadir animal detection does not seem to have been studied and should 
be explored in future research. At this stage, we can only suggest that 
future users of HerdNet re-train the architecture on a data domain close 
to their own to obtain more satisfactory results. 

5.4. Model precision practical implications 

Precise counts of large mammals within sampling strips are impor-
tant to obtain minimum-biased population estimates. Since under-
counting is one of the major biases of aerial surveys (Caughley, 1974; 
Grimsdell & Westley, 1981; Jachmann, 2002), the main expectation of 
automatic approaches is to obtain a model with a high detection rate (i. 

Fig. 4. Estimated counts produced by each architecture versus the true counts in 24-megapixel images of the test set.  

Table 4 
Performances of the three approaches on 24-megapixel images of the test set according to target species. Values in bold indicate the best performance among the 
architectures.  

Approach Anchor-based Density-based Point-based 
Architecture Faster-RCNN DLA-34 HerdNet 

Species Camel Donkey Sheep/Goat Camel Donkey Sheep/Goat Camel Donkey Sheep/Goat 

n 753 239 3,579 753 239 3,579 753 239 3,579 
Recall 57.5 % 18.8 % 60.6 % n/a n/a n/a 61.8 % 37.7 % 70.9 % 
Precision 45.8 % 9.3 % 39.6 % n/a n/a n/a 75.1 % 59.6 % 75.3 % 
F1 score 51.0 % 12.4 % 47.9 % n/a n/a n/a 67.8 % 46.2 % 73.0 % 
MAE1 3.3 3.0 13.9 3.6 1.6 15.2 2.6 2.5 7.0 
RMSE2 5.7 4.3 25.6 6.5 3.3 27.8 4.8 4.6 10.7 
Confusion 0.0 % 30.8 % 2.4 % n/a n/a n/a 7.4 % 39.2 % 0.8 %  

1 MAE, Mean Average Error; 2RMSE, Root Mean Square Error. 
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e. high recall) and few false positives (i.e. high precision). However, 
recall and precision are often antagonistic: improving the precision of a 
model usually reduces its recall and vice-versa. When developing tools 
to assist protected area managers, the recall/precision trade-off depends 
on the goal. As a semi-automatic model for background image rejection, 
recall should be preferred, as the detections will be reviewed by humans 
afterwards. However, protected area managers do not always have 
dedicated office staff for such specific tasks. For a fully automatic sys-
tem, the optimal trade-off should be preferred, and a prior estimation of 
the possible bias is necessary to correct the counts. In this study, we 
optimized the model on the F1 score to automate the counting of herds 
and minimize the error in individual images. In view of the results ob-
tained, the model proved to be a good tool for the automatic counting of 
individuals in individual oblique images from arid environments con-
taining livestock herds. 

5.5. Future work 

Three aspects for future research can be identified. First, the species 
identification capacity of HerdNet, which could be augmented by con-
fronting it with data sets composed of a large number of species and with 
some that would be very similar but identifiable by humans from the 
aircraft (e.g. antelopes). This process would assess the limits of HerdNet 
regarding the human species’ identification ability. Future challenges 
would involve the adaptation of the model for wildlife species living in 
herds (elephants, buffaloes, wildebeest, giraffes, etc.), and among those 
of small size living in small groups (kobs, warthogs, etc.). The use of this 
approach on complete chains of transect images could then be investi-
gated by automating the management of overlapped images with the 
aim of obtaining population estimates. Encouraging results will bring us 
closer to the full automation of aerial surveys. Finally, the 

Fig. 5. Predictions of the three trained architec-
tures on a 24-megapixel image containing the 
three target species (camel, donkey, and sheep/ 
goat). White points correspond to the annota-
tions, red bounding boxes to Faster-RCNN pre-
dictions, density maps to the predictions of 
adapted DLA-34, and red points indicate the 
HerdNet predictions. For interpretation of the 
references to color in this figure legend, the 
reader is referred to the web version of this 
article. (For interpretation of the references to 
color in this figure legend, the reader is referred 
to the web version of this article.)   
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generalizability of HerdNet should be further developed by studying its 
response to background, viewing angle, and species variability, and 
possible generalization solutions (e.g. using domain adaptation tech-
niques). A general model or an adaptation approach, that should be 
simple and require limited technical and human resources, would allow 
its practical use by protected area managers. That sort of approach 
would enable them to easily adapt the model for use in the savannah, for 

example, during both the dry and rainy seasons. 

6. Conclusion 

In large protected areas in Africa, large mammals are usually sur-
veyed by human observers using aircraft. Unfortunately, the difficulty of 
observers to precisely count large groups has led to the use of aerial 

Fig. 6. Recall and precision mean values of Faster-RCNN and HerdNet, computed on 512 × 512 pixel patches for each class of animal proximity metric based on a 
minimum spanning tree. The error bars correspond to the 95 % confidence interval. 

Fig. 7. Examples of HerdNet predictions for challenging dense sheep/goat herds. The first row contains sample patches selected from 24-megapixel images, while the 
second row shows the respective predicted points in red. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 
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imagery. In such images, the manual counting of individuals is time 
consuming and the latest Deep Learning approaches have shown their 
limitations in detecting dense herds. Inspired by crowd counting, the 
point-based Deep Learning architecture proposed in this study, HerdNet, 
addresses this problem by precisely detecting and counting animals 
regardless of individual proximity. Outperforming both anchor-based 
and density-based baselines, the proposed model has proven to be the 
fastest and the most suitable approach for detecting and counting closed- 
by large mammals. It could therefore be used as an automatic livestock 
counting tool on oblique aerial images acquired in arid areas, and it 
could be extended to other areas and wildlife species after prior 
retraining. 
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