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Abstract  12 

The multiple flow paths existing in urban environments lead to complex flow fields during urban flooding. 13 

Modelling these flow processes with three-dimensional numerical models may be scientifically sound; 14 

however, such numerical models are computationally demanding. To ascertain whether urban floods can 15 

be modelled with faster tools, this study investigated for the first time the capacity of the 2D shallow water 16 

equations (SWE) in modelling the flow patterns within and around urban blocks with openings, i.e., 17 

involving flow exchanges between the flows in the streets and within the urban blocks (e.g., through alleys 18 

leading to courtyards or through broken windows or doors). Laboratory experiments of idealized urban 19 

floods were simulated with two academic 2D SWE models, with their most notable difference being the 20 

parameterization of the eddy viscosity. Specifically, the first model had a zero-order turbulence closure 21 

while the second model had a second-order depth-averaged k-ε turbulence closure. Thirteen urban layouts 22 

were considered with steady flow and five with unsteady flow. Both models simulated the flow depths 23 

accurately for the steady cases. The discharge distribution in the streets and the flow velocities were 24 

predicted with lower accuracy, particularly in layouts with large open spaces. The average deviation of the 25 

modelled discharge distribution at the outlets was 2.5% and 7.3% for the first and second model, 26 
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respectively. For the unsteady cases, only the first model was tested. It predicted well the velocity pattern 27 

during the falling limb of a flood wave, while it did not reproduce all recirculation zones in the rising limb. 28 

The peak flow depths in the streets and the peak discharges at the outlets were predicted with an average 29 

deviation of 6.7% and 8.6%, respectively. Even though some aspects of the flow in an urban setup are 3D, 30 

the findings of this study support the modelling of such processes with 2D SWE models. 31 
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1. Introduction 35 

Urban flood risk is a growing concern (Addison-Atkinson et al., 2022; Chen et al., 2015; Doocy et al., 36 

2013) given the high urbanization rate (Birkmann et al., 2016; Chen et al., 2022; Gross, 2016) and the 37 

intense anticipated rainfall events due to climate change (Hettiarachchi et al., 2018; Pfahl et al., 2017; 38 

Sanderson et al., 2019). The flood risk mapping of an urban area remains a challenging task due to the 39 

variability in the direct and indirect flood impacts (Kreibich et al., 2014) and in the flood vulnerability 40 

(Chen et al., 2019; Huggel et al., 2013; Lv et al., 2022) associated with various socioeconomic contexts in 41 

different parts of a city, as well as due to intricate urban layouts that induce complex flow patterns 42 

influencing the flood hazard (Leandro et al., 2016; Li et al., 2021a; Lin et al., 2021).  43 

Urban flood numerical modelling is a vital component of flood risk assessment (Rosenzweig et al., 44 

2021) and management (Guo et al., 2021; Jongman, 2018), and supports design strategies for sustainable 45 

and resilient urban infrastructures (Qi et al., 2022; Zhou et al., 2018). Contrary to one-dimensional (1D) 46 

(Kitsikoudis et al., 2020) and 1D-2D (Bates, 2022) simplifications that can be made in river modelling 47 

aiming mostly at estimating inundation extents, numerical modelling of multidirectional flows in flooded 48 

urban areas should be at least 2D (Li et al., 2021a; Mignot et al., 2006), with a focus on the spatial 49 
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distribution of not only flow depths but also flow velocities (Kreibich et al., 2009) and specific discharges 50 

(Costabile et al., 2020) to express the flood hazard degree in the street network. This is particularly true for 51 

large impervious surfaces upstream of and in urban areas that can lead to an excessive amount of runoff, 52 

which cannot be conveyed by the drainage systems. Such high flow discharges may threaten the stability 53 

of pedestrians (Arrighi et al., 2017; Bernardini et al., 2020; Postacchini et al., 2021; Xia et al., 2014) and 54 

can cause the entrainment of vehicles (Martinez-Gomariz et al., 2018; Smith et al., 2019; Xia et al., 2011). 55 

Hence, the accurate spatial quantification of hydraulic variables within an urban area is of utmost 56 

importance. 57 

1.1. Role of laboratory experiments for model validation 58 

A large number of numerical modelling studies simulated urban flows in real-world cases (Guo et al., 59 

2021; Luo et al., 2022), with some of them using LiDAR data with high-resolution digital elevation models 60 

of the urban topography (Almeida et al., 2018; Ozdemir et al., 2013; Yalcin, 2020). However, validation 61 

field data including both flow depths and velocities are usually lacking or insufficient (Costabile et al., 62 

2020), which may lead to equifinality issues. Remote sensing techniques can provide inundation extents 63 

and water levels, although with certain limitations as tall buildings within the urban environment may 64 

obscure some measurements (Neal et al., 2009), but flow velocity measurements in urban floods are more 65 

challenging. Such measurements are dangerous and can be costly, and as a result, are limited (Brown and 66 

Chanson, 2013). Flow depths and surface velocities can alternatively be determined by monitoring parts of 67 

a flooded urban area with unmanned aerial vehicles (Perks et al., 2016) and by analyzing existing footage 68 

and crowdsourced data from flooded street networks (Mignot and Dewals, 2022; Re et al., 2022). However, 69 

there are uncertainties related to the boundary conditions in complex urban terrains with large spatial 70 

variability and to the interplay between surface flow and flow in underground drainage systems (Bazin et 71 

al., 2014; Chang et al., 2018; Kitsikoudis et al., 2021; Rubinato et al., 2022). Finally, the typically short 72 

duration of pluvial flooding and its local character do not allow for detailed measurements over long 73 

durations. Experimental measurements in laboratory facilities provide an alternative option for models’ 74 
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validation. In carefully designed experiments, the flow and boundary conditions can be accurately 75 

controlled (Mignot et al., 2019) and besides offering a better understanding of the governing physical 76 

processes, such studies can contribute to the validation of numerical models, which may subsequently be 77 

used for scenario analyses of field cases. 78 

1.2. Performance of 2D shallow water models 79 

The 2D shallow water equations (SWE) can be used to simulate the flow in flooded streets, with 80 

typically large width-to-depth ratios. However, at street intersections the interacting flows coming from 81 

various branches generate complex patterns (Mignot et al., 2008) and 3D flow structures (El Kadi 82 

Abderrezzak et al., 2011; Ramamurthy et al., 2007). While 3D models can capture most features of 83 

diverging flows in bifurcations (Mignot et al., 2013; Neary et al., 1999; Ramamurthy et al., 2007) and 84 

converging flows in junctions (Huang et al., 2002; Luo et al., 2018; Schindfessel et al., 2015), it is important 85 

to examine whether these flow processes can be satisfactorily reproduced by 2D operational models that 86 

are much faster than 3D models and can be used for real-time modelling. The 2D SWE approach has been 87 

proven capable to replicate experimental measurements of flow depths and discharge partitioning in 88 

bifurcations (Bazin et al., 2017; El Kadi Abderrezzak and Paquier, 2009; Khan et al., 2000; Li et al., 2021b; 89 

Shettar and Murthy, 1996), in junctions (Li et al., 2021b), in crossroads (Mignot et al., 2008), as well as in 90 

larger and more complicated street networks such as that of Arrault et al. (2016) with 49 intersections and 91 

that of Li et al. (2021b) with four intersections. Li et al. (2021a) incorporated various urban layouts in their 92 

experimental setup and also modelled successfully the flow depths and discharge partition with a 2D SWE 93 

model. 94 

Despite the successful applications of 2D SWE in modelling water surface profiles and discharge 95 

distributions, some open questions remain (Li et al., 2020) regarding the accuracy of 2D SWE in predicting 96 

flow velocities in intersections, the extents of recirculating flow areas occurring due to flow separation in 97 

some of the branches, and the role of the turbulence closure model (Rodi, 2017). Shettar and Murthy (1996) 98 
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modelled depth-averaged flow velocities in a bifurcation with a k-ε turbulence closure and their modelled 99 

velocities in the main channel and the length of the recirculation zone agreed well with the experimental 100 

measurements. However, their modelled velocities in the branch of the bifurcation were less accurate. Khan 101 

et al. (2000) also modelled the flow in a bifurcation but with a mixing length model and reported that the 102 

modelled depth-averaged velocities compared well with the measurements, while the dimensions of the 103 

recirculation zone were predicted by the model satisfactorily. Bazin et al. (2017) used a constant eddy 104 

viscosity model to simulate flows in a bifurcation with a branch with a 90 degree angle, with and without 105 

obstacles at the intersection, and the modelled depth-averaged flow velocities in the recirculation zone on 106 

the upstream side of the bifurcation branch deviated from the measurements. Bruwier et al. (2017) argued 107 

that a k-ε turbulence closure model should be more suitable than a constant eddy viscosity model for 108 

modelling flow interactions in intersections, given that since a k-ε model does not necessarily require 109 

calibration, its computational demand can be similar to a constant eddy viscosity model that requires 110 

calibration. Arrault et al. (2016) showed in a more complex setup that the turbulence closure model was not 111 

particularly influential in the estimation of discharge distribution in the various streets; however, a k-ε 112 

turbulence closure model modified significantly the estimates of the recirculation lengths compared to a 113 

simulation without a turbulence model. No velocity measurements were available, however, to compare the 114 

modelled velocities. More recently, Li et al. (2021a) modelled depth-averaged velocities in an urban district 115 

with various urban forms with a k-ε turbulence closure model and achieved good agreement with surface 116 

velocities in areas of flow contraction, however, the results were less accurate in large open areas. 117 

Supercritical (Bazin et al., 2017; Mignot et al., 2008) and transcritical (El Kadi Abderrezzak et al., 2011) 118 

flows in crossroads may pose additional challenges in 2D SWE models, since the occurrence and structure 119 

of hydraulic jumps can significantly affect the discharge partitioning and water surface profiles. 120 

1.3. Flow intrusion into buildings: an extra challenge 121 

Numerical and experimental studies of urban flooding typically consider flow around non-porous 122 

residential blocks (Haltas et al., 2016; Van Emelen et al., 2012). However, in reality urban blocks may have 123 
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corridors leading to backyards, while during intense flooding windows and doors (labeled as "openings" 124 

from now on) of buildings may break, leading to lateral flow exchanges between a street and the inside area 125 

of the buildings (Mignot et al., 2020) causing significant damages in their interiors (Dottori et al., 2016; 126 

Martinez-Gomariz et al., 2021). Mejia-Morales et al. (2021) conducted a systematic experimental analysis 127 

of the effect of the location and size of openings in an urban block located within an idealized urban district. 128 

They showed that the flow exchanges between the streets and the block interior can alter the flow depth 129 

and the flow velocity in the surrounding streets by 12% and 70%, respectively, when compared to a 130 

reference case with a non-porous block. Besides the recent study of Mejia-Morales et al. (2021), there is 131 

only a limited number of studies that investigated how the porosity of urban blocks affects the hydraulic 132 

characteristics of a flood. Mignot et al. (2020) measured the flow discharge entering a building through an 133 

open door, window, or gate in case of an urban flood, and they noticed that in some cases the intruding 134 

discharge can be approximated by formulas for side weirs. However, the authors also observed that this 135 

intruding discharge can be significantly affected by surrounding urban obstacles. Wüthrich et al. (2020) 136 

showed with a flume experiment how the hydrostatic force and the form drag exerted by a steady flow on 137 

a building are modified by the porosity and the orientation of the building, while Sturm et al. (2018) 138 

measured the flood impact forces on physical models of buildings with openings on a torrential fan. In other 139 

experiments, Liu et al. (2018) showed how the orientation of a house with respect to the incoming flow 140 

affects the forcing on the house door for a dam-break case and Zhou et al. (2016) found differences in the 141 

wakes of simplified porous and non-porous buildings. In a numerical study of a torrential flood, Gems et 142 

al. (2016) modelled how the different openings of a building affect the flow pattern within its interior, the 143 

associated hydrodynamic forcing, and the near-building flow pattern. The findings of these studies show 144 

that the openings in buildings affect the spatial distribution of flood hazard and thus the number and types 145 

of openings should be considered in flood modelling.  146 
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1.4. Objective of the study 147 

The flow exchanges between a street and the interior of a building, in combination with bifurcations 148 

and junctions at crossroads, lead to complex and potentially 3D flow patterns around urban blocks during 149 

urban floods. Since urban areas are typically densely populated, there is a need for fast computational tools 150 

that could be utilized for real-time modelling of not only the flow depths but also the flow velocities for the 151 

accurate estimation of the flood hazard. 3D numerical models can potentially capture the flow processes of 152 

urban floods; however, they are computationally demanding and slow for real-time modelling. In practice, 153 

the 2D SWE are used for operational flood hazard and risk modelling. While previous studies have already 154 

analysed the ability of the 2D SWE to simulate flow fields in various settings, such as bifurcations, 155 

junctions, 4-branch crossroads, and street networks, they all assumed that the street boundaries (i.e., 156 

building facades) were impervious. No existing study has focused on the performance of the 2D SWE to 157 

predict the flow intrusion into flooded buildings or building blocks, nor on the flow patterns in the streets 158 

and within the urban blocks in urban configurations with openings in the building facades. 159 

The objective of this study is to examine, for the first time, whether the flow patterns within and around 160 

porous urban blocks (i.e., with openings) can be quickly and accurately predicted with numerical modelling 161 

based on 2D SWE and to determine what is the most effective modelling strategy for the accurate estimation 162 

of flow velocities and flow depths. To this end, the experiments of Mejia-Morales et al. (2021) and Mejia-163 

Morales et al. (2022a) for flow around and within a porous urban block are replicated using two different 164 

academic numerical modelling tools to investigate the importance of eddy viscosity parameterization on 165 

the accuracy of the models. Complementary steady flow experiments with additional geometric 166 

configurations are also presented for the first time, based on the same experimental approach as Mejia-167 

Morales et al. (2021). The paper is organized as follows: in Section 2, the experimental procedure is briefly 168 

described, and the numerical models are presented. The new experimental results and the results of the 169 

numerical modelling are presented and discussed in Section 3. Finally, conclusions are drawn in Section 4. 170 
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2. Experiments and numerical modelling 171 

This section presents the experimental setup (Section 2.1), the various porous urban block 172 

configurations that were tested (Section 2.2), the numerical models that were used to simulate the 173 

experimental data (Section 2.3), and the prescribed boundary and initial conditions (Section 2.4). Both 174 

steady and unsteady flow conditions were simulated with the numerical models. For steady flow conditions, 175 

the experimental data are a combination of the data presented by Mejia-Morales et al. (2021) and new data 176 

collected from the same urban physical model in the same facility. For unsteady flow conditions, the 177 

experimental data of Mejia-Morales et al. (2022a) are used. Only a brief overview of the experimental setup 178 

and methods is provided here since they are described in detail in the aforementioned papers. 179 

2.1. Experimental setup 180 

Mejia-Morales et al. (2021) and Mejia-Morales et al. (2022a) experimentally investigated urban floods 181 

at the city block scale using a physical model of a rectangular urban block surrounded by four streets, under 182 

steady (Figure 1a) and unsteady (Figure 1b) flow conditions. For the steady flow experiments, the length 183 

of the two streets in the x-direction (named “Right Street” and “Left Street”) was 5.4 m and the length of 184 

the two streets in the y-direction (named “Downstream Street” and “Upstream Street”) was 3.2 m. All four 185 

streets had the same rectangular cross section with a width 𝑏 = 0.15 m. The experimental setup for the 186 

unsteady flow experiments was the same, except for the initial part of the Left Street, which was closed 187 

upstream of the Upstream Street (Figure 1b). The physical model had a slope 𝑆0,𝑥 = 0.12% in the x 188 

direction and 𝑆0,𝑦 = 0% in the y direction, whereas the bed of the model was constructed with PVC and 189 

the sidewalls of the streets and the urban block were constructed with plastic. Various configurations of the 190 

urban block were tested (Section 2.2 and Figure 2); however, its total lengths in the x and y directions 191 

remained fixed at 𝐿𝑥 = 1.56 m and 𝐿𝑦 = 0.96 m, respectively. The thickness and the height of the walls of 192 

the porous block were 2 cm and 15 cm, respectively. 193 
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The model inlets were located at the upstream ends of the streets in the x direction. As such, the steady 194 

flow experiments had two inlets with fixed inlet discharges 𝑄in1
 and 𝑄in2

 for the Right Street and Left Street, 195 

respectively, while for the unsteady experiments discharge was fed only through the Right Street since the 196 

upstream reach of the Left Street was closed. The inlet discharges were measured using separate valve-197 

flowmeter systems with an accuracy of 3%. Smooth inlet conditions were secured by placing a plastic 198 

honeycomb grid at the point entrance of the Right Street and of the Left Street. Each one of the four streets 199 

of the physical model had an outlet with a vertical tail weir that regulated the flow depth. For the steady 200 

flow cases, the weir height of Outlet 1 in the Right Street was 4 cm and of Outlet 2 in the Left Street was 201 

3 cm, with respective outlet discharges 𝑄out1 and 𝑄out2. In the two streets in the y direction, the Outlet 3 in 202 

the Downstream Street and the Outlet 4 in the Upstream Street had the same 3 cm weir height, with outlet 203 

discharges 𝑄out3 and 𝑄out4, respectively. For the unsteady flow cases, the weir height was set to zero in all 204 

outlets to avoid the reflection of the floodwaves on the weir. The outflow discharges at the four outlets were 205 

monitored using electromagnetic flowmeters. Specifically, the water overflowing the weir in each outlet 206 

was collected in a separate tank and subsequently the flow exiting each tank was measured with an 207 

OPTIFLUX 2000 flowmeter, manufactured by KROHNE. 208 
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 209 

 210 

Figure 1. (a) Experimental setup for the steady flow experiments (adapted from Mejia-Morales et al. 211 
(2021)) and (b) experimental setup for the unsteady flow experiments (adapted from Mejia-Morales et al. 212 
(2022a)). In (b) the locations of measurements denote the points where flow depths were recorded for the 213 
whole duration of the hydrograph. 214 

The flow depths in the physical model were measured using ultrasonic distance-measuring sensors 215 

(BAUMER UNDK 20I6914/S35A) with a 0.65 mm uncertainty. For the steady flow cases, a sensor was 216 

attached on a mechanical gantry system that allowed horizontal movement, with measurements being taken 217 

every 5 cm along the longitudinal direction of each street and at three locations across the street width with 218 

6.5 cm spacing. Flow depth measurements within the porous urban block were conducted every 12 cm in 219 

both x and y directions. Each depth measurement was conducted with a sampling frequency of 50 Hz for a 220 

duration of 50 s (Mejia-Morales et al., 2021). For the unsteady flow cases, flow depths were measured at 221 

the eleven locations depicted in Figure 1b for the whole duration of each hydrograph. The reported flow 222 

depths are the results of ensemble averaging of 50 identical floodwaves that were fed sequentially into the 223 

model, with a steady base flow separating two sequential floodwaves. The number of required repeated 224 

floodwaves was selected by increasing the number until the ensemble average standard deviation of the 225 

flow depth became smaller than 1 mm. The floodwaves characteristics are detailed in Section 2.4. 226 
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For the steady flow cases, surface flow velocities were measured using large-scale particle image 227 

velocimetry (LSPIV) (Fujita et al., 1998). Floating wood shavings (1 - 4 mm) were used as tracers. A 228 

Panasonic HC-V770 camera was positioned 2.8 m above the physical model, monitoring the plan view at 229 

a rate of 25 frames per second with a resolution of 1920 px by 1080 px. The time-averaged surface 230 

velocities estimated by the LSPIV technique stabilized after different periods of time for the various areas 231 

of the model, but none of them exceeded 60 s (Mejia-Morales et al., 2021). More details about the seeding 232 

of the flow, the flow monitoring, the data post-processing, and a validation of the LSPIV measurements 233 

against measurements with an acoustic Doppler velocimeter (ADV) are provided in Mejia-Morales et al. 234 

(2021). 235 

For the unsteady flow cases, it was not feasible to monitor the flow velocities in the whole flow area. 236 

Only the surface velocities within the porous block and at two points in the Right Street and Left Street 237 

(shown in Figure 1b) were monitored. Moreover, an ensemble average was not used for the LSPIV due to 238 

prohibitive post-processing load (Mejia-Morales et al., 2022a). A Sony ZV-1 camera with a sampling rate 239 

of 25 frames per second was used and the collected frames were averaged over periods of 2 seconds to filter 240 

the data. 241 

2.2. Urban block configurations 242 

In every experiment, the urban block was in the same position near the downstream end in the x 243 

direction and had the same dimensions 𝐿𝑥 and 𝐿𝑦 (Figure 1). However, the conveyance porosity (i.e., the 244 

porosity of each sidewall of the urban block), 𝜓, as defined by the number and locations of openings, 245 

differed in each experiment. Each opening had a width Lop = 6 cm and each sidewall of the block had no 246 

more than three openings. In all tests, the water surface elevation remained lower than the height of the 247 

openings. In the present paper, three series of configurations for the porous block are examined (Figure 2): 248 

• The first series comprises the eight configurations presented by Mejia-Morales et al. (2021) without 249 

obstruction within the block (Figure 2a). The conveyance porosity of each configuration is 250 
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presented as Cxx-yy, where xx and yy denote the ratio of the total length of the openings in a side 251 

of the porous block to the length of that side, in percent, in the 𝑥 and 𝑦 directions, respectively. The 252 

locations of the openings in the configuration with the largest conveyance porosity (C19-12) are 253 

shown in Figure 1a. The conveyance porosity in the rest of the configurations is determined by 254 

closing some of the openings of C19-12, while maintaining symmetry in the porous block openings. 255 

• The second series comprises five new configurations, constructed and tested with the same 256 

experimental approach as Mejia-Morales et al. (2021), also without obstructions within the block 257 

(Figure 2b). The common trait of these configurations is that each configuration has four openings 258 

in its perimeter (the remaining ones after blocking eight openings in C19-12 shown in Figure 1a). 259 

Since there is no symmetry in every configuration, these configurations are simply named C1 – C5 260 

in order of appearance. 261 

• The configurations in the third series, presented in Mejia-Morales et al. (2022a), have one opening 262 

in the middle of each wall of the block and a non-porous rectangular obstacle in the center of the 263 

block. The footprint area of this obstacle was varied as shown in Figure 2c, leading to an areal 264 

porosity, 𝜙, for each case that is determined as the ratio of the empty area within the block to its 265 

total internal area. 266 

Note that the concept of porosity is introduced here for the sole purpose of providing a macroscopic 267 

description of the considered geometric layouts (Figure 2), while the flow models used in this study are not 268 

porosity shallow-water models (e.g., Dewals et al. (2021)) . They aim to fully resolve the flow field on the 269 

considered computational mesh. 270 

The first and second series were used with steady flow conditions, while the third series was used with 271 

both steady and unsteady flow conditions. Details about the upstream boundary conditions of each case are 272 

presented in Section 2.4. 273 
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 275 

Figure 2. (a) Geometric configurations of the porous block of Mejia-Morales et al. (2021) with steady flow 276 
(series 1), (b) new geometric configurations of the porous block with steady flow (series 2), and 277 
(c) geometric configurations of the porous block with steady and unsteady flow (series 3). The arrows in 278 
the first geometric configuration of each subfigure show the flow direction in each street around the porous 279 
block and they are the same for the rest of the geometric configurations in each subfigure. In (a), the 280 
conveyance porosity, 𝜓, of each sidewall of each configuration is given by Cxx-yy, where xx and yy denote 281 
the 𝜓 value in percent in the 𝑥 and 𝑦 directions, respectively. In (b), due to lack of symmetry in every case, 282 
the naming of the configurations is simply in order of appearance. In (c), the symbol 𝜙 denotes the areal 283 
porosity of the porous block as defined by the ratio of the empty space within the block to its total internal 284 
area. The grey rectangles in the center of the blocks in subfigure (c) denote solid non-porous obstacles. The 285 
blocks in (a) and (b) were tested in the experimental setup of Figure 1a and the blocks in (c) were tested in 286 
the experimental setup of Figure 1b. 287 

The physical models were designed by assuming a geometrically distorted scale, with horizontal and 288 

vertical scale ratios equal to 50 and 10, respectively. This means that a studied flow in the physical model 289 
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may be interpreted as a representation of a real-world flow in streets with 7.5 m in width around an urban 290 

block with dimensions 78 m  48 m and openings 3 m wide. The upscaled studied flow depths are around 291 

60 cm. This approach ensures relatively large depths in the physical model to enable a satisfactory 292 

measurement accuracy (Heller, 2011; Li et al., 2021b). 293 

2.3. Numerical modelling 294 

The laboratory experiments were simulated using two academic numerical codes that solve the 2D 295 

SWE equations. The two models have differences in their mathematical formulation and their numerical 296 

discretization. The first model is implemented in the software Rubar20 (Mignot et al., 2008) developed by 297 

the Riverly research unit of Inrae in Lyon and the second one is implemented in Wolf 2D (Erpicum et al., 298 

2009) developed by the HECE group at the University of Liege. Table 1 provides an overview of the 299 

characteristics of each model, referred to as Model 1 for Rubar20 and Model 2 for Wolf 2D. The steady 300 

flow cases were simulated with both numerical models, while only Model 1 was used for the simulation of 301 

the unsteady flow cases. 302 

Table 1. Details of the tested numerical models. 303 

 Model 1 Model 2 

Software Rubar 20 Wolf 2D 

Reference Mignot et al. (2008) Erpicum et al. (2009) 

Turbulence closure Elder’s formula (zero-order model) Depth-averaged k-ε model 

Friction formula 
Explicit Colebrook-White (Yen, 2002) 

(Eq. (7)) 
Colebrook-White (Eq. (6)) 

Numerical scheme Godunov type Flux-vector splitting 

 304 

2.3.1.  Governing equations 305 

The two codes solve the conservative form of the 2D SWE, which means that the main unknowns are 306 

the flow depth, ℎ, and the specific discharges, ℎ𝑢 and ℎ𝑣, with 𝑢 and 𝑣 denoting the depth-averaged flow 307 



15 
 

velocities along the 𝑥 and 𝑦 direction, respectively. The 2D SWE in conservative form are formulated as in 308 

Eqs. (1)-(3) (Wu, 2008): 309 
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where 𝑔 is the acceleration of gravity, 𝜌 is the water density, 𝑡 is the time, 𝜏𝑥𝑥, 𝜏𝑦𝑦, and 𝜏𝑥𝑦 are the depth-310 

averaged stresses comprising both the Reynolds and molecular stresses (Erpicum et al., 2009), and 𝜏𝑏𝑥 and 311 

𝜏𝑏𝑦 are the bed shear stresses in the x and y direction, respectively, calculated from Eqs. (4) and (5) in line 312 

with Camnasio et al. (2014): 313 

 
𝜏𝑏𝑥
𝜌
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 (4) 

 
𝜏𝑏𝑦

𝜌
= 𝑓

𝑣√𝑢2 + 𝑣2

8
 (5) 

where 𝑓 is the Darcy-Weisbach bed friction coefficient. 314 

The Darcy-Weisbach formulation is used in both models, but the friction coefficient 𝑓 of the bottom 315 

and side-walls is estimated by the Colebrook-White formula (Eq. (6)) (Idel’cik, 1969) in Model 2 and by 316 

its explicit equivalent formula (Eq. (7)) (Yen, 2002) in Model 1. 317 

 
1
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= −2 log(

𝑘𝑠
14.8ℎ

+
2.51

Re√𝑓
) (6) 

 318 

 𝑓 =
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4
[− log (

𝑘𝑠
12ℎ

+
6.79

Re0.9
)]

−2

 (7) 
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where 𝑘𝑠 is the roughness height and Re is a Reynolds number Re = 4√𝑢2 + 𝑣2ℎ/𝜈 with 𝜈 the kinematic 319 

viscosity of water. 320 

Although both models were derived by depth-averaging the Reynolds-averaged Navier-Stokes 321 

equations, together with Boussinesq’s assumption for expressing the depth-averaged turbulent stresses, they 322 

differ by the type of turbulence closure used. Model 1 is based on a zero-order turbulence closure, in which 323 

the eddy viscosity, 𝜈𝑡, is estimated by Elder’s formula: 𝜈𝑡 = 𝜆ℎ𝑢∗, with 𝑢∗ the friction velocity computed 324 

from the free surface slope and 𝜆 a parameter set by the user with a default value of 1 (Mejia-Morales et 325 

al., 2020). In Model 2, a second-order turbulence closure is implemented. It consists in a two-length-scale 326 

depth-averaged k-ε turbulence model, as detailed by Erpicum et al. (2009) and Camnasio et al. (2014). 327 

2.3.2. Numerical discretization 328 

In both models, the computational domain was meshed with a Cartesian square grid aligned with the 329 

street sidewalls. Depending on the model run, the grid spacing, Δx, was varied between 5 mm and 30 mm 330 

with the resulting ratio of the grid size to the length of one opening in the porous block, 𝐿𝑜𝑝, ranging from 331 

1/2 to 1/12. Both models are solved with a finite volume technique. In Model 1, a Godunov type scheme is 332 

used (Mignot et al., 2008), while Model 2 is based on a flux-vector splitting technique (Erpicum et al., 333 

2010). In both models, the variables at the cell edges are evaluated from a linear reconstruction, achieving 334 

second-order accuracy in space. For steady flow calculations, the models are run in unsteady mode until a 335 

steady state is reached. The time step used in the simulations is of the order of 10-3 seconds, as it is 336 

constrained by the Courant-Friedrichs-Lewy (CFL) stability condition. In both models, the CFL number 337 

was set at 0.5. The computational time necessary to reach convergence towards a steady-state varied with 338 

the considered geometric configuration and initial conditions. It was generally of the order of an hour on a 339 

standard desktop. 340 
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2.4. Boundary and initial conditions 341 

The computational domain was delimited by three types of boundaries: sidewalls, inlets, and outlets. 342 

At each sidewall, the component of the specific discharge normal to the sidewall was set to zero. At the 343 

inlets, the specific discharge in the streamwise direction was prescribed, and the normal component of the 344 

specific discharge was set to zero. The two inlets that are considered in the Left Street and Right Street 345 

were positioned at a distance of 2.94 m upstream of the uppermost street intersections (Figure 1), i.e., at the 346 

location of the honeycomb grid at the entrance of each street in the experiments.  347 

For the steady flow cases in the first and second series of tests (Figure 2a and b), steady inflow 348 

discharges were prescribed: 𝑄in1
= 4.5 l/s and 𝑄in2

= 2.0 l/s (Figure 1) in consistency with the measured 349 

values. For the unsteady flow cases in the third test series (Figure 2c), the inflow discharge was fed only 350 

through the Right Street as a sequence of 50 consecutive identical flood waves. Three different floodwaves 351 

were tested (Figure 3) and each one was examined separately. Each floodwave had the same peak flow of 352 

5 l/s (Figure 3) but was characterized by a different unsteadiness degree (Mejia-Morales et al., 2022a). The 353 

floodwaves were distinguished based on the rising discharge time, the falling discharge time, and the total 354 

volume of floodwater, while their names were formed by using an “L” or an “S” for large and small 355 

magnitude for each one of the floodwave characteristics, respectively. For example, H.LSS denotes a 356 

hydrograph with large rising discharge time, small falling discharge time, and small total volume of 357 

floodwater. As a reference case, steady flow experiments with inlet discharge of 5 l/s (i.e., equal to the peak 358 

of the floodwaves) through the Right Street were also carried out in the geometrical setup of test series 3 359 

(Figure 1b with the urban blocks of Figure 2c). 360 
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 361 

 362 

Figure 3. Unsteady hydrographs used as inlet discharge in the Right Street (Figure 1b) for the porous blocks 363 
of Figure 2c. 364 

At the outlets, the outflow discharge was prescribed as a function of the computed flow depth. The 365 

outlet boundaries were positioned as follows (Figure 1): 366 

• in the Right Street and the Left Street, at a distance of 0.6 m downstream of the easternmost street 367 

intersection. 368 

• in the Upstream Street and the Downstream Street, at 1.94 m downstream of the northernmost street 369 

intersection. 370 

For test series 1 and 2 (Figure 2a and b), the outflow discharge, 𝑄0, in each outlet was determined from 371 

the following weir formula (e.g., Roger et al. (2009)): 372 

 𝑄0 = 𝐿𝐶𝐷√2𝑔(ℎ − 𝑤)3 (8) 

where 𝐿 is the weir length, 𝐶𝐷 is the discharge coefficient, and 𝑤 is the weir height. 373 

The implementation of Eq. (8) is slightly different in the two models: 374 
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• in Model 1, the value of 𝐿 is set equal to the mesh size, and distinct values of 𝑄0 are computed at 375 

each cell edge along the outlet boundary as a function of the flow depth computed at the relevant 376 

cell; 377 

• in Model 2, the length 𝐿 is taken equal to the actual weir length (i.e., the street width 𝑏) and a single 378 

value of 𝑄0 is evaluated, assumed uniformly distributed over the weir length, as a function of the 379 

average of the computed flow depths over the cells next to the outlet boundary. 380 

For test series 3 (Figure 2c), the downstream boundary condition was set to critical flow for all the 381 

edges of an outlet because the flow goes directly from the street to the outlet tank without a weir. 382 

In the steady flow runs of Model 2, the initial condition was either a converged solution from a previous 383 

run or a calm body of water with an initial flow depth equal to 0.05 m. For Model 1, the initial condition 384 

for the steady flow calculations was a water level close to the experimental value and for the unsteady flow 385 

calculations was zero flow depth across the flow domain.  386 

3. Results and discussion 387 

3.1. Sensitivity analysis and calibration of the numerical models 388 

Model 2 was used systematically in a series of preliminary computations to assess the effect of the 389 

variation in the (i) grid spacing, Δx, (ii) roughness height, 𝑘𝑠, (iii) discharge coefficient, 𝐶𝐷, of the weirs at 390 

the outlets, and (iv) initial conditions. Model 1 was also used in these preliminary computations, but not in 391 

a systematic way. Moreover, Model 1 was used to verify whether considering a theoretical bottom 392 

topography (flat bed) instead of the real one influences the results. These sensitivity analyses were 393 

conducted for a single geometric configuration (C19-12 in Figure 2a), which includes the largest number 394 

of openings and leads to the most complex flow fields. The comparison of the computed, 𝑦𝑖
𝑐, and observed, 395 

𝑦𝑖
𝑜, hydraulic variables was carried out based on the bias and the root mean square error (RMSE) (e.g., 396 

Chen et al. (2010)): 397 
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 bias =
∑ (𝑦𝑖

𝑐 − 𝑦𝑖
𝑜)𝑁

𝑖=1

𝑁
 (9) 

 398 

 RMSE = √∑ (𝑦𝑖
𝑐 − 𝑦𝑖

𝑜)
2𝑁

𝑖=1

𝑁
 (10) 

where 𝑁 is the number of points where both measured and modelled data were available. 399 

3.1.1.  Grid spacing 400 

The grid cell size for Model 2 was selected after repeating the computations for C19-12 three times 401 

with all parameters being kept the same except the grid cell size. The three mesh grids that were tested had 402 

square grid cells with side length, Δ, equal to 30 mm, 10 mm, and 5 mm, respectively. The bias and RMSE 403 

of the flow depths and velocities for different areas of the model were significantly reduced when the grid 404 

cell size was reduced from 30 mm to 10 mm but did not vary much when the cell size was further reduced 405 

from 10 mm to 5 mm (Figure S1a in the Supplementary Material). Figure S1a in the Supplementary 406 

Material also confirms the second order accuracy of the finite volume numerical scheme implemented in 407 

Model 2, consistently with the linear reconstruction used in this model. 408 

However, the features of the simulated flow velocity patterns (i.e., number and size of recirculating 409 

flow areas) within the porous block were more consistent with the features of the measured patterns when 410 

the cell size was 5 mm (Figure S2a in the Supplementary Material), even though some flow recirculations 411 

were not captured entirely. Therefore, the 5 mm cell size was kept for the rest of the analyses with Model 2. 412 

The number of cells is close to 160,000, and it varies slightly depending on the geometric configuration 413 

(number of openings). 414 

Model 1 exhibited similar behavior with Model 2 when varying the cell size with the rest of the 415 

parameters being kept the same, however, with Model 1 the flow velocity patterns were similar for mesh 416 

sizes of 10 mm and 5 mm (Figure S3a in the Supplementary Material). Thus, to reduce computational times, 417 

the 10 mm mesh was kept for the rest of the analyses with Model 1, leading to about 40,000 cells. 418 
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With these mesh configurations, the computed flow depths exhibited a systematic bias compared to the 419 

observations, which motivated the extension of the sensitivity analysis to the roughness height and the 420 

discharge coefficients of the weir outlets. 421 

3.1.2.  Roughness height 422 

The roughness height was taken at a small value corresponding to the PVC surface of the laboratory 423 

model. The tested values of 𝑘𝑠 were equal to 2 × 10-4 m, 8 × 10-5 m, and 3.6 × 10-5 m. This sensitivity 424 

analysis was conducted with Model 2, with Δ𝑥 = 5 mm and 𝐶𝐷 = 0.527 for all outlets, with a previously 425 

converged flow field as initial condition. The three tested values for the roughness height did not affect 426 

significantly the flow depths and velocities results (Figure S1b in the Supplementary Material) nor the flow 427 

patterns (Figure S2b in the Supplementary Material). The flow depth bias and RMSE values for the lowest 428 

value of 𝑘𝑠 were slightly lower compared to the other 𝑘𝑠 values, but at the same time the flow velocity bias 429 

and RMSE values slightly increased. The 𝑘𝑠 value of 3.6 × 10-5 m was calibrated from water surface 430 

measurements in a single street without openings. Considering the very small influence of the tested 𝑘𝑠 431 

values on the simulated results with Model 2, a similar sensitivity analysis was not repeated with Model 1 432 

and 𝑘𝑠 = 3.6 × 10-5 m was used in both models. 433 

3.1.3.  Discharge coefficient of the weirs 434 

The computations presented in Section 3.1.1 used discharge coefficients that were experimentally 435 

derived from the laboratory tests. However, the location where the flow depth is measured upstream of the 436 

weirs in the lab does not correspond exactly to the location where the Model 2 considers flow depth for 437 

estimating the outflow discharge. Hence, the discharge coefficient, 𝐶𝐷, which lumps all flow processes in 438 

the near field of the weirs (including vertical acceleration, which cannot be represented explicitly by shallow 439 

water equations) was recalibrated so that the computed flow depths agree on average with the observations. 440 

To this end, several values of 𝐶𝐷 were tested. The lowest difference between modelled and measured flow 441 

depths for Model 2 was obtained with 𝐶𝐷 = 0.453, and thus this value was selected for the rest of the 442 

numerical simulations using Model 2. For Model 1, the lowest difference between modelled and measured 443 
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flow depths was obtained with 𝐶𝐷 = 0.467 and this value was chosen for the rest of the simulations with 444 

Model 1, although a value of 0.55 for Outlets 1 and 2 and 0.53 for Outlets 3 and 4 led to a better distribution 445 

of the outflows. This was also the case for all the urban blocks in Figure 2a. Nevertheless, the effect of 𝐶𝐷 446 

on the street and block intrusion discharges and on the flow patterns (Figure S2c and Figure S3b in the 447 

Supplementary Material) is rather small. The small difference between the chosen discharge coefficients 448 

for the two models may be attributed to the different ways that the downstream boundary conditions were 449 

implemented in the models and to the different turbulent closures. 450 

3.1.4.  Initial conditions 451 

A converged solution for a steady flow simulation may depend on the initial conditions (Dewals et al., 452 

2012), particularly in the presence of complex patterns of recirculating flow. Therefore, by using Model 2 453 

for the case with the C19-12 block (Figure 2a), we repeated the computations for two different initial 454 

conditions: (i) the computed steady flow field obtained with the experimentally derived discharge 455 

coefficient (i.e., a previously converged solution) and (ii) water at rest with flow depth equal to 5 cm. As 456 

expected, the initial condition influenced the computed steady flow field. For the flow in the porous block, 457 

the results obtained when the computations were initiated with water at rest agree better with the 458 

observations (Figure S1c and Figure S2d in the Supplementary Material). This initial condition setting was 459 

kept for the rest of the analysis for Model 2 while the initial condition for Model 1 was a water level close 460 

to the experimental value. For Model 1 the results were generally independent of the initial conditions, but 461 

exceptions could be found for the more complex patterns inside the block.  462 

The simulation parameters obtained from the sensitivity analysis are summarized in Table 2 and these 463 

parameters were used for the numerical modelling of the rest of the experimental configurations. 464 
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Table 2. Calibrated parameters used for the numerical modelling of all cases. 465 

 Model 1 Model 2 

Cell size, Δ𝑥 10 mm 5 mm 

Initial conditions 
Water level close to 

experimental value 
Water at rest 

Roughness height, 𝑘𝑠 3.6 × 10-5 m 3.6 × 10-5 m 

Outlet weirs discharge coefficient, 𝐶𝐷 0.467 0.453 

 466 

3.1.5. Topography 467 

The topography of the experimental platform may change in time since it was constructed with boards 468 

supported by beams. For most numerical calculations, the theoretical topography of an inclined plane with 469 

a constant slope in the 𝑥 direction of 0.12% was used. However, two detailed topographies that were 470 

surveyed in 2019 (before the first series of experiments, i.e., Figure 2a) and in 2021 (between the second 471 

and third series of experiments, i.e., Figure 2b and Figure 2c, respectively) showed some elevation 472 

differences compared to the theoretical topography, and between the two topographical surveys, of less 473 

than 2 mm. The effect of this change in topography was tested using Model 1 and 𝐶𝐷 = 0.4. Results show 474 

a weak influence on the flow velocity pattern and all the other results (Table S1 in the Supplementary 475 

Material), thus, the theoretical topography was used for the rest of the cases. 476 

3.2. Steady flow tests 477 

3.2.1.  Flow depths 478 

Figure 4 shows that both models, and hence the 2D SWE, are able to reproduce fairly accurately the 479 

measured flow depth patterns for cases with steady flow (Figure 2a and b). There is a flow depth difference 480 

between the Right and Left Streets because the weir height in Outlet 1 is larger than in Outlet 2. The larger 481 

flow depths in the Right Street compared to the Left Street induce a pressure gradient that enhances the 482 

transverse flow through the porous block openings. 483 

 484 
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 486 

Figure 4. Flow depths modelled with Model 1 (left column), Model 2 (middle column) and measured (right 487 
column) for steady flow conditions. The first eight configurations are from Mejia-Morales et al. (2021). 488 

 489 

Both models are capable to reproduce the increasing flow depth at the Right Street, the decreasing flow 490 

depth at the Left Street, and the relatively constant water level within the block, which is a result of the very 491 

low velocities within the block. The differences between the results of the two models are minimal both 492 

within the porous block and in the streets, which implies that at a large scale the turbulence closure model 493 

does not affect the flow depth predictive capabilities of a 2D SWE model in urban floods with steady flow. 494 
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3.2.2.  Discharge partition 495 

The two models reproduce well the discharge partition both in the streets and within the porous block 496 

without any of the two exhibiting clearly superior performance (Figure 5a). Model 1 predicts more 497 

accurately the discharge partitioning at the four outlets with a RMSE that is less than half of that of Model 2 498 

(Figure 5c). Model 2 overestimates 𝑄out4 and both models underestimate 𝑄out1, except for the case C100-499 

100 (configuration without a block), and approximate well 𝑄out2 (Figure 5b). The two models exhibit a 500 

different behavior in Outlet 3, with Model 1 overpredicting and Model 2 underpredicting 𝑄out3 (Figure 5b). 501 

Overall, Model 1 and Model 2 miscalculate the discharge distribution at the outlets by 2.5% and 7.3% on 502 

average, respectively. In the streets surrounding three of the most complex porous blocks (C06-04, C19-503 

12, C3), Model 2 overestimates the discharge in the Right Street, which is the street that conveys most of 504 

the discharge, while Model 1 exhibits a more erratic pattern with this discharge (Figure 6). The street that 505 

conveys the second largest discharge in these three cases is the Downstream Street, in which both models 506 

give good results, besides Model 2 overpredicting the discharge in C19-12. The overpredictions of Model 2 507 

and underpredictions of Model 1 at the large discharges in the Right and Downstream Streets are partially 508 

compensated by respective underpredictions and overpredictions of the two models at the street with the 509 

smallest discharge, i.e., the Upstream Street (Figure 6). The discharge distribution for all cases is presented 510 

in Figure S4 in the Supplementary Material. Overall, the maximum discharge deviation occurs for C100-511 

100 (Figure 5c). Similar disagreements between measurements and 2D SWE computations in large open 512 

areas were also noted by Li et al. (2021a).  513 

Generally, the flow distribution at the outlets corresponds to the experimental ones (error less than 2.5% 514 

of the total inflow except the case C100-100) but this distribution is relatively constant due to the general 515 

configuration of the street network. Flow discharges in the streets and through the openings of the block 516 

are more influenced although the RMSE remains below 2% of the total discharge. However, due to the 517 

small portion of the flow that enters the block, the relative error can be high for the flow passing through 518 

the building (Figure S4 in the Supplementary Material).  519 
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 520 

 521 

 522 

Figure 5. (a) RMSE of flow discharge for Model 1 and Model 2 in the urban block and in the surrounding 523 
streets, (b) Discharge distribution at the four outlets and (c) RMSE between modelled and measured outlet 524 
discharges at the four outlets for the steady flow cases. No data are presented for C100-100 in (a) because 525 
this case does not have a block.  526 
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 527 

 528 

 529 

 530 

Figure 6. (a, c, e) Measured discharge distribution around the urban block and at the outlets for selected 531 
cases with steady flow conditions and (b, d, f) comparison between measured and modelled discharges with 532 
Model 1 (circles) and Model 2 (triangles). The colored symbols in each scatter plot of the right column 533 
correspond to the discharges with the same color in the subfigure next to each scatter plot in the left column. 534 
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3.2.3.  Velocity flow fields 535 

In this section, the depth-averaged flow velocities modelled with 2D SWE are compared to the surface 536 

velocities measured with LSPIV. Mejia-Morales et al. (2021) compared the LSPIV surface velocity 537 

measurements to ADV measurements across the flow depth and showed that the surface velocities are 538 

mostly well-approximated by depth-averaged velocities. Starting with the two reference cases C00-00 (non-539 

porous block) and C100-100 (no block), the two models reproduce qualitatively all the flow features that 540 

were observed in the experiments (Figure 7). In C00-00, the interaction of the flows from the different 541 

branches at the junctions matches the measurements well, with a correct distribution of the discharge 542 

between the outlets (Figure 5c). In C100-100, even though the modelled discharge distribution at the outlets 543 

exhibits the largest deviation from the measurements (Figure 5c), the two models reproduce fairly well, 544 

particularly Model 2, the two large recirculation zones. However, they are uneven compared to the 545 

measurements, with the downstream and upstream recirculation zones being modelled larger and smaller, 546 

respectively, than what was observed. 547 

The modelled flow patterns within and around the porous blocks in the first test series (Figure 2a) agree 548 

well with the measurements, with the number and direction of the recirculation zones being modelled 549 

correctly in almost all cases (Figure 7). For the cases with no more than one opening per side, i.e., C00-04, 550 

C06-00, and C06-04, only Model 2 in C06-04 exhibits a notable difference in the size of the recirculation 551 

zone in the lower left corner. When there are three openings at two opposite sides of the porous block, the 552 

flow pattern becomes much more complex. The two models are still able to simulate the direction of the 553 

streamlines quite correctly but the sizes of some of the recirculation zones are a little different than the 554 

measured ones. For C00-12, Model 1 adds two small recirculation zones at the right part of the block and 555 

Model 2 augments one in the center.  556 

The second test series of steady flow cases (presented in Figure 2b) generally exhibits complex flow 557 

recirculations (Figure 7) because of the several openings on one side of the block, in each case, and the 558 

asymmetric distribution of the other openings at another side of the porous block. The case C1 is the only 559 
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exception in the sense that it has two symmetric openings at the sides at the Right Street and Left Street. 560 

However, the flow pattern within the block for C1 is quite complex with three main uneven recirculation 561 

zones that the two models cannot reproduce in their correct location; moreover, the two models do not 562 

obtain the same pattern. In case C2, from the three openings at the Left Street, the middle one influences 563 

the flow pattern the most and the flow pattern in the porous block resembles C00-04. The two models 564 

reproduce this pattern accurately. Cases C3 to C5 are the more complex ones and the two models are not 565 

always able to reproduce entirely the observed flow patterns. The left part of the pattern in C3 is generally 566 

well reproduced by Model 1 but the right part with an interaction of three openings is not similar to the 567 

measurements. On the other hand, Model 2 predicts quite accurately the flow pattern in C3. Case C4 is the 568 

most challenging one: the two models provide similar patterns but fail to accurately predict the shape and 569 

size of the recirculation zones. As a result, the two observed large counter-rotating recirculation zones are 570 

modelled as one and the two smaller ones next to the Right Street have the opposite directionality. The 571 

structure of the smaller recirculation zones from the models seems more influenced by the opening at the 572 

Upstream Street, compared to the measurements. On the contrary, in a mirrored configuration, the modelled 573 

flow patterns in C5 (relatively similar for the two models) seem less influenced by the opening in the 574 

Downstream Street compared to the measurements, and as a result the recirculation zone at the right side 575 

of the block is modelled larger than what it actually is. 576 
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 578 

Figure 7. Time-averaged surface velocities modelled with Model 1 (left column), Model 2 (middle column) 579 
and measured (right column) for steady flow conditions. The first eight configurations are from Mejia-580 
Morales et al. (2021). The modelled flow velocity patterns (left and middle columns) are based on depth-581 
averaged velocities while the measured flow velocities are surface flow velocities. 582 

 583 
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3.2.4.  Comparative analysis of the performance of Models 1 and 2 584 

The computational results reveal that both 2D models predict well the flow depths, with limited 585 

difference between the two models (Fig. 4). This is consistent with existing knowledge that the flow depth 586 

predictive capability of a 2D SWE model is little influenced by the turbulence closure, as multiple previous 587 

studies reported a good agreement between computed and observed flow depths while they used different 588 

approaches for the turbulence closure (Arrault et al., 2016; Bazin et al., 2017; Shettar and Murthy, 1996; 589 

Khan et al., 2000; El Kadi Abderrezzak et al., 2009). 590 

The two models reproduce similarly well the experimentally observed discharge partition in the streets 591 

(Fig. 5a). In contrast, the considered error metrics suggest that the discharge partition at the outlets is better 592 

reproduced by Model 1 than by Model 2 (Figs. 5b and 5c). This may result from the difference in the 593 

implementation of the downstream boundary conditions between Models 1 and 2, as detailed in Section 2.4. 594 

Except in one configuration (C100-100), the differences between the computed and measured discharges 595 

do not exceed 2.5 % of the total inflow discharge. These differences should be set in perspective compared 596 

to the experimental uncertainties. The valve-flowmeter system used in the laboratory experiments have an 597 

error of 3 % of the measured flow rate (Mejia-Morales et al., 2021). Accordingly, the time convergence 598 

criterion used for the laboratory measurements was also set at 3 % (Mejia-Morales et al., 2021). Besides, 599 

the experimental method used to estimate the discharge in the streets requires assumptions to cover the 600 

blind zones near the boundaries (bed, walls, and free surface), as well as the inconvenience of using an 601 

intrusive instrument (ADV) in a narrow cross-section. This leads to an estimated error of 1.5% on average 602 

(Mejia-Morales et al., 2021). The maximum deviation between computed and observed discharges occurs 603 

for configuration C100-100 (empty central area). This is consistent with similar disagreements between 604 

measurements and 2D SWE computations in large open areas as reported by Li et al. (2021a). 605 

Table 3 provides an overview of the agreement between the experimentally observed and computed 606 

flow fields by Models 1 and 2. The flow fields are visible in Fig. 7. The following observations can be 607 

made: 608 
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• In several configurations, generally with only a single opening per side (C00-04, C06-00), both 609 

2D models perform comparatively well, and succeed in reproducing the number and relative 610 

size of flow recirculations. 611 

• In a limited number of configurations (C1, C4 and C5), leading to particularly complex patterns 612 

of flow recirculations, neither Model 1 nor Model 2 correctly predict the flow patterns. In 613 

Configuration C19-12, the number of computed recirculations by both models is in line with 614 

the experimental observations; but their relative sizes diverge from the observations. 615 

• In all other cases (with only one exception, C06-04), Model 2 provides a better prediction of 616 

the flow field than Model 1 does. In Configuration C00-12, the number of large recirculations 617 

computed by Model 2 is correct, while it is not for Model 1. In Configuration C19-00, the right 618 

upstream recirculation is computed by Model 2, while Model 1 fails to capture it. Similarly, in 619 

Configuration C2, the smaller recirculation in the top left corner is predicted by Model 2 while 620 

it is not by Model 1. In Configuration C3, the flow field computed by Model 2 is also closer to 621 

the experimental observations than the one predicted by Model 1. 622 

• Only in Configuration C06-04, Model 1 provides a flow field more similar to the experimental 623 

one. 624 

Therefore, although Model 1 performs better than Model 2 for the prediction of the outflow discharge 625 

partition, this does not hold true for predicting the flow field within the urban block. 626 

Moreover, the constant eddy viscosity used in Model 1 (value of 1 m²/s) was carefully set based on the 627 

modeler’s past experience in reproducing reduced-scale laboratory experiments (Paquier et al., 2020; 2022). 628 

However, this value of a dimensional quantity has limited chance to be transferrable across scales, 629 

particularly for the application of the model to real-world examples. This is another advantage of Model 2 630 

(with a depth-averaged k- turbulence closure) over Model 1, as in Model 2 the parameters of the turbulence 631 

closure are all non-dimensional and, as such, they are not changed when applying the model at different 632 
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scales (e.g., laboratory experiment vs. real-world application). This aspect was discussed earlier by Bruwier 633 

et al. (2017). 634 

 635 

Table 3. Qualitative appraisal of the agreement between observed and computed flow patterns. Notation 636 
“L” stands for “large recirculation”, “S” for “smaller recirculation(s)” and “s” for “even smaller 637 
recirculation(s)”. Green, red and orange shaded cells indicate, respectively, a good, fair, and poor agreement 638 
between the computations and the observations. 639 

 Configuration Experimental Model 1 Model 2 

C00-00 Only small recirculations in the branches downstream of junctions 

C100-100 2L 2L 2L 

C00-04 2L 2L 2L 

C00-12 2L + 5S 1L + 6S 2L + 3S 

C06-00 2L 2L 2L 

C19-00 1L + 4S 1L + 2S 1L + 3S + 1s 

C06-04 2L + 1S 2L + 1S 2L + 1S (though too big) 

C19-12 2L + 3S 2L (incorrect relative sizes) + 3S 2L (incorrect relative sizes) + 3S 

C1 3L 3L (incorrect shape) 4L (incorrect shape) 

C2 2L + 1S 2L 2L + 1S 

C3 2L + 2S + 3s 2L + 4S (incorrect shapes) 2L+ 2S 

C4 2L + 2S + 2s 1L + 4S (incorrect shapes) 1L + 5S (incorrect shapes) 

C5 1L + 4S 2L + 1S (incorrect shapes) 2L + 1S (incorrect shapes) 

 640 

 641 

3.3. Unsteady flow tests 642 

3.3.1. Flow depths 643 

The unsteady flow simulations were carried out only with Model 1. The presence of hydraulic jumps 644 

at different locations in the experiments and in the calculations, causes a lower agreement of peak flow 645 

depths compared to the steady flow cases, with an average deviation of 6.7% between calculations and 646 

measurements in the streets around the block. Model 1 slightly overestimates the peak flow depth in the 647 
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Right Street, which is the highest peak flow depth in the test domain, with an error of less than 4% (Figure 648 

8). The model performs best in the Right Street for 𝜙 = 0.75, for every tested hydrograph (H.LSS, H.LLL, 649 

and H.SLS). No trend is detected between the rest of the block porosities and the performance of the model 650 

in predicting peak flow depths in the Right Street. The absolute error in the other three streets around the 651 

block is similar to that in the Right Street; however, the peak flow depth is lower and thus, percentagewise 652 

Model 1 is less accurate in predicting flow depths there. In these three streets, Model 1 predicts flow depths 653 

best in H.SLS (the hydrograph with the greatest unsteadiness), followed by H.LLL and H.LSS. The 654 

predictive performance of the model in the H.SLS hydrograph deteriorates with decreasing block porosity, 655 

whereas for H.LLL and H.LSS there is a more erratic pattern on the agreement between depth modelling 656 

results and measurements. For all flow cases, the flow depth is underestimated in the Left Street (Figure 8) 657 

and in the block (Figure S5 in the Supplementary Material). 658 

Figure 9 shows how the flow depth evolves in time at different measuring locations (Figure 1b) of the 659 

test domain for the hydrograph H.LSS and 𝜙 = 1, i.e., the block without any interior obstruction. The model 660 

captures the evolution of the flow depths in the Right, Left, and Upstream Street relatively accurately after 661 

the first 60 seconds, particularly in the rising limb of the hydrograph; however, it cannot correctly reproduce 662 

the flow depth at the location 𝑃𝑖𝑛. 663 
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 664 

Figure 8. Measurements and calculations with Model 1 of peak flow depths in the streets around the porous 665 
block (locations 𝑃𝑅𝑆, 𝑃𝐿𝑆, 𝑃𝑈𝑆, and  𝑃𝐷𝑆 in Figure 1b for the Right, Left, Upstream, and Downstream Street, 666 
respectively) for the three cases with unsteady hydrographs (H.LSS, H.LLL, and H.SLS). The tested urban 667 
blocks and their respective porosities are shown in Figure 2c. The vertical dashed lines separate the data 668 
for each flow case. 669 

 670 

Figure 9. Measured and calculated (with Model 1) flow depths (locations 𝑃𝑖𝑛, 𝑃𝑅𝑆, 𝑃𝐿𝑆, and 𝑃𝑈𝑆 in Figure 671 
1b for the inlet and the Right, Left, and Upstream Street, respectively) as a function of time for the H.LSS 672 
discharge hydrograph with porosity 𝜙 = 1 (series 3). 673 
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3.3.2. Discharge partition 674 

For steady flow in the configurations of test series 3 (Figure 2c), the discharge at Outlet 4 is 675 

miscalculated by approximately 0.05 l/s on average, while the discharge at Outlet 2 is underestimated by 676 

about 0.1 l/s (Figure 10). As for test series 1 and 2 (Figure 2a, b), the downstream boundary conditions 677 

should be adapted to obtain a more correct distribution. However, it should be noted that changing critical 678 

flow to free outflow at Outlets 1 and 2 (in which the flow is partly supercritical) did not change the outflow 679 

distribution. The discharges at the outlets for the steady flow case of test series 3 exhibit a slightly increasing 680 

trend with increasing porosity in Outlet 2 and rather constant values, besides 𝜙 = 0, in the other outlets 681 

(Figure 10). 682 

For the unsteady flows, the peak outflow discharge in Outlet 1 is consistently higher than the peak 683 

discharges in the other outlets for every tested hydrograph and porosity value, as for the respective steady 684 

flow test (Figure 10). The outflow in Outlet 1 becomes the highest when the block has no porosity (𝜙 = 0), 685 

while it reaches a plateau for each flow case when the block has porosity. For the unsteady cases, Model 1 686 

predicts accurately the peak discharge in Outlet 1 for the non-porous block, for every hydrograph, but it 687 

overestimates this peak discharge by less than 4% for the porous blocks. Model 1 performs even better in 688 

predicting the peak discharge in Outlet 1 in the steady flow case, with a slight underestimation of the non-689 

porous block case and a few overestimations for the porous block cases. The second highest peak outflow 690 

discharge occurs in Outlet 4, where Model 1 overestimates the peak discharge by around 0.085 l/s for the 691 

non-porous block, for all flow cases (Figure 10). The predictive performance of Model 1 mostly deteriorates 692 

with increasing porosity of the block for all three hydrographs, particularly for H.SLS, while this is not 693 

observed in the steady flow cases, where only a slight overestimation is noted. The overestimations in 694 

Outlets 1 and 4 are partially compensated by some underestimations in the peak outflow discharge in 695 

Outlet 2, where, percentagewise, the model predictions deviate from the measurements the most for all flow 696 

cases, besides the hydrograph H.SLS. Finally, Model 1 predicts accurately the peak outflow discharge in 697 

Outlet 3. Overall, for all unsteady cases the average discrepancy between calculations and measurements 698 
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of the peak discharges at the outlets is 8.6%. A comparison between the measured and modelled peak flow 699 

depths at the locations 𝑃𝑜𝑢𝑡1 - 𝑃𝑜𝑢𝑡4 near the outlets (Figure 1b) is provided in Figure S6 in the 700 

Supplementary Material. 701 

 702 

Figure 10. Measured and calculated (with Model 1) peak discharges at the four outlets of the experimental 703 
setup of Figure 1b for the three cases with unsteady hydrographs (H.LSS, H.LLL, and H.SLS) and a steady 704 
flow case with inflow discharge of 5 l/s, which is equal to the peak value of each unsteady hydrograph at 705 
the inlet. The tested urban blocks and their respective porosities are shown in Figure 2c. The vertical dashed 706 
lines separate the data for each flow case. 707 

 708 

3.3.3. Velocity flow fields 709 

As in Section 3.2.3, the depth-averaged flow velocities modelled with 2D SWE are compared to the 710 

surface velocities measured with LSPIV. For 𝜙 = 1 in steady flow, the flow pattern of the third series is 711 

similar to C06-04 with two main nearly symmetrical recirculation zones (Figure 11). For the unsteady case 712 

with the hydrograph H.LSS (with the greatest unsteadiness), after the flow peak the flow pattern remains 713 

quite similar for a long time. The initial part of this process is reproduced well by Model 1. Before the flow 714 

peak, the block is filling and the observed flow pattern comprises four main recirculation zones that are not 715 

reproduced by Model 1, which, instead, generates a flow pattern that tends more rapidly to a flow pattern 716 

with two main recirculation zones. Reducing 𝜙 leads to reduced water volume in the block and an increase 717 
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in the number of recirculation zones within the porous block, which are fairly well reproduced by Model 1 718 

(Figure 12). 719 
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 720 

Figure 11. Quasi-instantaneous surface velocities modelled with Model 1 (left column) and measured (right 721 
column) for the hydrograph H.LSS and 𝜙 = 1. All experimental configurations were obtained from Mejia-722 
Morales et al. (2022a). In the first column, R, P, and F stand for rising, peak, and falling stage of the 723 
hydrograph, while the numbers 50, 75, and 100 show the ratio of the flow depth to the maximum flow depth 724 
within the porous block at that instant. 725 
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 726 

 727 

Figure 12. Quasi-instantaneous depth-averaged velocities modelled with Model 1 (left column) and surface 728 
velocities measured (right column) at the peak of the hydrograph H.LSS with various values of 𝜙. All 729 
experimental configurations were obtained from Mejia-Morales et al. (2022a). 730 

 731 
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4. Conclusions 732 

Accurate and fast computational tools for the estimation of urban flood hazard are of vital importance. 733 

Although in such cases the flow can be 3D in parts of the urban layout, it is important from a management 734 

perspective to understand when these 3D processes are dominant and when the flow can be reliably 735 

modelled with 2D shallow water equations. In this paper, we demonstrated the capacity of two 2D shallow 736 

water flow solvers to simulate urban floods involving flow exchanges with the interior of an urban block 737 

in nineteen idealized urban layouts. The computations were compared against published and new 738 

experimental observations in steady and unsteady conditions. The tested computational models differed 739 

mostly by the turbulence closure used for estimating the eddy viscosity. 740 

Both models reproduced accurately the measured flow depth for all cases. The prediction of the 741 

discharge distribution and the flow velocity patterns within and around the urban block was in general 742 

satisfactory but deteriorated when the flow exchanges between the urban block and the surrounding streets 743 

increased and became asymmetrical. The average difference between the modelled discharge distributions 744 

and the measurements at the outlets was 2.5% and 7.3% for Model 1 and Model 2, respectively. With 745 

respect to the flow velocities, none of the two models outperformed consistently the other, which implies 746 

that both tested turbulence closure models are suitable to model the flow patterns within and around an 747 

urban block, although with different accuracy at different flow patterns.  748 

For unsteady conditions, the difficulties increased because of the occurrence of hydraulic jumps and 749 

the sequence of a filling phase and an emptying phase of the block. The error thus rose in parameters such 750 

as the peak flow depths in the streets and the peak discharges at the outlets, which were miscalculated by 751 

6.7% and 8.6%, respectively. However, the influence of the porosity of the urban block was generally 752 

simulated in the right way and except during rapid filling of the block, the computed velocity pattern inside 753 

the block reproduced sufficiently well the main process. 754 
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Even if the discharge partition at the outlets is only a little sensitive to a change in the urban block 755 

openings, local modifications of the flow field can be particularly important for urban planning under 756 

climate change scenarios, since the building density and the distance between neighboring buildings are the 757 

most influential parameters affecting pluvial flooding (Bruwier et al., 2020). 758 

The geometric configurations considered here are highly simplified compared to real-world urbanized 759 

floodplains, which have considerably more intricate flowpaths, street profiles, opening shapes and indoor 760 

arrangement of buildings. In addition, in reality the flow exchanges between the streets and the urban blocks 761 

are influenced by obstructions near the openings such as parked cars and street furniture (Mignot et al., 762 

2020) and the interaction of surface flows with surcharging sewers (Kitsikoudis et al., 2021). These aspects 763 

highlight the limitations of the present study and need to be investigated in future studies with either large 764 

scale experiments or field data to additionally address potential scale effects that affected our results. In 765 

practice, evaluating accurately the flow intrusion into buildings and building blocks would require 766 

particularly fine mesh resolution in the near field of the opening, or the use of parametrizations such as weir 767 

equations. Such aspects affect the operationality of models for simulating large urban floodplains and need 768 

to be investigated. The performance of 1D modelling in the streets, combined with side discharge equations 769 

for the exchanges through building opening, could also be investigated in a follow-up study. 770 
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