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Abstract 

 

There remain major doubts about the nature and domain specificity of inhibitory control 

processes, both within and between cognitive domains. This study examined inhibitory 

processes within the language domain, by contrasting semantic versus phonological inhibitory 

control. In an fMRI experiment, elderly participants performed phonological and semantic 

inhibitory control tasks involving resistance to highly or weakly interfering stimuli. In the 

semantic domain, inhibitory control effects, contrasting high vs. low interference control 

levels, were observed at univariate and multivariate levels in all fronto-parieto-temporal 

region-of-interests. In the phonological domain, inhibitory control effects were observed only 

at multivariate levels, and were restricted to the pars triangularis of the bilateral inferior 

frontal gyrus and to the left middle temporal gyrus. Critically, no reliable multivariate cross-

domain prediction of neural patterns associated with inhibitory control was observed. This 

study supports a functional dissociation of the neural substrates associated with inhibitory 

control for phonological vs. semantic domains. 
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1. Introduction 

Language processing is not only characterized by specific sets of linguistic representations, 

but also by various processes that control the way information is activated and deactivated 

within these representational bases. Inhibitory control is one of these processes. Lack of 

verbal inhibitory control occurs regularly in everyday life, and manifests itself for example by 

verbal paraphasias such as saying ‘pass’ for ‘glass’ or ‘vase’ for ‘glass’, these intrusion errors 

being phonologically and/or semantically related to the target word. However, the exact 

nature of verbal inhibitory processes, and particularly their level of specificity, remains an 

open question. The aim of the present study is to contrast semantic vs. phonological inhibitory 

control and to determine whether inhibitory control in these two verbal domains is supported 

by common or distinct neural mechanisms. 

At the behavioral level, a number of neuropsychological studies have documented patients 

with language control impairment, but the specificity of this impairment is still strongly 

debated. On the one hand, several studies have investigated verbal control abilities in patients 

with semantic aphasia (Barde et al., 2006; Chertkow et al., 1997; Jefferies & Lambon Ralph, 

2006). Semantic aphasia is characterized by a multi-modal semantic impairment associated 

with lesions in the left prefrontal or temporo-parietal cortices. Patients with semantic aphasia 

exhibit impaired performance in various verbal and non-verbal semantic tasks (such as 

naming, category fluency, word-picture matching or visual semantic association tasks), 

intrusion errors in spontaneous speech and poor comprehension in the context of fluent 

speech. Critically, performance appears to be largely influenced by inhibitory control 

requirements of the tasks (i.e. ease of identifying relevant association and rejecting 

distractors) (Corbett et al., 2009). For example, patients with semantic aphasia can find a 

specific semantic concept in a naming task but not when several semantic concepts are 

activated and need to be compared and when distractors need to be inhibited such as in a 
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semantic association judgment task. While this inhibitory control impairment is considered to 

characterize mainly semantic processing in these patients, control of other language 

dimensions such as phonological processing has been rarely directly investigated. We know 

that performance for phonological levels of processing is most often preserved as assessed via 

word repetition or naming tasks (Cuetos et al., 2000; Howard et al., 2015; Jefferies & Lambon 

Ralph, 2006; Soni et al., 2009), but the inhibitory control demands of these tasks are generally 

low. More broadly, few neuropsychological studies have directly contrasted semantic and 

phonological inhibitory control. One of the few studies is a study by Barde et al. (2010) which 

assessed the performance of 20 aphasic patients on a recent negative task, i.e. a working 

memory probe recognition task involving negative probes that are either semantically or 

phonologically related to one of the target words. This task measures phonological and 

semantic control in an indirect manner, by assuming that phonologically and semantically 

related probes create interference that needs to be resisted to. Barde et al. observed distinct 

patient profiles, with some patients being more sensitive to phonological than semantic 

distractors, and vice-versa for other patients, suggesting that phonological and semantic 

inhibitory control may involve distinct processes. Another task developed to assess 

phonological and semantic inhibitory control, particularly in spoken word production, is the 

blocked cyclic naming task (Abdel Rahman & Melinger, 2009; Damian et al., 2001). 

Participants have to repeatedly name a small set of pictures either in a semantically 

homogeneous block (e.g. apple, pear, orange, banana) or a semantically heterogeneous block 

(e.g. apple, table, dog, car); repeated naming of the pictures from the homogeneous block is 

supposed to build up proactive interference that needs to be inhibited, as compared to repeated 

naming in the heterogeneous block. This effect, the blocking effect, materializes in slower 

naming responses for pictures from homogenous versus heterogeneous blocks. Studies using 

this paradigm generally observed different responses profiles for semantically (words from 
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the same semantic category) vs. phonologically (words sharing a number of phonemes) 

homogeneous blocks, with increased latencies for semantic blocks but diminished latencies 

for phonological blocks (Abdel Rahman & Melinger, 2009; Belke et al., 2017; Damian & 

Bowers, 2003; Damian et al., 2001; Roelofs, 1999; Wang et al., 2018 but see Damian & 

Dumay, 2009 for an interference effect in phonological condition). Other paradigms, based on 

the inhibition of an automatically activated representation as via priming paradigms, are 

particularly prone to assess more purely language inhibitory control. In priming paradigms, 

participants have to read or make a lexical decisions for verbal item, leading to faster 

responses to a target word when a semantically or phonologically related prime stimulus has 

been presented shortly before (see for a review, Hutchison, 2003). The prime stimulus is 

considered to automatically activate or pre-activate all representations that are phonologically 

or semantically similar. If the task context makes that these automatically activated 

representations interfere with the target information (because of being different from the 

active representations), then inhibitory control processes need to intervene. One of these is the 

Picture-word Interference (PWI) task where a to-be-named picture is presented along with a 

phonological or semantic distractor word. The automatically activated phonological and 

semantic representations associated with the distractor word needs to be inhibited when 

naming the target word (note however that there may be facilitory effects at the sublexical 

phonological level) (De Zubicaray & Mcmahon, 2009; see Nozari & Pinet, 2020 for a review 

of the PWI effect; Schriefers et al., 1990). These studies suggest again distinct processes 

involved in semantic and phonological inhibitory control. 

At the neuroimaging level, the literature reveals the same uncertainties. On the one hand, 

there is general agreement about the involvement of the left inferior prefrontal cortex in 

inhibitory cognitive control in the form of resistance to interference (e.g., D’Esposito et al., 

1999; Fedorenko & Blank, 2020; Feredoes et al., 2006; Jonides et al., 1998; Swick et al., 
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2008; Thompson-Schill et al., 2002). But it is unclear to what extent the function of the 

inferior prefrontal cortex needs to be further subdivided as a function of the material on which 

inhibitory cognitive control is applied, also because very few neuroimaging studies have 

contrasted phonological vs. semantic inhibitory control, or verbal vs. non-verbal inhibitory 

control requirements. Studies focusing on semantic inhibitory control generally highlighted 

the involvement of the left inferior frontal gyrus (IFG) but also of temporo-parietal cortices 

including the middle temporal gyrus (MTG) during tasks such as picture naming, semantic 

association (with close semantic distractors) judgment, picture-word-interference or semantic 

blocking (Abel et al., 2009; De Zubicaray et al., 2013; Schnur et al., 2009; Whitney et al., 

2011). Also, patients with aphasia demonstrating a specific deficit for this type of tasks 

demonstrated lesions in these areas (Gardner et al., 2012; Hoffman et al., 2011; Jefferies & 

Lambon Ralph, 2006; Thompson-Schill et al., 2002). Neuroimaging studies focusing on 

phonological inhibitory control as assessed with a phonological association task (picture-word 

with close phonological distractors) also highlighted the involvement of the IFG, in both 

anterior (BA45) and posterior (BA44) parts, as well as of temporal cortices (including 

posterior superior and middle temporal gyri) (Marian et al., 2014; Peramunage et al., 2011; 

Righi et al., 2010; Xie & Myers, 2018).  

Very few studies have compared phonological and semantic inhibitory control processes, with 

furthermore inconsistent results. Early neuroimaging studies, without directly confronting 

phonological and semantic inhibitory control processes, reported a functional distinction 

within the left IFG, with ventral anterior parts of the IFG being involved more specifically in 

semantic tasks, and the dorsal posterior part supporting language inhibitory control more 

generally, including phonological levels of inhibitory control (Devlin et al., 2003; Gough et 

al., 2005; Poldrack et al., 1999; Snyder et al., 2007; Wagner et al., 2001). More recently, 

Klaus and Hartwigsen (2019) demonstrated a double dissociation between semantic 
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(category) and phonological (rhyme generation) fluency tasks, with a disruption of semantic 

fluency performance when repetitive transcranial magnetic stimulation was applied over the 

anterior IFG, and with facilitation of the phonological fluency performance when repetitive 

transcranial magnetic stimulation was applied over the posterior IFG. However, these results 

are somewhat difficult to interpret in terms of inhibitory control only given the multi-

determined nature of verbal fluency tasks (access to semantic vs. phonological information, 

monitoring of already produced words requiring updating and working memory demands, …). 

Another study also observed dissociations, but between frontal and temporo-parietal regions 

rather than between anterior and posterior inferior frontal cortices, by observing in left brain-

damaged patients that inferior frontal lesions were associated with inhibition deficits for 

semantic neighbours in a word-production task while posterior superior temporal and inferior 

parietal lobe lesions were associated with inhibition deficits for phonological neighbours 

(Mirman & Graziano, 2013). However, a meta-analysis study observed a similar involvement 

of a left anterior IFG cluster (BA45) for phonological and semantic processes, based on a 

large set of studies involving a large set of tasks such as rhyme generation, synonym 

generation and translation, verbal fluency, semantic retrieval, word repetition, synonym 

production, lexical decision, inner speech generation, and semantic categorisation tasks 

(Liakakis et al., 2011). Again, these results are difficult to interpret in terms of inhibitory 

control given the heterogeneous and multi-determined nature of the different tasks included in 

this meta-analysis, some tasks having stronger inhibitory demands (e.g., verbal fluency) than 

others (e.g., word repetition).  

A few studies contrasted phonological and semantic inhibitory control in language tasks in a 

more targeted manner. Minicucci et al. (2013) manipulating the phonological or semantic 

nature of distractor prime words in a lexical decision task and observed a similar modulation 

of the IFG, the MTG and the superior temporal gyrus (STG) for the inhibition of both prime 
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types in healthy participants. Also, a study using an fMRI adaptation paradigm with tasks 

involving difficulty-matched phonological and semantic inhibitory control tasks showed 

similar adaptation effects for the anterior and posterior IFG (BA45/47 and BA44) during 

phonological and semantic inhibitory control, supporting common neural substrates for 

semantic and phonological control (Gold et al., 2005). However, in these studies, 

phonological inhibitory demands were manipulated via stimuli having a lexico-semantic 

content (i.e., words instead of nonwords), raising the possibility that the phonological 

inhibitory conditions also had a lexico-semantic inhibitory component. Other studies using 

this more targeted approach on inhibitory control did observe differences between 

phonological and semantic inhibitory control. Abel et al. (2009) contrasted brain activity for 

auditory distractor words that shared phonological or semantic features with the target word in 

a picture naming task. While observing common IFG involvement in both inhibitory control 

conditions, associated networks differed: a fronto-temporal neural network, including the 

MTG, characterized the semantic inhibitory control condition while a fronto-parietal neural 

network, including the angular gyrus (AG), characterized the phonological inhibitory control 

condition. But once more, this study used words as phonological distractors leading to an 

ambiguous interpretation of results. A further study observed a functional subdivision of IFG 

involvement for inhibitory control in phonological (with words and nonwords) versus 

semantic judgment tasks (Snyder et al., 2007): now the anterior part of the IFG (BA 45) was 

associated with phonological inhibitory control while the posterior part (BA44) was 

associated with semantic inhibitory control. These results contrast with the earlier 

neuroimaging studies that associated anterior IFG with semantic inhibitory control and 

posterior IFG with phonological control. Furthermore, Snyder et al. observed that 

phonological inhibitory control for words only involved the IFG while phonological 

inhibitory control for nonwords involved the precuneus and supramarginal areas. This study 
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therefore questions more generally the involvement of the IFG in pure phonological inhibitory 

control. Finally, a study using the blocked cyclic naming task, assessing build-up of semantic 

or phonological interference and associated inhibitory control demands during repeated object 

naming observed that left IFG activation was specific to semantic interference while the left 

temporal cortex (left STG and MTG) was involved in both phonological and semantic 

blocking conditions (Schnur et al., 2009). But again, the latter results are difficult to interpret 

due to the use of lexical stimuli (words) in both phonological and semantic inhibitory 

conditions. 

In sum, while a number of studies appear to show a distinction between phonological and 

semantic inhibitory control processes at the behavioural and neural level, other studies do not 

support such a distinction. Furthermore, the role of the IFG, or distinct subparts of the IFG, in 

phonological inhibitory control is highly uncertain. These inconsistencies may either reflect 

the task-specificity of phonological vs. semantic inhibitory control processes and their 

complexity, or an insufficient control of stimulus and task parameters when assessing 

phonological vs. semantic inhibitory control. In the studies discussed here, either structurally 

different tasks were used, not allowing for a direct comparison between phonological and 

semantic inhibitory control demands, or the tasks did not target in a sufficiently pure manner 

phonological vs. semantic aspects of inhibitory control by using lexical stimuli (words) for 

testing both aspects of control.  

The aim of this study was to maximize the contrast between phonological and semantic 

material on which inhibitory control processes had to act, and therefore we used nonwords for 

the phonological task and words for the semantic task. Both tasks were constructed to be 

structurally as similar as possible but to clearly differ at the linguistic level at which inhibitory 

control processes need to intervene. Using word stimuli would have rendered the 

phonological and semantic control tasks more similar at the content level, but there was a risk 
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that similar lexical inhibitory processes could then be engaged in both conditions, leading to a 

less optimal situation for contrasting phonological vs. semantic inhibitory control. We used a 

semantic judgment task that had been frequently used in previous studies for examining 

semantic inhibitory control deficits (Schnur et al., 2009) and further adapted it to phonological 

material by using nonwords and phonological judgments. In the semantic variant of this 

paradigm, participants were presented with two target words and two test words and they 

needed to select the test word that provides the best semantic match with both of the target 

words. Furthermore, in the high inhibitory control condition, the wrong test word was 

preactivated via a prime word presented shortly before the appearance of the target words, and 

hence the preactivated test word needed to be inhibited to allow for correct response selection. 

We adapted this task to a phonological judgment condition, in which participants had to 

decide which of two test nonwords provided the best phonological match with the two target 

nonwords, a wrong test nonword having been preactivated via a prime nonword presented 

briefly before the presentation of the target nonwords (see Figure 1). The two tasks also had a 

low inhibitory control condition, in which the prime word/nonword preactivated the correct 

target word/nonword. By contrasting the high versus low inhibitory control conditions for the 

two task versions, we aimed at isolating and comparing the neural substrates associated with 

semantic and phonological inhibitory control. A further specificity of this study was the use of 

both univariate and multivariate fMRI approaches in order to assess the neural commonality 

and specificity of semantic and phonological inhibitory control with a high level of 

sensitivity. In the multivariate approach, we examined whether the multivariate neural 

patterns supporting semantic inhibitory control predict those involved in phonological 

inhibitory control and vice versa. A positive prediction would provide a strong argument for 

at least a certain degree of neural overlap of semantic and phonological inhibitory control. We 

used auditory nonwords and visual words as primes in order to maximize the contrast of 
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phonological vs. semantic pre-activation. This design choice was based on behavioural 

piloting of the task which had shown that visual nonwords did not lead to a strong 

phonological preactivation effect. Besides, the use of an auditory presentation of the prime 

maximize the chance to use a phonological process rather than a simple visual letter form 

process to find similarity between nonwords, strategy probably easier that the phonological 

one when we processing words with no meaning. Moreover, this is consistent with previous 

studies, the vast majority of studies assessing semantic control also used written words while 

studies assessing phonological inhibitory control generally use auditory prime (Damian & 

Martin, 1999; Jescheniak & Schriefers, 2001; Mahon et al., 2007). Furthermore, these 

differences in presentation modalities of the tasks should not affect the results given that we 

contrasted within-task levels of inhibitory control and then used these contrasts for further 

analyses. This design choice allowed for an even stronger test of the domain-general 

hypothesis of verbal inhibitory control: if inhibitory processes are domain general, then 

associated multivariate patterns should be similar, whether information has been presented 

auditorily or visually. A region-of-interest (ROI) strategy was used, by focusing on the 

different parts of the IFG, the AG and the MTG areas highlighted in previous studies on 

semantic and/or phonological inhibitory control. Finally, the inclusion of elderly participants 

also allowed to assess the question of the commonality/specificity of semantic vs. 

phonological inhibitory control processes with maximal sensitivity given the increased 

interindividual differences in inhibitory control processes that appear during aging and the 

resulting higher likelihood of observing dissociations between both inhibitory control 

processes if they rely on distinct neural and cognitive substrates (Janse & Adank, 2012; Lustig 

et al., 2008; Salthouse, 2009; Tun et al., 2002). Note that this report is part of a larger, open-

ended preregistered research project on semantic and phonological inhibitory control in 
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healthy and brain-damaged populations (https://osf.io/jcx9t/). All data are available in the 

OSF project. 

2. Methods 

2.1. Participants 

Thirty-four right-handed French-speaking elderly adults (19 women) with no history of 

neurological disorder, sensory impairment, or learning, were recruited, in accordance with the 

sample size (N=30) and statistical power thresholds (power = .80; effect size = .75; =.001) 

determined during preregistration via fMRIPower (fmripower.org) for the specific inhibitory 

control contrasts task as specified below. Participants received 10 euros per hour for their 

participation. Data from three participants (2 women) were excluded because of excessive 

movement in the scanner (i.e. see criteria below). The data from 31 participants (18 women) 

were retained for further analysis (mean age = 60.12 ± 6.08 years old, age range = 50-72). All 

participants were screened for signs of cognitive decline using the Mattis Dementia Rating 

Scale (Mattis, 1988). All participants scored above the cut-off (cut-off score = 123; Turner et 

al., 2013) (mean =142.87 ± 2.22; range = 133 to 144). Participants were also screened for 

language impairment with a naming task (EXaDé from Bachy-Langedock, 1989). All 

participants obtained a score close to the maximum (mean = 35.58 ± 0.76; range = 33 to 36). 

For all participants, exclusion criteria were a history of psychiatric disease, 

premorbid/developmental language disorders or any medical contraindication for accessing an 

MRI environment. All participants gave their written informed consent before participating to 

the study. The ethics committee of the Faculty of Medicine and the University Hospital 

(Comité d’éthique hospitalo-universitaire, ULiège) had approved the study. 

2.2. fMRI task description  

Semantic and a phonological language inhibitory control tasks were administered in separate 

blocks during a unique fMRI session (see Figure 1). The two tasks followed the same 

structure, with the presentation of a visual prime word during 1000 ms for the semantic 
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inhibitory control task and the presentation of an auditory prime nonword for the phonological 

inhibitory control task. Note that contrary to the indication of visual presentation for the prime 

nonword in the preregistration report, the prime nonword was presented auditorily in order to 

maximize preactivation of phonological information. Next, the two target (non)words were 

presented during 2000 ms followed by the additional appearance of two test (non)words at the 

bottom of the screen. The participant had to decide within 6000 ms which test (non)word 

provided the best match with both target (non)words. The participants responded by pressing 

the button under their index finger for selecting the test (non)word on the left of the screen 

and the button under their middle finger for selecting the (non)word on the right of the screen. 

The initial prime (non)word either interfered (high inhibitory control) or facilitated (low 

inhibitory control) with the selection of the correct test (non)word. More precisely, to 

manipulate semantic inhibitory control demands, one of the two target words was polysemic 

(e.g. cricket in Figure 1), with only one of the two meanings being shared between the two 

words (e.g. insect). In the high inhibitory control condition, the prime (e.g., football to 

activate the semantic category of sport) activated the non shared meaning of the polysemic 

word and one of the test words further corresponded to this non-target meaning (e.g. rugby); 

thus high inhibitory control was needed to inhibit both the initially activated semantic concept 

and the distractor test word (Test 2 in Figure 1). On the other hand, in the low inhibitory 

control condition, the prime (e.g., beetle to activate the semantic category of insect) already 

activated the shared semantic concept, and was furthermore aligned with the correct test word 

(butterfly in the example); thus selection of the correct target word was facilitated and did not 

require any inhibition. A full list of the material is given in Table 1 of the Appendix. A 

baseline condition controlling for perceptual and motor aspects was also included, the same 

word appearing for each stimulus type only the font differing between the target and test 
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words; the participant had to select the test word presented in the same font as both target 

words. 

 

Figure 1. Illustration of the semantic and phonological inhibitory control tasks, for high 

inhibitory control, low inhibitory control and baseline conditions. (single column fitting 

image) 

 

The phonological inhibitory control task had exactly the same structure and rationale but 

involved phonological judgments for nonwords, the participants being asked to select the test 

nonword that shared a vowel and its position with both target nonwords (see Figure 1). The 

two bisyllabic target nonwords (e.g., tura – kula) shared their vowels but only one of the 

vowels was informative for response selection. In the high inhibitory control condition, only 

the non-informative vowel was preactivated via a prime nonword that shared the non-

informative vowel (e.g.. zuvo) of the target nonwords and its position as well as both vowels 
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of the incorrect test nonword (e.g., fozu). This test nonword had to be inhibited for selecting 

the correct test nonword that shared a vowel and its position with both target nonwords (e.g., 

bima), the informative vowel /a/ which furthermore had not been pre-activated by the prime 

word. For the low inhibitory control condition, the prime nonword shared both vowels with 

the two target nonwords and one vowel and its position with the correct test nonword, 

facilitating its selection. The prime nonwords, presented auditorily, had been recorded by a 

female voice at a normal speech rate of one nonword per 800ms approximatively. A full list 

of the material is given in Table 1 of the Appendix. All letters/sounds used had unambiguous 

and systematic grapheme-phoneme correspondences. Again, a baseline condition controlling 

for perceptual and motor aspects was included and also involved font matching judgments. 

For each task there were 26 trials per inhibitory control condition and 18 baseline trials 

(corresponding to 35% of the entire task). During preregistration, a slightly higher number of 

trials had been planned but when piloting the task, we considered it more appropriate to 

reduce the number of trials by a small proportion (10 to 13%) in order to keep time in the 

scanner and task duration acceptable for elderly participants. The duration of the intertrial 

interval was variable (random Gaussian distribution centered on a mean duration of 

7000+1000 ms) and further varied as a function of the participants’ response times since the 

probe array disappeared immediately after a response was recorded. If the participant did not 

respond within 6000 ms, ‘no response’ was recorded and the next trial began. Both response 

accuracy and response times were collected. Each task was presented in two different blocks 

in the same session, and the order of the blocks was randomly assigned to participants. A T1 

structural brain scan was acquired between the two tasks (see below). A practice session 

outside the magnetic resonance environment, prior to the start of the experiment, familiarized 

the participants with the specific task requirements and included the administration of 4 

practice trials for each task which could be repeated; this procedure ensured that each 
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participant demonstrated sufficient understanding of the task before being placed in the 

scanner. Specific lists were used for the practice trials in order to avoid item repetition and 

learning effects that could interact with the inhibitory control demands of the experimental 

trials. The task was presented on a workstation running Matlab 12 and the Cogent toolbox 

(UCL, http://www.vislab.ucl.ac.uk/cogent.php).  

2.3. MRI acquisition 

Functional MRI time series were acquired on a whole-body 3T scanner (Magnetom Prisma, 

Siemens Medical Solutions, Erlangen, Germany) operated with a 20-channel receiver head 

coil. Multislice T2*-weighted functional images were acquired with the multi-band gradient-

echo echo-planar imaging sequence (CMRR, University of Minnesota) using axial slice 

orientation and covering the whole brain (32 slices, multiband factor = 2, FoV = 192x192 

mm², voxel size 3x3x3 mm³, 25% interslice gap, matrix size 64x64x32, TR = 978 ms, TE = 

30 ms, FA = 90°). The five initial volumes were discarded to avoid T1 saturation effects. A 

gradient-recalled sequence was applied to acquire two complex images with different echo 

times (TE = 10.00 and 12.46 ms respectively) and generate field maps for distortion 

correction of the echo-planar images (EPI) (TR = 634 ms, FoV = 192x192 mm², 64x64 

matrix, 40 transverse slices (3 mm thickness, 25% inter-slice gap), flip angle = 90°, 

bandwidth = 260 Hz/pixel). For anatomical reference, a high-resolution T1-weighted image 

was acquired for each subject (T1-weighted 3D magnetization-prepared rapid gradient echo 

(MPRAGE) sequence, TR = 1900 ms, TE = 2.19 ms, inversion time (TI) = 900 ms, FoV = 

256x240 mm², matrix size = 256x240x224, voxel size = 1x1x1 mm³). Between 1020 and 

1131 functional volumes were acquired (M = 1069.71, SD = 32.48) during the semantic 

inhibitory control task. For the phonological inhibitory control task, between 903 and 1081 

functional volumes (M = 969.61, SD = 48.39) were acquired. The visual stimuli were 
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displayed on a screen positioned at the rear of the scanner, which the participant could 

comfortably see through a mirror mounted on the standard head coil. 

2.4. fMRI analyses  

2.4.1. Image preprocessing  

The functional images were preprocessed and analysed at the univariate level using SPM12 

software (Wellcome Department of Imaging Neuroscience, www.fil.ion.ucl.ac.uk/spm) 

implemented in MATLAB (Mathworks, Inc., Sherbom, MA). EPI time series were corrected 

for motion and distortion using the Realign and Unwarp with default settings functions 

together with the FieldMap toolbox (implemented in SPM12) (Andersson et al., 2001; Hutton 

et al., 2002). A mean realigned functional image was then calculated by averaging all the 

realigned and unwrapped functional scans and the structural T1 image was coregistered to this 

mean functional image (using a rigid body transformation optimised to maximise the 

normalised mutual information between the two images). The mapping from subject to MNI 

space was estimated from the structural image with the “unified segmentation” approach 

(Ashburner & Friston, 2005). The warping parameters were then separately applied to the 

functional and structural images to produce normalised images of resolution 2 × 2 × 2 mm3 

and 1 × 1 × 1 mm3, respectively. Finally, the warped functional images were spatially 

smoothed with a Gaussian kernel of 4 mm FWHM to improve signal-to-noise ratio while 

preserving the underlying spatial distribution (Schrouff et al., 2012); this smoothing also 

diminishes the impact residual head motion can have on MVPA performance, even after head 

motion correction (Gardumi et al., 2016). We screened extreme head motion by excluding the 

entire data set of a participant if whole session movement was larger than 3 mm / 3° and/or if 

there was a peak movement exceeding 3 mm / 3° relative to initial head position. This 

resulted in the removal of the data of three participants (see above). 

2.4.2. Univariate analyses 
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Univariate analyses isolated BOLD signal variations associated with the inhibitory control 

effect in each task. For each participant BOLD responses were estimated at each voxel, using 

a general linear model with epoch regressors and event-related regressors. For both tasks, the 

regressor ranged from the onset of the probe display to the participant’s response, where the 

inhibitory control, high or low is required. On this basis, for each task, two linear contrast 

were performed, one for the high inhibitory control condition (minus the baseline condition) 

and another for the low inhibitory control condition (minus the baseline condition). For each 

model, the design matrix also included the realignment parameters to account for any residual 

movement-related effect. A high-pass filter was implemented using a cut-off period of 128 

sec in order to remove the low-frequency drifts from the time series. Serial autocorrelations 

were estimated with a restricted maximum likelihood algorithm with an autoregressive model 

of order 1 (+ white noise). However, even if the TR we used was still close to 1 second, the 

autoregressive model used in SPM might not be optimal for fMRI data collected with a TR of 

less than 1 second (Sahib et al., 2016). Therefore, we also checked our data by using the 

FAST option (recommanded for fast TRs; Olszowy et al., 2019) for autocorrelation estimation 

and modelling in SPM. This did not lead to any change in group-level results, as expected 

since inadequate AR modelling impacts mainly fixed effect analyses but not group level 

analyses.  

For both tasks, we extracted beta values for each level of inhibitory control (High-Baseline 

and Low-Baseline) for the different regions of interest defined later in the section 2.4.5. Then, 

we conducted a repeated measures ANOVA 2 (phonological vs. semantic domain) X 2 (high 

vs. low inhibitory control) on betas for each ROI. 

We also assessed functional connectivity for the two inhibitory control tasks as a function of 

level of control via psychophysiological interaction analysis. We took the left anterior (pars 

opercularis) and posterior (pars triangularis) IFG ROIs as seed regions (see below) given that 
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these regions had been most commonly involved in verbal inhibitory control in the previous 

studies reviewed in the Introduction section. These regions were also found to be sensitive to 

phonological and semantic control effects in the multivariate results reported below. 

Functional connectivity analysis (psychophysiological interaction) as implemented in SPM 

uses a seed-voxel approach and we therefore defined specific coordinates for these ROIs that 

allowed to extract associated volumes of interest. These specific coordinates were defined 

based on the peak coordinates obtained in the high control conditions, by averaging across the 

phonological and semantic contrasts. The resulting coordinates for the left IFG seed regions 

were the following: IFG triangularis [+-50, 32, 20], IFG opercularis [+-38, 22, 0]. For each 

subject, a linear models was constructed for each task and included three regressors (plus the 

realignment parameters as covariates of no interest). A first regressor represented level of 

inhibitory control, by contrasting the high and the low conditions. The second regressor 

represented the activity in the seed area. The third regressor represented the interaction of 

interest between the first (psychological) and second (physiological) regressors. Significant 

results for psychophysiological interaction regressor indicated similar changes in the 

regression coefficients between the seed area and reported brain areas, as a function of level 

of inhibitory control. After smoothing (6-mm FWHM Gaussian kernel), the contrast images 

for this regressor were then entered in a second-level (random effects) analysis. A one-sample 

t test was performed to assess group-level changes in functional connectivity as a function of 

level of inhibitory control (voxelwise threshold, P < 0.05 corrected for whole brain volume, or 

small volume corrections at P < 0.05 for a priori locations of interest). 

2.4.3. Multivariate analyses 

In order to use the most sensitive analyses for detecting inhibitory control condition effects 

but also for assessing the similarity of neural substrates supporting semantic vs. phonological 

inhibitory control, multivariate analyses were conducted using PRoNTo, a pattern recognition 
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toolbox for neuroimaging (www.mlnl.cs.ucl.ac.uk/pronto; Schrouff et al., 2013). We 

determined the voxel patterns discriminating between both inhibitory control conditions, for 

each task at an individual subject level. We trained classifiers to distinguish voxel activity 

patterns associated with high inhibitory control versus low inhibitory control in the 

preprocessed and 4-mm smoothed functional images for each task events separately, using a 

binary support vector machine (Burges, 1998). For within-task classifications of level of 

inhibitory control, a leave-one-block-out (LOBO) cross-validation procedure was used. For 

cross-tasks predictions of level of inhibitory control, a leave-one-run-out (LORO) cross-

validation procedure was used, resulting in training the inhibitory control classifier on one 

task (e.g., phonological task) and testing the classifier on the other task (e.g., semantic task). 

Classifier performance was tested by comparing the group-level distribution of classification 

accuracies to a chance-level distribution using one sample t tests.  

2.4.4. ROI analyses 

The present study focused on the main ROIs discussed in the first section, including the IFG, 

the MTG and the AG. These ROIs were defined and delimited using IBASPM 71 and 

IBASPM 116 atlases (http://www.thomaskoenig.ch/Lester/ ibaspm.htm) via the wfupickatlas 

toolbox. They were exported as .nifti files and then used as an inclusive mask for voxels on 

which the univariate and multivariate analyses were conducted. For all ROIs we considered 

both hemispheres. A first ROI was the IFG given its highly frequent involvement in 

phonological and semantic inhibitory control (Abel et al., 2009; Fiebach et al., 2007; 

Gagnepain et al., 2008; Gold et al., 2005; Ralph et al., 2016; Rissman et al., 2003; Sabri et al., 

2008; Seghier et al., 2010; Snijders et al., 2009; Snyder et al., 2007; Visser et al., 2012; 

Whitney et al., 2011). In line with the literature, we considered separately the pars opercularis 

(BA44), the pars triangularis (BA45) and the pars orbitalis (BA47). Another ROI frequently 

associated with semantic control was the (posterior) MTG (Jedidi et al., 2021; Jefferies et al., 
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2006, 2020). Finally, a last ROI was the AG, as it has also been reported to be sensitive to 

inhibitory control effects (Abel et al., 2009; Klepousniotou et al., 2014; Snyder et al., 2007). 

Note that the two latter regions were not initially mentioned in the preregistration report but 

were subsequently deemed essential for a comprehensive assessment of this study’s research 

question given their frequent involvement in language inhibitory control as reported in the 

literature. Moreover, based on a comprehensive literature review, we choose to use a slightly 

more fine-grained division of the IFG in three segments rather than two segments (anterior-

posterior) initially mentioned in the preregistration report.  

2.5. Behavioral analyses 

To assess the behavioural effects of the inhibitory control conditions, we conducted a 2 

(phonological vs. semantic domain) X 2 (high vs. low inhibitory control) repeated measures 

ANOVA on response accuracy as well as on response times. Significant effects were further 

followed up by Paired t-tests. 

2.6. Complementary Bayesian statistical approach 

Although not initially planned during preregistration, we also report results for Bayesian 

statistical analyses for both behavioral and fMRI data, in order to appreciate evidence both in 

favor and against effects of interest while frequentist statistics only allow to interpret 

evidence in favor of these effects (Wagenmakers, 2007). The BF10 value represents the result 

of the likelihood ratio of the alternative model (H1) relative to the null model (H0); the 

likelihood ratio of H0 relative to H1 corresponds to the reverse, BF01= 1/BF10. The following 

classification of evidence strength was used (Jeffreys, 1961; Lee & Wagenmakers, 2014): A 

BF of 1 provides no evidence, 3 > BF > 1 provides anecdotal evidence, 10 > BF > 3 provides 

moderate evidence, 30 > BF > 10 provides strong evidence, 100 > BF > 30 provides very 

strong evidence, and BF > 100 provides extreme/decisive evidence. Bayesian analyses were 
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conducted with Version 0.10.2.0 of the JASP software package, using default settings for the 

Cauchy prior distribution (JASP Team, 2017, jasp-stats.org).  

3. Results 

3.1. Behavioral analyses 

 

Descriptive data are presented in Figure 2. A first 2 (phonological vs. semantic domain) X 2 

(high vs. low inhibitory control) repeated measures ANOVA was conducted on response 

accuracy. The results showed no main effect of domain, F(1, 30)=2.13, p=.16, ƞ2
p=.07; 

BF10=0.69, but a main effect of inhibitory control, F(1, 30)=26.98, p<.001, ƞ2
p=.47; 

BF10=1702.58, indicating that the high inhibitory control condition led to the expected 

accuracy decrease relative to the low inhibitory control condition. Moreover, we observed a 

significant interaction between the domain and inhibitory control effects, F(1, 30)=5.61, 

p=.024, ƞ2
p=.16; BF10=1845.74, the inhibitory control effects being less important for the 

phonological domain (see Figure 2). Paired t-tests between the two levels of inhibitory control 

for each domain, after Bonferroni corrections for multiple comparisons (=.025), confirmed a 

significant inhibitory control effect for the semantic domain (t=4.17, p<.001, d=0.75; 

BF10=116.96) and for the phonological domain (t=4.22, p<.001, d=0.76; BF10=132). When 

conducting the same ANOVA on response times, we observed a main effect of domain, F(1, 

30)=47.78, p<.001, ƞ2
p=.61; BF10=1.04E+12, with slower response times for the phonological 

domain, a main effect of level of inhibitory control, F(1, 30)=23.74, p<.001, ƞ2
p=.44; 

BF10=2.19, as well as a significant interaction between domain and inhibitory control effects, 

F(1, 30)=32.01, p<.001, ƞ2
p=.52; BF10=2.48E+14. Paired t-tests showed a significant effect of 

inhibitory control in the semantic, t=5.76, p<.001, d=1.03; BF10=6831.10, but not in the 

phonological domain, t=0.83, p=.41, d=0.15; BF10=0.26. This absence of effect was 

confirmed by a BF in favor of the null model-H0 (BF01=3.79). In sum, we observed a main 
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effect of inhibitory control for both accuracy and response times in the semantic domain and 

only for accuracy in the phonological domain. 

 

Figure 2. Behavioral data of both control tasks assessed in fMRI. The stars indicate significant 

inhibitory control effects (pBonferroni<.025) while the cross signs indicate Bayesian evidence in 

favour of a difference with a BF10>3. (Single column fitting image) 

 

 

We further checked that the constant appearance of the question mark on the right side of the 

screen had not biased participant’s responses towards the rightward test word. A Bayesian 

paired t-test on response accuracy and response times as a function of correct test word 

location showed no impact of correct-test-word location on response accuracy (left side: 

mean=0.95±0.06; right side: mean=0.95±0.06; BF10=0.19) or response times (left side: 

mean=1457.32±388.21; right side: mean=1501.09±412.49; BF10=0.48) for the semantic task 

and a small leftward instead of a rightward advantage for the phonological control task and 

only for response accuracy (left side: mean=0.92±0.09; right side: mean=0.90±0.09; 

BF10=46.8) and not for response times (left side: mean=2065.29±557.61; right side: 

mean=2153.96±564.22; BF10=1.12). 

3.2. Neuroimaging - Univariate Analyses 

 

To analyse univariate control and domain effects, we extracted for each ROI beta values as a 

function of level of control (High-baseline vs. Low-baseline) and domain (semantic vs. 

phonological) (see 2.4.2 section for details) (see Figure 3). A repeated measures 2 (domain) X 
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2 (level of control) ANOVA was conducted on the beta values for each ROI. Results are 

detailed in Table 2 of the Appendix. We observed a main effect of domain for all ROIs, 

except for the IFG - pars opercularis, the right MTG and the right AG, semantic judgment 

leading to overall higher beta values than phonological judgment. With regard to the main 

inhibitory control effect, all ROIs exhibited a main effect of control except for the bilateral 

MTG. All ROIs were also characterized by a significant interaction. 

 

Figure 3. Betas extracted from the different ROIs for each control level in both domains. The 

stars indicate classification significantly higher than chance-level (pBonferroni<.005). The cross 

signs indicate Bayesian evidence in favour of a difference with a BF10 > 3. (2-column fitting 

image) 

 
 

Paired t-tests demonstrated an effect of control in all ROIs during semantic judgment but not 

in any ROIs during phonological judgment, after Bonferroni corrections for multiple 

comparisons (=.005). Bayesian paired t-tests confirmed evidence in favour of inhibitory 

control effects in all ROIs for the semantic task but not for the phonological task (see Table 2 

in the Appendix and Figure 3). Also, evidence in favour of the absence of an inhibitory 

control effect was observed for the phonological task in the left IFG – pars opercularis and 

orbitalis (respectively, BF01=3.03 and BF01=3.70). 

3.3. Neuroimaging - Multivariate Analyses  
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Next, we examined multivariate control effects in order to assess neural responses to 

inhibitory control in the most sensitive manner for each ROI and critically, to determine 

whether the same multivariate neural responses characterize control effects in the semantic 

and phonological domain using within-domain classification and between-domain prediction 

approaches of effects-of interest (see section 2.4.3 for details). First, regarding within-domain 

classifications of control effects for the semantic domain, significant above-chance level 

classification of level of control was observed in all ROIs including the three parts of the IFG, 

pars opercularis, orbitalis and triangularis as well as in the bilateral MTG and AG. These 

significant classifications were confirmed by Bayesian one sample t-tests (see Table 3 in the 

Appendix and Figure 4). For the phonological task, we observed significant above-chance 

level classifications of control effects only in the left MTG (p<.005). Bayesian one sample t-

tests demonstrated evidence in favour of above-chance level classifications for the left MTG 

and the bilateral IFG triangularis (see Table see Table 3 in the Appendix and Figure 4). 

Evidence in favour of the absence of above-chance level classifications was observed for the 

left AG, the right IFG opercularis and the bilateral IFG orbitalis with (see Table 3 in the 

Appendix and Figure 4). 
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Figure 4. Classification rates for level of inhibitory control, as function of ROIs and 

domains. The black line bar marks chance-level classification rates. The stars indicate 

classification significantly higher than chance-level with Bonferroni corrections for multiple 

comparisons (pBonferroni<.005). The cross signs indicate evidence in favour of above-chance-

level classifications at BF10 > 3. (1.5 column fitting image) 

 

These results indicate robust classification of level of inhibitory control for all ROIs in the 

semantic task, but only for the left MTG and the bilateral IFG – pars triangularis, in the 

phonological task. In a final, critical analysis, we examined whether the multivariate neural 

patterns allowing to distinguish level of inhibitory control in the semantic task are the same as 

those involved in the phonological task. Although this prediction, if existing, was only 

expected for the left MTG and the bilateral IFG – pars triangularis showing multivariate 

control effects in both tasks, the cross-task predictions were run for all ROIs for sake of 

completeness. This analysis (see Figure 5 and Table 4 in the Appendix) did not lead to any 

significant cross-domain prediction of inhibitory control effects. Moreover, Bayesian statistics 

showed evidence in favour of the absence of reliable cross-domain prediction of inhibitory 

control effects in all ROIs.  
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Figure 5. Predictions rates for level of inhibitory control, as function of ROIs and 

domains. The black line bar marks the chance-level. (1.5 column fitting image) 

 

3.4. Psychophysiological interactions 

Finally, to further understand the dynamics of inhibitory control processes, we explored 

functional connectivity for the left IFG - pars triangularis and the left IFG – pars opercularis 

as seed areas, via psychophysiological interaction. In the semantic domain, the left IFG 

opercularis was functionally connected to the bilateral IFG triangularis, IFG orbitalis and the 

AG as well as with the right MTG. The left IFG triangularis was associated with the left IFG 

opercularis and the right IFG orbitalis, the AG as well as the bilateral MTG. In the 

phonological domain, a more restricted functional network was observed, with the left IFG 

triangularis being associated with the right MTG and the right AG only. The left IFG 

opercularis seed was not functionally connected to any other region. 

 

4. Discussion 

This study examined the commonality of the univariate and multivariate neural substrates 

associated with verbal inhibitory control, by comparing semantic and phonological domains 

in elderly healthy participants. By using structurally identical tasks for measuring semantic 

and phonological inhibitory control, we observed behavioral inhibitory control effects for 
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response accuracy in both tasks. At the univariate neural level, only a semantic inhibitory 

control effect was reliably observed in all frontal and temporal ROIs. At the multivariate 

neural level, high and low inhibitory control conditions could be decoded in all frontal and 

temporal ROIs for the semantic task; for the phonological task, inhibitory control conditions 

could be decoded in a slightly more restricted set of ROIs including the bilateral IFG pars 

triangularis, and the left MTG. Crucially, no evidence for between-domain prediction of 

neural patterns associated with inhibitory control was observed in any ROI. Functional 

connectivity analyses further demonstrated that semantic control was associated with an 

extensive fronto-parieto-temporal network, including the three segments of the IFG; 

phonological control was associated with a more restricted fronto-parieto-temporal network 

including the left IFG triangularis, the right AG and the right MTG. 

On the one hand, the present data are in line with a number of studies on semantic control, by 

supporting the role of the bilateral IFG, the MTG and the AG (Badre & Wagner, 2005; Binder 

et al., 2009; Davey et al., 2016; Jefferies & Lambon Ralph, 2006; Jefferies et al., 2020; 

Noonan et al., 2010; Rodd et al., 2005; Seghier et al., 2010; Thompson-Schill et al., 1999; see 

Ralph et al., 2016 for a recent review). These results have been observed with different 

paradigms, all requiring inhibitory control of semantic abilities, such as picture-naming task, 

semantic associative judgement tasks or build-up of semantic interference during speech 

production (Abel et al., 2009; Schnur et al., 2009; Whitney et al., 2011). In contrast to 

previous studies, we observed that all three subregions of the IFG were sensitive to semantic 

inhibitory control, while numerous previous studies suggested a more specific involvement in 

semantic inhibitory control for the anterior segment of the IFG (Devlin et al., 2003; Gardner 

et al., 2012; Gough et al., 2005; Poldrack et al., 1999; Snyder et al., 2007; Thompson et al., 

2015; Wagner et al., 2001). The posterior part of the IFG, corresponding to the pars 

opercularis, had been suggested to reflect higher cognitive control demands rather than being 
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specific to semantic control (Duncan, 2010; Fedorenko et al., 2012; Vigneau et al., 2006). 

However, our data are not in line with this assumption as the pars opercularis did not reliably 

distinguish between high and low control levels in the phonological inhibitory control task. 

Moreover, we demonstrated that the IFG pars opercularis, the IFG pars triangularis, the AG 

and the MTG formed a functional network during semantic inhibitory control. While the AG 

region has been considered to play a more specific role in semantic search and comparison 

processes (Abel et al., 2009; Mechelli et al., 2007; Seghier et al., 2010; Snyder et al., 2007), 

the IFG and the MTG areas may reflect representation-driven semantic inhibitory control 

processes. Jedidi et al. (2021) indeed recently observed IFG and pMTG involvement in 

implicit semantic control processes using a passive listening, adaptation fMRI paradigm, and 

in which there were no task-related explicit control requirements. 

For the phonological domain, we observed a rather restricted involvement of frontal and 

temporal ROIs in inhibitory control as compared to previous studies (Marian et al., 2014; 

Peramunage et al., 2011; Righi et al., 2010; Schnur et al., 2009; Xie & Myers, 2018). 

Furthermore, reliable neural inhibitory control effects were only observed in multivariate 

analyses. As already noted, these analyses showed inhibitory-control-sensitive neural patterns 

in the anterior part of the IFG (pars triangularis) but not in the more posterior part of the IFG 

(pars opercularis). While one previous study also observed anterior rather than posterior IFG 

involvement in phonological inhibitory control processes (Snyder et al., 2007), other studies, 

have also found involvement of the posterior part of the IFG (Devlin et al., 2003; Gough et 

al., 2005; Klaus & Hartwigsen, 2019; Mirman & Graziano, 2013; Poldrack et al., 1999; 

Snyder et al., 2007; Wagner et al., 2001). This restricted involvement of the anterior part of 

the IFG in phonological inhibitory control processes may be due to the use of word stimuli in 

these other studies, the posterior IFG having been associated lexical rather than sublexical 

levels of processing (Noonan et al., 2013; Teige et al., 2019). In most previous studies, 
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phonological inhibitory demands were manipulated via stimuli having a lexico-semantic 

content raising the possibility that the larger neural effects observed in these studies may have 

been the consequence of a combined recruitment of phonological and semantic control 

processes. Only one study assessed phonological control with nonwords and contrasted it with 

phonological control for words (Snyder et al., 2007). They also observed a more restricted set 

of areas involved in phonological control for nonwords as compared to words, with only the 

word stimuli eliciting left IFG recruitment. It should however be noted that the nonword 

condition was supposed to involve lesser inhibitory control demands than the word condition 

which involved the judgment of vowels whose sublexical phonological characteristics could 

be in conflict with the lexical phonological word form while this could not be the case for the 

nonword stimuli. In other words, the left IFG involvement in the study by Snyder et al. for 

phonological inhibitory control was also influenced by lexico-semantic processes. This 

interpretation is also supported by a study by Minicucci et al. (2013), showing left IFG 

involvement for phonological control only when the target stimuli were associated with a 

large number of lexical competitors. In sum, our results indicate that when phonological 

inhibitory control demands are clearly distinguished from lexical-semantic inhibitory control 

demands, then IFG involvement in phonological inhibitory control processes is strongly 

reduced and limited to multivariate neural effects in the anterior part (pars triangularis).   

One question we need to address here is whether our phonological inhibitory control task, 

although targeting more purely sublexical phonological inhibitory control demands than did 

previous studies, may have been characterized by overall lesser inhibitory control demands 

relative to the semantic inhibitory control task. This is not likely to be the case given that 

reaction times were overall slower in the phonological task indicating that this task was 

actually more challenging than the semantic task. It could then be argued that the low control 

condition of the phonological task may have had an already high inhibitory control demand, 
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reducing the likelihood of observing differential inhibitory control effects when comparing 

the high and low control conditions. However, if this would have been the case, then already 

the low control phonological condition should have been associated with high beta values in 

the univariate analyses. As shown in Figure 2, this was not the case, both phonological control 

conditions being characterized by relatively small beta values as compared to the semantic 

control conditions for the different ROIs.  

The most critical finding of this study is the fact that despite the common involvement of the 

bilateral IFG pars triangularis and the left MTG in both semantic and phonological inhibitory 

control in this study, the multivariate neural signals supported by these regions during 

phonological and semantic inhibitory control appeared to be distinct. Indeed, no cross-domain 

prediction of inhibitory control was observed in these areas (or in any other area). Therefore, 

it is a possibility that the inhibitory process required for phonological domain was lower than 

for the semantic domain and thus reflect a difference in the amount of inhibitory control.  

However, the potentially lesser involvement of inhibitory control processes should be due to 

the nature of phonological control rather than to the task or the stimuli per se. Indeed, as 

already highlighted, our results are actually in line with previous results that showed a more 

restricted behavioural effect as well as brain network for phonological vs. semantic inhibitory 

control abilities while also using nonword stimuli but structurally very different tasks (Snyder 

et al., 2007; Minicucci et al., 2013). Also, despite the fact that the network involved in 

phonological inhibitory control was more restricted than the one involved in semantic 

inhibitory control, there were still significant phonological control effects in the left MTG and 

the left IFG triangularis, bilaterally as in the semantic inhibitory control condition. But the 

multivariate patterns were not the same as no significant between-task prediction of level of 

control was observed. This qualitative difference suggests that the patterns involved do not 

encode the same differences or the same intensity of differences. This study was indeed the 
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first to use a multivariate approach for comparing the neural substrates associated with 

semantic and phonological inhibitory processes. Our findings extend those of previous studies 

by showing that the commonality of univariate brain responses in fronto-temporal cortices 

identified in a number of studies for phonological and semantic inhibitory control cannot be 

taken as evidence for domain-general inhibitory control processes (Abel et al., 2009; Gold et 

al., 2005; Liakakis et al., 2011; Minicucci et al., 2013; Schnur et al., 2009). Overall, our data 

support the smaller set of studies that suggested a neural dissociation between semantic and 

phonological inhibition, and refine the conclusions of these studies by showing that 

dissociations can even be observed within ROIs recruited both by phonological and semantic 

inhibitory control. Our results indicate that IFG pars triangularis and left MTG are specialized 

for inhibitory control of both phonological and semantic information, but likely via distinct 

processing or representational properties. A possible interpretation of this functional 

dissociation within the same neural substrates could be that the MTG serves a representational 

function of target and co-activated stimulus features, which can be of phonological or lexico-

semantic nature, depending on the task. The IFG pars triangularis would then serve a selection 

process, selecting the phonological or lexico-semantic target representation and inhibiting 

non-target, co-activated representations and features. In that case, the neural signals would 

differ for phonological and semantic inhibitory control tasks within the same neural regions as 

qualitatively different types of representation will be co-activated and inhibited in the two 

situations. Furthermore, it is likely that lexico-semantic stimuli, due to their associated 

familiarity and multi-dimensional knowledge (at auditory, visual, motor, emotional levels), 

will elicit larger sets of co-activated information and more widespread patterns of activation 

than purely phonological stimuli such as nonwords which only integrate sublexical 

orthographic and phonological representations (Ralph et al., 2016). This latter assumption is 
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also in line with the much broader fronto-temporal network identified in the present study for 

the semantic than the phonological inhibitory control tasks.  

This two-stage and two-state interpretation of our findings would not be inconsistent with the 

controlled semantic cognition (CSC) framework (Jefferies et al., 2020; Ralph et al., 2016; 

Thompson et al., 2018) which also distinguishes representational from selection/inhibitory 

aspects of linguistic control, although only for the semantic domain. Ralph et al. (2016) 

indeed argue that the left MTG area may represent integrated semantic information stemming 

from different sources (first stage) while the IFG pars triangularis (see for a review, Noonan 

et al., 2013) would be more particularly involved in selection of target information (second 

stage). A recent computational model using a reverse-engineering approach (Jackson et al., 

2021) also includes these two stages, with a multimodal representation hub linking 

information from sparsely connected modality-specific regions, and a control process 

operating on peripheral rather than deep semantic network layers. The latter needs to preserve 

the flexibility required for thinking and acting as the situation demands. Importantly, while 

these two models have been developed specifically for semantic control, our data suggest that 

these fronto-temporal control networks are involved in both phonological and semantic 

control situations, but functionally dissociate in terms of internal representations and 

selection/inhibitory control processes involved when operating on phonological vs. semantic 

linguistic information.  

Note that there was a general task difference in the paradigm used in this study by presenting 

nonwords in one case and words in the other case, with furthermore the prime nonwords 

being presented auditorily and the prime words being presented in written format. At the same 

time, it is important to mention that the main contrasts on which our results are based did not 

involve direct contrasts between the two tasks, but second-level comparisons of within-task 

inhibitory control effects; the within-task level-of-inhibitory-control effects should neutralize 
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the general phonological vs semantic processing differences as these contrasts involve the 

same linguistic levels of processing and only level-of-inhibitory control that is required differs 

between the two conditions to-be-compared. Critically, we intended to examine a strong 

hypothesis of the commonality of phonological and semantic control processes, by 

determining the univariate and multivariate similarities of the control processes despite these 

differences in stimulus material and modality. More generally, it proves to be very difficult to 

compare inhibitory control processes between domains in a perfectly pure and direct manner. 

One option, the one we took, is to maximally contrast the domains so that any commonality 

being identified can only be attributed to hypothetically shared inhibitory control processes. 

But one could argue that the experimental paradigm could in that case inflate the likelihood of 

detecting between-task differences due to these maximal between-domain and between-task 

differences (although note that we took care to avoid direct between domain comparisons for 

this reason). Indeed, a previous study has for example demonstrated that the nature of the 

linguistic stimuli used could moderate the existing link between language and non-linguistic 

executive control processes (Declerck et al., 2017). Another option is to use tasks and 

materials as similar as possible, such as words for both phonological and semantic judgment, 

but in that case commonalities may reflect the shared levels of representation and the 

necessarily shared associated inhibitory control processes intervening in the two task 

conditions rather than real cross-domain inhibitory control processes. 

To conclude, the present study showed the recruitment of a broad fronto-temporal network for 

semantic inhibitory control. A subpart of this network also supported phonological inhibitory 

control while presenting distinct multivariate neural patterns in phonological vs. semantic 

inhibitory control situations. This study may reconcile the inconsistent findings of the current 

literature, by showing the involvement of partially common neural regions in phonological 
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and semantic inhibitory control but by highlighting also the functional dissociations within 

these regions as a function of phonological vs. semantic inhibitory control demands.  
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