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ABSTRACT 

ene fusions are an important class of somatic alterations in cancer. In many well-known 

cases, they encode aberrant fusion transcription factors (TFs) with neomorphic DNA-

binding preferences. FET::ETS fusions represent a notable family of TFs. They result from 

the juxtaposition of a member of the FET (FUS/EWSR1/TAF15) family of RNA-binding proteins to 

a member of the ETS superfamily of TFs (e.g., FLI1 and ERG). These fusions are oncogenic drivers 

in many sarcomas and leukemias but challenging drug targets. An important limiting factor in 

developing therapies for them relies in our partial understanding of their underlying pathogenic 

molecular mechanisms. To date, the oncogenic functions of FET::ETS fusion proteins are almost 

exclusively confined to the control of mRNA synthesis. Based on a growing number of studies that 

identified non-canonical roles in the control of mRNA decay for various non-fusion (wild-type) 

DNA-binding TFs in human, we investigated whether FET::ETS fusion TFs might also be involved 

in mRNA decay. To test this possibility, we reasoned that Ewing sarcoma might represent an 

attractive model for a proof-of-concept study. Ewing sarcoma is an aggressive bone and soft-

tissue childhood cancer as well as a paradigm for solid tumor development after a single genetic 

event. In ~85% of patients, this disease is driven by the fusion protein EWSR1::FLI1 (EF). 

Structurally, EF is a well-defined TF containing a potent amino-terminal transactivation domain 

that is intrinsically-disordered and a carboxy-terminal ETS DNA-binding domain. Molecularly, EF 

is known to orchestrate oncogenic gene expression programs by reprogramming enhancers and 

promoters via phase transition and hijacking of chromatin regulators; as well as by remodeling 

the 3D genome architecture. In this work, we report that EF also reprograms gene expression by 

affecting mRNA stability and decipher the molecular mechanisms underlying this function. We 

show that EF is recruited to mRNAs via interaction with the RNA-binding protein HuR (also known 

as ELAVL1), and promotes mRNA decay by binding to CNOT2, a component of the CCR4-NOT 

deadenylation complex. Interestingly, we evidence that EF antagonizes the normal mRNA 

protective function of HuR through its association with CCR4-NOT. Importantly, we show that EF-

mediated mRNA decay supports Ewing sarcoma biology and yields a new vulnerability towards 

HuR inhibition. Finally, our data indicate that the control of gene expression by fusion TFs might 

represent a more complex scheme than anticipated, integrating mRNA synthesis and 

degradation, and thereby providing novel actionable molecular targets.  

 

 

Keywords: fusion proteins – EWSR1::FLI1 – Ewing sarcoma – gene expression regulation – mRNA 

decay – CCR4-NOT – HuR 
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RÉSUMÉ 

es fusions géniques constituent une classe importante d’altérations somatiques dans les 

cancers. Dans de nombreux cas bien connus, elles codent pour des facteurs de transcription 

aberrants dits de fusion présentant des propriétés néomorphes de liaison à l’ADN. Les 

fusions FET::ETS représentent une famille notoire de facteurs de transcription de fusion. Elles 

résultent de la juxtaposition d’un membre de la famille FET (FUS/EWSR1/TAF15) des protéines 

liant l’ARN à un membre de la superfamille des facteurs de transcription ETS, tels que FLI1 et ERG. 

Ces fusions sont des drivers oncogéniques qui sont responsables de plusieurs sarcomes et 

leucémies mais des cibles thérapeutiques complexes. Un obstacle important dans le 

développement de thérapies pour ces fusions réside dans notre compréhension partielle des 

mécanismes moléculaires pathogéniques sous-jacents. A ce jour, les fonctions oncogéniques des 

fusions FET::ETS sont presque exclusivement confinées au contrôle de la synthèse de l’ARNm. Sur 

base d’un nombre grandissant d’études qui ont identifié des fonctions non-canoniques dans le 

contrôle de la dégradation de l’ARNm pour différents facteurs de transcription chez l’homme, 

nous avons entrepris d’examiner si les facteurs de transcription de fusion FET::ETS pourraient 

également être impliqués dans la dégradation de l’ARNm. Pour tester cette possibilité, nous avons 

pensé que le sarcome d’Ewing pourrait représenter un contexte attractif pour une étude de 

preuve-de-concept. Le sarcome d’Ewing est un cancer pédiatrique aggressif des os et des tissus 

mous, et un paradigme pour le développement d’une tumeur solide après une seule aberration 

génétique. Chez ~85% des patients, cette maladie est dirigée par la fusion protéique EWSR1::FLI1 

(EF). Sur le plan structurel, EF est un facteur de transcription bien défini contenant un puissant 

domaine de transactivation intrinsèquement désordonné en position amino-terminale et un 

domaine de liaison à l’ADN ETS en position carboxy-terminale. Sur le plan moléculaire, EF 

orchestre des programmes oncogéniques d’expression des gènes en reprogrammant divers 

éléments activateurs et promoteurs par ses propriétés de transition de phase et la perturbation 

de régulateurs chromatiniens, ainsi qu’en refaçonnant l’organisation 3D de l’architecture du 

génome. Dans ce travail, nous rapportons que EF reprogramme aussi l’expression génique en 

influençant la stabilité de l’ARNm et déchiffrons le mécanisme moléculaire impliqué. Nous 

montrons que EF est recruté sur l’ARNm en interagissant avec la protéine de liaison à l’ARN 

nommée HuR (aussi connue sous le nom de ELAVL1) et déclenche leurs dégradation en liant la 

sous-unité CNOT2 du complexe de déadénylation CCR4-NOT. Aussi, nous mettons en évidence 

que, de par son association avec le complexe CCR4-NOT, EF est capable de contrecarrer le rôle 

normal de stabilisation de l’ARNm de HuR. Mais surtout, nous montrons que la dégradation de 

l’ARNm par EF contribue à la biologie du sarcome d’Ewing et crée une nouvelle vulnérabilité 

envers l’inhibition de HuR. Finalement, nos données indiquent que le contrôle de l’expression des 

gènes par les facteurs de transcription de fusion pourrait représenter un schéma plus compliqué 
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qu’anticipé, intégrant à la fois la synthèse et la dégradation de l’ARNm, et offrant par là de 

nouvelles cibles thérapeutiques.  

Mots-clés : fusions protéiques – EWSR1::FLI1 – sarcome d’Ewing – régulation de l’expression 

génique – dégradation de l’ARNm – CCR4-NOT – HuR 
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PREAMBLE 

In the laboratory of “Gene Expression and Cancer” (University of Liege, GIGA), Franck Dequiedt’s 

team investigates non-canonical functions of TFs (i.e., sequence-specific DNA-binding factors, see 

definition below) in co-/post-transcriptional processes including pre-mRNA splicing, mRNA 

degradation and translation. These functions are studied in important developmental contexts 

and in cancer. The prototypical models of the laboratory are the FET::ETS1 gene fusions, which 

juxtapose a member of the FET (FUS/EWSR1/TAF15) family of RNA-binding proteins to a member 

of the E-twenty-six transformation specific (ETS) superfamily of TFs. These gene fusions encode 

oncogenic drivers in a number of sarcomas and leukemias. Strikingly, FET::ETS fusions invariably 

fuse the FET-derived low complexity N-terminal region upstream of the ETS-derived DNA-binding 

domain. Consequently, their oncogenic functions are, to date, almost exclusively attributed to 

their role as aberrant TFs. However, our recent work on EWSR1::FLI1 (EF), which is 

pathognomonic of Ewing sarcoma, has challenged this view as we identified novel co-/post-

transcriptional functions for this fusion TF in alternative splicing. In the context of this work, we 

also identified an unsuspected function in the active control of mRNA decay by combining wet-

lab techniques and bioinformatic approaches (article in preparation for submission to ‘Molecular 

Cell’ journal). Interestingly, these findings come in the wake of multiple studies establishing the 

implication of several non-fusion TFs in the regulation of alternative splicing and mRNA stability. 

We believe that a comprehensive understanding of how aberrant TFs like EF contribute to 

oncogenic gene expression programs can only arise from integrating their transcriptional and 

post-transcriptional functions. 

In this work, the term of ‘transcription factors’ refers to as proteins that regulate RNAPII-

dependent transcription by binding to a specific DNA sequence within promoters or 

enhancers/silencers. A defining feature of TFs is thus that they harbor at least one DNA-binding 

domain. In addition to their DNA-binding domain(s), TFs may contain a regulatory domain (e.g., 

transactivation domain). However, the only presence of a DNA-binding domain is often taken as 

an indicator of ability to regulate transcription because TFs can act by simply masking the DNA-

binding site of other proteins [1]. Also, general transcription factors (GTFs), which are part of the 

basal transcriptional machinery and represent, per se, an important class of TFs, are not 

considered here because many of them do not actually bind to DNA. Likewise, transcriptional 

cofactors that do not bind to DNA but control mRNA synthesis via the recruitment of other factors 

or via chromatin-based events (e.g., the deposition of epigenetic marks) are also not considered 

here, unless otherwise clearly stated. 

                                                           
1 To avoid confusing syntax in the designation of gene fusions, and in line with HUGO Gene Nomenclature Committee 
(HGNC) recommendations [699]; gene fusions are denoted in this work using a double colon (::) as a separator instead 
of a hyphen (-) or a forward slash (/). Moreover, genes involved in gene fusions – i.e., parent genes –  are denoted by 
their italicized HGNC approved gene symbols, whereas proteins are not written in italics. For example, A::B denotes 
a fusion of the A and B genes, whereas A::B denotes the corresponding protein product. 



II 
 

 

       



INTRODUCTION  Chapter 1. Ewing sarcoma 

1 
 

SECTION I    INTRODUCTION 

1. Ewing sarcoma 

wing sarcoma (EwS) is an aggressive bone and soft-tissue pediatric tumor, and a paradigm 

for solid tumor development after a single genetic event. Genetically, this disease is 

characterized by pathognomonic FET::ETS gene fusions, which juxtapose a member of the 

FET family of RNA-binding proteins to a member of the ETS superfamily of TFs. Arising in 85% of 

cases, EWSR1::FLI1 (EF) represents the most frequent gene fusion in EwS and the figurehead of 

FET::ETS gene fusions. It encodes a dominant oncoprotein with neomorphic DNA-binding 

preferences that drives sarcomagenesis by completely rewiring gene expression programs. So far, 

the oncogenic function of EF has mainly been attributed to its aberrant control of transcription 

and epigenetic mechanisms. However, recent insights have revealed that the control of post-

transcriptional processes, such as alternative splicing, also contributes to the oncogenic functions 

of EF. Besides suggesting that the molecular functions of the fusion TF EF might be more complex 

than previously anticipated, these findings might also offer unique therapeutic opportunities for 

this difficult-to-target chimera.    

In this chapter, I will discuss several aspects of EwS biology with a focus on its driver fusion TF EF. 

First, I will cover the clinical features, cell of origin and genetics of EwS. Second, I will describe the 

aberrant molecular functions of EF. On this basis, I will next briefly discuss EwS cell plasticity and 

metastasis. Finally, I will review the main therapeutic options in targeting the fusion protein EF 

and highlight why a comprehensive understanding of the mechanisms employed by oncogenic 

fusion proteins like EF represents an important premise for developing novel targeted therapies.  

1.1. Clinical features 

1.1.1. Seminal observation and classification 

EwS was first reported by James Ewing in 1921 as a new bone tumor entity named “diffuse 

endothelioma of bone” in several young patients aged from 14 to 19 years old [2]. During the last 

century, several neoplasms with immunohistomorphologically similar features and harboring 

chromosomal translocations were subsequently described; comprising extraosseous EwS, 

peripheral primitive neuroectodermal tumors and Askin tumors. Historically, they were 

regrouped in the EwS family of tumors (ESFTs) [3]. In 2013, the World Health Organization (WHO) 

classification of sarcomas redefined ESFTs as one uniform entity named ‘Ewing sarcoma’, with the 

presence of FET::ETS gene fusions as unifying genetic hallmark [4]. Also part of this WHO 

classification, Ewing-like sarcomas constitute a group of small round cell sarcomas with similar 

phenotypic and clinical features than EwS [5]. They comprise CIC-fused sarcomas [6], [7], BCOR-

rearranged sarcomas [8], and NFATC2 sarcomas [9]. Previously, these tumors were considered as 

EwS but, since around 2010, they are recognized as a distinct entity because they lack the disease-

defining FET::ETS gene fusions [5]. Ewing-like sarcomas are not discussed further in the rest of 

this manuscript but are extensively reviewed in [10]. 

E 
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More broadly, EwS belongs to the group of sarcomas. With more than 100 histological subtypes, 

sarcomas represent heterogeneous and clinically challenging bone and soft-tissue tumors, which 

are not necessarily characterized by gene fusions [11]. Altogether, sarcomas account for >10% of 

all pediatric cancers, thereby constituting the second most common type of solid tumor in 

children and adolescents [12]. 

1.1.2. Tissue localization 

EwS primary tumors can virtually originate from any anatomical sites, but most commonly involve 

the skeleton (~80%). The pelvis, ribs and proximal long bones (femur or tibia) are recurrent 

occurring sites. Less frequently (~20%), EwS also arise in extraosseous sites; predominantly 

involving the thoracic wall, gluteal muscle, pleural cavities and cervical muscles. In metastatic 

EwS, the lungs, bone and bone marrow represent the main niches [13], [14]. The most frequent 

primary and metastatic sites of EwS are summarized in Figure 1.  

 

Figure 1. Main occurring sites in primary and metastatic EwS. Primary and metastatic sites are indicated 
in blue and red, respectively. Modified from [13], [14]. Created with BioRender.com. 
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1.1.3. Histology 

Histologically, EwS is composed of undifferentiated small round blue cells with scanty cytoplasm; 

and expressing high levels of the transmembrane glycoprotein CD99 (also known as MIC2) [15] 

(Figure 2). Although strong CD99 expression is also detected in other sarcomas or in leukemias 

[16], this feature represents a routine diagnostic biomarker of EwS [15].  

a                   b 

              

Figure 2. Histomorphology of EwS biopsy specimen. (a) Classical haemotoxylin and eosin staining showing 
small round cells with prominent nuclei and minimal cytoplasm, which reflect impaired differentiation. (b) 
Immunohistochemical staining of CD99 showing diffuse and intense plasma membrane expression. 
Modified from [5]. 

1.1.4. Epidemiology, demography and etiology 

Epidemiologically, EwS mainly affects children, adolescents and young adults (AYAs), with a 

median age of 15 years old at diagnosis. It accounts for about 2% of childhood cancers; thus 

representing, after osteosarcoma, the second most common bone tumor in young patients. 

Males are also slightly more affected than females (sex ratio of 3:2) [17]. Interestingly, the 

location sites of EwS are age-dependent, with skeletal origin being more frequent in younger 

patients. In older patients, EwS tend to arise more predominantly in soft-tissue and is associated 

with worse outcome [5].  

Demographically, EwS has a relatively constant incidence of ~1.5 cases per million children and 

AYAs per year in Europeans. By contrast, annual rates are of ~0.8 and ~0.2 in Africans and Asians 

[17], thus indicating that Europeans are much more at risk of developing EwS compared to other 

populations. Interestingly, EwS incidence is lower in Americans of African ancestry than in those 

of European ancestry [17]. Together, these epidemiologic biases suggest that genetic germline 

variants rather than environmental or lifestyle factors might predispose to this disease [5]. 

Accordingly, except an Australian study which related farm exposure to EwS risk [18], no 

environmental factors have so far been implicated, further supporting a genetic component in 
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EwS etiology. Although some anecdotal familial cases have been reported [19], this disease is 

however not associated with strong hereditary disorders. Nevertheless, genome-wide association 

study (GWAS) described genetic variants within six loci (EGR2, TARDBP, RRE1, KIZ and NKX2-2) 

that contribute to EwS susceptibility [20]. Interestingly, they found that these risk haplotypes 

were more prevalent in people of European ancestry, thus providing a possible explanation to the 

geographic bias observed in EwS incidence [20]. Additionally, germline polymorphisms within the 

DNA-binding sites of EF and the CD99 locus have also been associated with EwS etiology [21], 

[22]. 

1.1.5. Diagnosis 

1.1.5.1. Symptoms 

Symptoms of EwS are largely non-specific leading to delayed diagnosis with median time of 3-9 

months [23]. Nevertheless, time to diagnosis does not correlate with overall survival [24]. 

Symptoms vary depending on the occurring tumor site, and can comprise localized pain, swelling, 

and in advanced cases, fever, nights sweats, fatigue and weight loss [23]. Understandably, pain is 

often mistaken for ‘bone growth’ or injuries resulting from sports or daily life activities. Therefore, 

and since pathological fracture is reported in only 10-15% of cases, unexplained pain lasting >1 

month should prompt further investigation [5].  

1.1.5.2. Diagnostic work-up 

Diagnosis starts with a physical examination, sometimes leading to the detection of a palpable 

soft-tissue mass depending on the occurring site. Radiologic analysis is usually more strongly 

suggestive (Figure 3). It allows to identify primary tumor sites and to evaluate the presence of 

metastasis. Magnetic resonance imaging (MRI) is used in cases of extraosseous EwS. Moreover, 

bone scintigraphy, positron emission tomography (PET) alone or in combination with computed 

tomography (CT) can also be used to further evaluate the metastatic status as well as for 

monitoring response to treatment in newly diagnosed patients. Finally, a definitive diagnosis is 

provided after molecular analysis of surgically resected tumor specimens. This relies on 

immunohistochemistry (IHC) for biomarkers like CD99, FLI1, CAV1, NKX2-2, BCL-11B and GLG1 

[5]; fluorescence in situ hybridization (FISH) using either EWSR1 break-apart probe (Figure 4) or 

dual color EWSR1 and FLI1 probes; and RT-qPCR with primers spanning the breakpoint region 

[25].  
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1.1.5.3. Emerging diagnostic tools 

Liquid biopsy represents a highly relevant approach for the management of difficult-to-approach 

tumors [25] like EwS [5]. However, to date, no blood or urine biomarkers are available for EwS. 

The only exception is serum lactate dehydrogenase for which elevated levels have been reported 

to correlate with tumor burden and to have diagnostic and prognostic value. Recent advents in 

bioinformatics is now offering new possibilities in exploiting blood biomarkers like circulating 

tumor cells, cell-free circulating tumor DNA, and tumor-derived extracellular vesicles, and their 

cargo (nucleic acids, proteins, lipids and metabolites). For example, copy numbers of cell-free 

EWSR1::ETS fusion sequences has been reported to correlate with EwS risk factors like disease 

stage, tumor volume and response to treatment [26] (reviewed in [27]). Alternatively, flow 

cytometry-based detection of CD99-positive cells in peripheral blood might also represent an 

interesting approach [28]. Recently, an innovative study has reported a machine learning 

approach to classify sarcomas based on DNA methylation profiling data. In the future, the 

specificity of the sarcoma methylome might also be exploited for diagnostic applications [29]–

[31]. 

 

Figure 3. Radiological presentation of EwS. Anteroposterior (a) and lateral (b) X-ray images showing an 
osteolytic lesion of EwS (arrows) in a femur. (c) CT scan of the lungs showing a pulmonary metastasis 
(arrow). (d) MRI scan showing the primary tumor in the femur shown in (a) and soft-tissue oedema (arrow). 
(e) Bone scintigraphy evidencing an EwS tumor mass in the right tibia (arrow). From [5]. 
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Figure 4. Fluorescence in situ hybridization in EwS. Right panel illustrates the approach based on EWSR1 
break-apart probes. Right panel shows an interphase nucleus with one normal fusion signal (yellow arrow) 
and one split signal pattern (white arrows) indicating rearrangement of one copy of EWSR1 region. Cen = 
centromere, Tel = telomere. Modified from [25], [32]. Created with BioRender.com. 

1.1.6. Prognosis factors and treatment 

1.1.6.1. Overall survival 

EwS is an aggressive malignant neoplasm and ~25% of patients already present metastases at 

diagnosis that are often resistant to intensive therapy. Disease stage represents the main 

prognosis factor. Relapsed EwS displays the worse outcome with <10% of 5-year overall survival. 

Then, comes metastatic disease which is unsurprisingly associated with lower survival rates 

(<30%) than localized disease (~70%) [33], [34]. 

The tumor occurring site and volume are the next most important prognostic factor. In particular, 

patients with distal primary tumors generally exhibit better outcome than patients with proximal 

tumors, where local treatment may be challenging owing to the proximity to vital organs [5]. 

Moreover, extraosseous locations are generally associated with a more favorable outcome than 

bone locations [35]. Large tumor volumes (>200 mL) at diagnosis is another unfavorable 

prognostic factor [36]. 

1.1.6.2. Management 

Typically, the care of newly diagnosed patients combines intensive (poly)chemotherapy, local 

surgery and/or radiotherapy. Patients with metastatic disease can alternatively be involved on 

randomized clinical trials. Chemotherapy is administered before surgery to reduce the size of the 

primary tumor and to target micrometastases that are expected to occur in all patients [5]. In the 

clinics, the exact chemotherapy regimens might slightly differ in Europe and North America but, 

generally, they rely on well-known anticancer drugs such as vincristine, ifosfamide, 

cyclophosphamide, etoposide, cisplatin, doxorubicin and methotrexate [37], [38]. Surgery and/or 
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radiotherapy ensure local control of the disease. Surgery consists in resection of tumor tissues. 

When post-surgical reconstruction is required but not feasible, EwS can sometimes lead to 

amputation [5].  

1.1.6.3. Emerging therapies 

Although the introduction of chemotherapy improved survival in patients with localized disease 

from 10% to 70%, it is associated with acute and chronic adverse effects that affect the quality of 

life in survivors [5]. These adverse effects range from reduced fertility, cardiomyopathy, renal 

insufficiency to therapy-induced secondary cancers [5]. Therefore, dismal prognosis of metastatic 

and relapsed EwS, compromised quality of life in survivors, mutilating surgeries as well as 

resistance to therapy have long motivated the development of novel therapeutic approaches. 

Like other cancers, immunotherapy (e.g., immune checkpoint inhibitors, adoptive T-cell 

therapies, cancer vaccines) represents an attractive approach [39] that is currently investigated 

in sarcomas [27]. However, fusion-positive sarcomas, like EwS, are often referred to as ‘immune 

deserts’ or ‘cold tumors’ owing to weak immune infiltration [5], [27]. Importantly, EwS displays 

very low expression levels of programmed death ligand 1 (PD-L1), indicating that immune 

checkpoint inhibitors are probably irrelevant in this context [40], [41]. The implication of the 

insulin-like growth factor (IGF) pathway in EwS biology prompted the development of anti-IGFR1 

antibodies but with limited success in clinical trials owing to resistance development [42]. Despite 

modest results so far, immunotherapy remains a clinically feasible approach for the management 

of EwS [43]–[45]. In particular, EF-specific neoantigens (derived from the breakpoint region) 

might represent attractive immune targets to induce EwS-specific T-cell responses [46], [47]. 

Readers interested about neoantigens-based immunotherapy can refer to [48], [49] for extensive 

review. 

1.2. Cell of origin  

More than a century after the groundbreaking discovery of EwS, the cell of origin of this disease 

remains an enigma owing to its undifferentiated phenotype [5], [50]. Since no genetic subtypes 

have been described, EwS is thought to derive from a single cellular lineage. Importantly, ectopic 

expression of EF induces senescence or apoptosis in most untransformed cells [51], suggesting 

that a permissive cellular context is required to recapitulate EwS biology. As EwS predominantly 

arises in bone, its cell of origin may reside in developing bone mesenchyme [52], [53]. Historically, 

several candidate cells have been proposed such as bone marrow-derived mesenchymal stem 

cells (MSCs), neural-crest-derived cells (NSCSs), bone progenitors and osteochondrogenic 

progenitors [51], [52]. In particular, NSCSs have been reported as candidate cells because EwS 

cells expressed NSCS-specific markers. However, expression of EF has been described to impose 

neuronal and endothelial features on non-EwS permissive cellular contexts [54], [55]. This feature 

has probably mistaken James Ewing himself in its original phenotypic classification [53]. These 

observations indicate that the expression of NSCS-specific markers most probably result from the 
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transcriptional reprogramming function of EF rather than reflecting the phenotype of the 

supposed cell of origin.  

MSCs are pluripotent cells that have self-renewal capacity and the ability to differentiate along 

the adipogenic and osteogenic lineages [56]. To date, they represent the best candidate cell of 

origin of EwS for two main reasons [5]. First, expression of EF in MSCs impairs differentiation, 

leads to cell transformation and tumor growth that phenocopy Ewing tumors (e.g., CD99 

expression) [57]–[59]. Second, the knockdown of EF in EwS cells shapes a transcriptome that 

resemble the one of MSCs and results in the gain of pluripotency [60].  For these reasons, EwS is 

classified among mesenchymal tumors [11]. 

1.3. Genetics 

Genetically, EwS is mainly characterized by FET::ETS gene fusions, which associate a member of 

the FET RNA-binding protein family and an ETS TF. Here, I will start with a brief presentation of 

the landscape of FET::ETS gene fusions in EwS. Next, I will highlight important insights of their 

respective parent gene families. Finally, I will cover other genetic abnormalities that, to a lower 

extent, also contribute to EwS biology. 

1.3.1. FET::ETS gene fusions 

FET::ETS gene fusions are the genetic hallmark of EwS. They encode neomorphic fusion proteins 

which constantly associate the N-terminal transactivation low complexity region of FET proteins 

to the C-terminal DNA-binding domain of ETS TFs [5]. Historically, they were considered to 

primarily arise from balanced reciprocal chromosomal translocations [5], a common cause of 

gene fusions during which DNA segments are rearranged by transfer between chromosomes 

without the loss of genetic material [61]. The first translocation, t(11;22)(q24;q12) responsible for 

EwS was identified in 1983 [62] and molecularly elucidated as being EWSR1::FLI1 in 1992 [63]. 

Recently, EWSR1-derived gene fusions have been described to frequently arise from 

chromoplexy, complex loop-like rearrangements, rather than by simple translocations [64]. 

Found in 85% of cases, EF represents the most recurrent genetic event in EwS [5], [14]. In the 

remaining 15% of cases, EWSR1 or FUS are fused to other ETS members such as ERG, FEV, ETV1 

and ETV4 [65]–[72]. Interestingly, these different but related gene fusions drive EwS tumors with 

similar phenotypic and clinical features [73]. Recently, a genetic variant implicating TAF15, the 

third member of the FET family, has been discovered in EwS [74]. The landscape of FET::ETS gene 

fusions in EwS is depicted in Figure 5. 



INTRODUCTION  Chapter 1. Ewing sarcoma 

9 
 

 

Figure 5. Main FET::ETS gene fusions observed in EwS. Arrows indicate breakpoint regions. Modified from 
[14]. Created with BioRender.com. 

Gene fusion breakpoints designates the chromosomic regions where the aberrant rejoining 

occurs [61]. Depending on their precise locations within parent loci, different variants have been 

described for FET::ETS gene fusions. Of note, variants can also result from alternative splicing of 

the fusion pre-mRNA. In the context of the EF transcript, a dozen variants have been reported 

(Figure 6) [25]. The two most frequent variants contain EWSR1 exon 7 and either FLI1 exon 6 (also 

known as fusion type I) or FLI1 exon 5 (also known as type II) [65]. Although this remains unclear, 

the different variants of EF seem to have similar prognostic values.  
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Figure 6. Schematic representation of several EF variants. EF variants can arise from different breakpoint 

choices in EWSR1 and FLI1 loci, as well as from alternative splicing of EF pre-mRNA. EF 7/6 = type I, EF 7/5 

= type II, EF 10/6 = type III, EF 7/7 = type IV. Modified from [25]. Created with BioRender.com. 

1.3.2. The FET family of RNA-binding proteins 

1.3.2.1. General presentation 

The FET gene family comprises three members: FUS (Fused in sarcoma), EWSR1 (Ewing sarcoma 

breakpoint region 1, or also EWS) and TAF15 (TATA-binding associated factor 15). They encode 

ubiquitous RNA-binding proteins (RBPs) that belong to the superfamily of heterogeneous nuclear 

ribonucleoprotein particle (hnRNP) proteins [75]. Structurally, FET proteins share high sequence 

homology and display a common domain organization, including a low-complexity (LC) N-terminal 

transactivation domain, several arginine-glycine-glycine-rich (RGG) boxes, a RNA recognition 

motif (RRM), a zinc finger domain (ZnF), and a C-terminal nuclear localization signal (NLS) [75], 

[76]. FET proteins are evolutionary-conserved in vertebrates, suggesting that they play important 

functions [75].  

In eukaryotic cells, FET members are nucleocytoplasmic shuttling proteins that are mainly located 

in the nucleus [76]. They are described as multifunctional RBPs with ability to bind both DNA and 

RNA. They have been implicated in many aspects of gene expression regulation as well as in DNA 

damage repair. In the nucleus, FET proteins can serve as positive or negative transcription 

coregulators via interactions with TFs, the RNA polymerase II (RNAPII), the TFIID complex and 

chromatin regulators [75]. Importantly, wild-type FET proteins are generally considered as weak 
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transcriptional activator owing notably to in-cis repression of the NTD by RGG boxes in the C-

terminal domain (CTD) [77]. In addition to transcription, FET proteins have described regulatory 

functions in pre-mRNA splicing [78], [79], mRNA export and miRNA processing [80], [81]. They can 

bind to GU-rich motifs within untranslated regions (UTRs) of many transcripts via their RNA-

binding domain [75], [82]. In the cytoplasm, and under specific conditions, FET proteins can 

regulate translation [83] and mRNA stability [84], and are involved in the formation of membrane-

less RNA granules via their LC NTD and RGG boxes [75], [76]. The domain organization and above-

described molecular functions of FET proteins are summarized in Figure 7. Although FET proteins 

have also been suggested to play non-redundant functions, their specificity remains unclear.  

 

Figure 7. Domain organization and brief overview of the molecular functions of the FET proteins. Asterisk 

indicates that the first RGG domain is not very apparent in TAF15. Arrows indicate breakpoint regions. 

Numbers in bold indicate exons. Modified from [75]. Created with BioRender.com. 

1.3.2.2. Structural disorder and phase transition 

Like many other RBPs and TFs, FET proteins are intrinsically-disordered proteins (IDPs). IDPs 

represent a growing fraction of the human proteome (~30%) [85]. They contain intrinsically 

disordered regions (IDRs). IDRs are “protein sequences that lack a defined 3D structure under 

naive or physiological conditions” [86], [87]. IDRs are characterized by a low overall 

hydrophobicity that prevents protein folding into typical protein structures such as α-helices and 
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β-sheets2 [87]. They are further classified between molecular recognition features (MoRFs) [88], 

short linear motifs (SLiMs) [89], and low complexity (LC) sequences [90]. FET RGG boxes represent 

a typical example of SLiMs. This class of IDRs mediates protein-protein interactions and is often 

the site of post-translational modifications (PTMs) [87]. By contrast, the FET NTD belongs to the 

LC class. LC sequences are defined as amino acid sequences >100 residues with repeats of one to 

a few residues [90]. In particular, the FET NTD is composed of 30 degenerated hexapeptide 

repeats (DHRs), defined by the prion-like3 SYGQQS consensus motif (Figure 8). In DHRs, the 

aromatic amino acid tyrosine in second position is absolutely conserved. Importantly, aromaticity 

of the LC NTD is critical for transcription and transforming activity of EF [91], [92]. Within the first 

64 amino acids, the FET domain has been reported to mediate homotypic and heterotypic 

protein-protein interactions [93]. 

 

Figure 8. Composition of the EWSR1 low-complexity N-terminal domain. DHRs are represented by the 

green boxes. They are defined by the SYGQQS consensus motif. DHR degeneracy is shown. For each amino 

acid position, the percentages of prevalence of alternative amino acids are indicated by numbers. The 

tyrosine (Y, red) in second position is absolutely conserved. The glutamine in fourth position (Q, red) is 

largely conserved. Tyrosines outside of DHRs are indicated by black boxes. Spacers between DHRs are 

generally of only a few residues except for S1 and S2 (shown in light grey), which are 12 and 25 residues, 

respectively. Modified from [91]. Specific subregions (i.e., FET domain [93], SYGQ1 and SYGQ2 [92]) 

described in the literature are shown. Created with BioRender.com. 

Despite lacking 3D structure, IDPs are fully-functional proteins and have key biological functions 

[94]. Notably, IDPs often occupy central positions within protein interactome, suggesting that 

IDRs participate in numerous protein-protein interactions [95]. Moreover, IDRs confer liquid-

liquid phase transition properties to IDPs4  [85]. In the context of FET proteins, the LC NTD and 

RGG boxes promote the formation of membrane-less liquid-like condensates via multivalent 

cation-π interactions between tyrosine and arginine residues [96], [97]. FET phase separation is 

                                                           
2 IDRs can however gain a more ordered state of folding into specific conditions, such as upon interaction.   
3 The FET LC NTD is also referred to as prion-like domain (PrLD) in the literature because its amino acid composition 
is reminiscent of prions [700]. First discovered in the 1960’s, prions can cause neurodegenerative disorders in 
humans, such as Creutzfeldt-Jacob or Kuru [701].   
4 LLPS is a physicochemical process during which a homogeneous solution spontaneously demixes into two or more 
distinct phases owing to changes in the environment, such as temperature, pH, salt or protein concentrations. LLPS 
regulates the formation of biomolecular condensates, which are emerging as a widespread mechanism of 
spatiotemporal coordination in eukaryotic cells [199].  
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dynamically regulated by several PTMs, including tyrosine phosphorylation [98], O-GlcNAcylation 

[99], arginine methylation [100], [101] and arginine citrullination [102] (Figure 9). Under 

physiological conditions, phase separation is a reversible process that underlines FET molecular 

functions [75]. For example, in the nucleus, FUS has been proposed to function in transcription 

by clustering with RNAPII via phase transition [97]. RNAPII clustering is thought to regulate the 

transition from the initiation to the elongation phase by controlling the accessibility of the RNAPII 

CTD for phosphorylation [103]. In stress conditions, phase transition of FET proteins is a key 

determinant in the formation of cytosolic membrane-less RNA granules [75]. As discussed later, 

these granules are involved in the regulation of mRNA translation, storage and degradation.  

 

Figure 9. Regulation of FUS phase separation by PTMs in arginine residues. FUS phase separation is 
mediated via cation-π interactions between its tyrosine-rich low complexity domain (YS/YS, green) and its 
arginine-glycine-glycine-rich domain (RGG, red). Methylation of arginine residues within RGG domains by 
PRMT1 or their citrullination (CitGG) by PAD4 disrupt cation-π interactions, and thus prevent FUS phase 
separation. Modified from [104]. 

1.3.2.3. Medical significance 

FET proteins are of great medical interest because their dysfunction has been related to many 

disorders. They are involved in the pathogenesis of a number of sarcomas and leukemias via 

fusions [105], and neurodegenerative diseases via point mutations or aberrant PTMs [75], [76]. 

Overexpression of EWSR1 has also been linked to multiple myeloma progression [106]. 
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a) Cancers 

EWSR1 and FUS (previously known as TET) were initially discovered because of their implication 

in chromosomal rearrangements in sarcomas [107]. Interestingly, ~50% of sarcomagenic fusions 

contain a member of the FET family [108]. Strikingly, the LC NTD is invariably present and fused 

in 5’position of either an ETS factor (FET::ETS fusions) or another TF (FET::non-ETS fusions). In 

both cases, FET-derived rearrangements lead to fusion TFs. Importantly, the NTD confers two 

main aberrant features to FET-derived fusions. First, it provides a potent transactivation domain 

because inhibition by the CTD in wild-type FET proteins is lost via fusion. For this reason, EF has 

been described as a stronger transcriptional activator that non-fusion FLI1 [109]. Second, it 

provides neomorphic properties to EF via phase transition [92]. This topic will be further discussed 

later. Importantly, FET-derived fusions give rise to well-defined entities, including for example 

EwS (EWSR1::FLI1), desmoplastic small round cell tumors (EWSR1::WT1), myxoid liposarcoma 

(FUS::DDIT3), clear-cell sarcoma and angiosarcoma (EWSR1::ATF1), extraskeletal myxoid 

chondrosarcoma (EWSR1/TAF15::NR4A3) and acute myeloid and/or lymphoblastic leukemia 

(FUS::ERG) [110]. This suggests that FET-derived fusions act as dominant oncoproteins. They are 

summarized in Figure 10. 

 

Figure 10. Network of recurrent pathognomonic FET-derived gene fusions in sarcomas and leukemias. 
EwS-related gene fusions are in brown. Non-EwS-related gene fusions are in red. From [108]. Created with 
BioRender.com. 
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b) Neurodegenerative diseases 

FET proteins, and mainly FUS, are responsible for neurodegenerative diseases such as 

amyotrophic lateral sclerosis and frontotemporal dementia [111]. In this context, point mutations 

or aberrant PTMs in the NLS or IDRs deregulate their nucleocytoplasmic shuttling and phase 

transition properties [100]–[102]. This leads to unphysiological and irreversible solid-like 

aggregations of FET proteins in the cell cytoplasm (Figure 11). How FET protein aggregation drives 

neurodegeneration is unclear. It has been proposed to contribute in a dual manner. On the one 

hand, it may act by toxic gain-of-function by sequestering essential regulators and/or triggering 

aberrant signaling pathways that ultimately result in cell death [112]. On the other hand, it may 

also act by depleting the normal functions of FET proteins.  

 

Figure 11. LLPS of FET proteins in physiology and neurodegeneration. See main text for details. LC NTD = 
low-complexity N-terminal domain, RBD = RNA-binding domain, LLPS = liquid-liquid phase separation. 
Modified from [113]. Created with BioRender.com. 
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1.3.3. The ETS transcription factor superfamily 

1.3.3.1. General presentation 

The E-twenty-six-specific sequence (or also E26 transforming sequence, ETS) family represents a 

large family of TFs, comprising 28 proteins distributed within 12 subgroups/subfamilies with 1 to 

3 members (Figure 12) [114]. ETS proteins are implicated in various biological processes, but they 

typically control gene expression during embryonic development and differentiation. Structurally, 

this metazoan-specific family is defined by its evolutionary-conserved DNA-binding domain (ETS 

domain) [114]–[116]. All ETS factors can bind to the core GGAA/T motif [117]. Below I focus my 

description on the Erg subfamily.  

 

Figure 12. The ETS superfamily of transcription factors. (a) Nomenclature and domain composition of 
human ETS proteins. Two examples of ETS-derived gene fusions are given. (b-d) Ribbon diagrams of ETS1 
ETS domain (b), ERG PNT domain (c) and GABPA OST domain (d). From [114]. 
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The Erg subfamily of ETS factors is composed of three members: ERG (ETS-Related Gene), FLI1 

(Friend Leukemia virus Integration 1) and FEV (Fifth Ets Variant). They encode tissue-restricted 

developmental TFs. In adults, ERG expression is mainly found in endothelial cells, FLI1 in 

hematopoietic cells and FEV in neurons. During embryogenesis, ERG and FLI1 are key regulators 

of hematopoiesis. Interestingly, they have also been linked to differentiation of cartilage and bone 

formation owing to their localization in precartilaginous region. In contrast, FEV is thought to be 

involved in brain development [114]–[116].  

Structurally, ERG and FLI1 are very homologous. They contain a central ETS domain flanked by 

two transcriptional activation domains – namely ATAD in amino-terminal position and CTAD in 

carboxy-terminal position (Figure 13). Both are able to activate or repress gene expression. The 

ATAD contains an ~85-aa long pointed (PNT) domain that is related to the Sterile Alpha Motif 

superfamily. Together with the ETS domain, it is involved in DNA-binding but can also mediate 

interactions with proteins, RNA and lipids. ERG and FLI1 also contain several nuclear localization 

signal (NLS), in N-terminal of the PNT domain and within the ETS domain. In constrast, FEV is more 

divergent. It does not contain an ATAD domain and its CTAD is less homologous compared to the 

one of ERG and FLI1 [115], [118].  

 

Figure 13. Domain composition of the Erg subfamily of ETS transcription factors. Percentages of 
homology between Erg proteins are indicated for each domain. Modified from [118]. Created with 
BioRender.com. 

Erg proteins have been largely described for their role in transcription, which has been related to 

the regulation of the cell cycle, proliferation, differentiation, apoptosis, adhesion, angiogenesis, 

migration and inflammation. Interestingly, some ETS factors, and in particular ERG, have been 

implicated in post-transcriptional processes, such as pre-mRNA splicing [119], and mRNA 

degradation (see later) [120]. Together, these data indicate that ETS factors control gene 

expression in a diversified manner and should not thus be regarded solely as TFs.  
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1.3.3.2. ETS DNA-binding domain 

The ETS DNA-binding domain belongs to the superfamily of winged helix-turn-helix DNA-binding 

domains (DBD) [115], [121]. It is 85-aa long and is composed of three α-helices and four anti-

parallel stranded β-sheets organized as follows: α1-β1-β2-α2-α3-β3-β4 [122], [123]. Two 

conserved arginine residues in the third helix enables binding to the core consensus ETS-binding 

site (EBS) GGA[A/T]. Most ETS factors bind DNA over a 12-15-bp long region centered on the EBS 

[117]. In the human genome, ChIP-seq experiments revealed that the EBS is enriched near the 

transcription start site (TSS) in promoters, in enhancers as well as in intronic regions of a myriad 

of genes [114]. Importantly, ETS factors are known to control gene expression in a combinatorial 

manner via PPIs that often implicate other TFs [115]. Beyond this, DNA-binding preferences are 

further determined by the DNA flanking regions of the EBS, the relative expression pattern of ETS 

factors (competition for EBS in promoters/enhancers) and autoinhibition/autoactivation events 

via intramolecular interactions. Interestingly, the ATAD has been described to stabilize the ETS 

DBD.  Finally, alternative splicing and PTMs can also impact the DNA-binding capacity of ETS 

factors [114], [115]. 

1.3.3.3. Medical significance 

ETS factors, and in particular the Erg subfamily, are implicated in several cancers via 

overexpression or gene fusions. Their dysregulation has mainly been related to their well-

described role in the control of transcription [124], [125]. ETS overexpression can cause leukemias 

while ETS-derived fusions are responsible for several sarcomas, leukemias, breast, gastric, head 

and neck, prostate and thyroid cancers [124]. In ETS-derived fusions, the ETS DBD is often 

conserved and fused in 3’position of a ubiquitous RBP, such as in FET::ETS fusions. In this context, 

the otherwise tissue-restricted DBD becomes often highly active owing to the association with an 

active promoter5, as exemplified in EWSR1::FLI1. In some cases, such as in ETV6-derived fusions, 

the PNT domain instead of the DBD is conserved via fusion and associated in 5’position of either 

another TF (ETV6::RUNX1) or the tyrosine kinase domain of diverse oncogenes [124]. 

1.3.4. Other genetic alterations 

As for most childhood cancers, EwS (dark blue in Figure 14) is characterized by a relatively 

silent/quiet genome compared to adulthood cancers and presents one of the lowest mutation 

rate across all cancer types [126]. For this reason, EwS is generally considered as a prototypic 

model to study oncogenic processes in a simplified genetic context [14].  

                                                           
5 As a result of the reciprocal translocation, FLI1::EWSR1 is also produced but rarely observed in EwS because this 
fusion is controlled by the tissue-restricted promoter of FLI1 [5]. This variant has been reported to be necessary for 
EwS growth and to collaborate with EF in MSCs to promote proliferation [702]. 
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Figure 14. Mutational rates as mutations per Mb in whole-exome sequencing as calculated using 
MutSig2CV (y axis), grouped by solid tumor type (x axis), with diseases ordered by median burden. Each 
circle represents an individual cell line with pediatric tumors colored by type; the black line represents the 
median mutation rate per tumor type. EwS is indicated by the arrow. Modified from [126]. 

Typically, the natural history of EwS is thought to start with the emergence of a first oncogenic 

hit (i.e., FET::ETS gene fusions), which are sufficient for the initiation and maintenance of 

sarcomagenesis in a permissive microenvironment [56]. Recently, whole-genome sequencing 

studies of EwS have identified additional recurrent mutations that can accelerate disease 

progression and are associated with poor patient outcome, including STAG2 (cohesin subunit SA-

2, 15-21%), CDKN2A (cyclin-dependent kinase inhibitor 2A, 10-22%), TP53 (tumor protein 53, 5-

7%), EZH2 (methyltransferase, ~3%), ZMYM3 (cell morphology and cytoskeletal organization, 

~3%) and BCOR (transcriptional co-repressor, ~3%) [127]–[129]. Notably, STAG2 mutations have 

been shown to cause aneuploidy in human neoplasms [130]. Interestingly, ~13% of EwS patients 

have been reported to display inactivating germline mutations in DNA repair genes, such as 

BRCA1 [131]. The pathological role of this ‘BRCAness signature’ remains however unclear [5]. 

Recently, genome-wide association studies (GWAS) have identified six additional EwS 

susceptibility loci, comprising TARDBP (a RBP that is structurally similar to EWSR1), known EF 

target-genes (EGR2 and NKX2-2), members of core EF regulatory circuitries (RREB1) and genes 

involved in centrosome stabilization (KIZ) and apoptosis (BMF) [5], [20], [132]. Interestingly, 

frequencies of most risk loci show disparities between Europeans and Africans, thus contributing 

to the demographic bias in EwS incidence [20]. Finally, cytogenetic analyses have also revealed 

recurrent copy number variations in EwS, including chromosome (chr) 8 gain (50%), chr2 and 1q 

gain (25%), chr20 gain (10-20%) and chr16q loss [133]–[135]. Some of these chromosomal 

abnormalities are sometimes used for routine diagnosis by FISH [5]. The mutational landscape of 

several EwS cell lines is summarized in Figure 15. 
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Figure 15. Mutational landscape of several EwS cell lines determined by whole-exome sequencing. Modified from [126]. Created with 
BioRender.com.
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1.4. Oncogenic molecular properties of EF 

EF is the main driver of EwS because it is critical for cell transformation and proliferation [57], 

[136], [137]. Despite this well-established importance, the precise molecular functions of EF are 

still under intense investigations, leading to several dozens of high-profile publications each year. 

Novel findings are constantly illustrating how diverse and complex are the roles of EF. To date, EF 

has mainly been studied as an aberrant TF owing to its inherited domain composition. According 

to the current model, EF drives tumorigenesis by actively deregulating transcriptional and 

epigenetic processes. Previously, post-transcriptional processes were considered to contribute 

indirectly to EwS, notably as a result of the loss of wild-type EWSR1 functions6 [79]. Interestingly, 

a number of recent studies have now revealed that EF can also play an active role in alternative 

splicing, indicating that post-transcriptional dysregulation might also directly contribute to Ewing 

sarcomagenesis. Here, I successively review the aberrant control of transcription, chromatin 

organization and epigenetic marks, and post-transcriptional processes by EF.   

1.4.1. Transcription regulation  

Structurally, EF encodes a well-defined TF containing a potent amino-terminal transactivation 

domain (ATAD) and a C-terminal DBD, respectively derived from the NTD of EWSR1 and the CTD 

of FLI1 (Figure 16). Initially, this domain composition led to the idea that EF serves as an aberrant 

TF in EwS [63], [138]. Below I discuss early and more recent observations supporting a role for EF 

in the control of transcription, and briefly cover the relationship between this function and EwS 

biology and susceptibility.  

 

Figure 16. Domain composition of the EF 7/6 fusion protein. Created with BioRender.com. 

1.4.1.1. Early observations 

EF was first described as a potent transcriptional activator [109], [138], [139]. Both EWSR1 ATAD 

and FLI1 DBD were evidenced to be critical for EF-mediated transformation [109], [140], [141], 

suggesting that transcriptional activation is key in EwS biology. Importantly, EF also appears to 

act as a transcriptional repressor [142], [143] in a way that has been related with the FLI1 CTAD 

domain [144]. This domain was proposed to confer regulatory functions to the transcriptional 

activity of EF and to be critical for EF-mediated transformation [144]. The importance of the CTAD 

has been further supported recently [145]. Consistently with a role in transcription, many 

transcriptional targets were identified using either ectopic expression of EF in heterologous 

                                                           
6 In EwS, EWSR1-derived gene fusions can lead to EWSR1 haploinsufficiency [79].  
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systems, mainly NIH3T3 mouse fibroblasts at first [146]–[149] and later MSCs [150], [151]; or 

silencing of EF in patient-derived EwS cell lines [143], [152]–[154].  

1.4.1.2. Transcriptome profiling  

More recently, microarray and deep-sequencing-based profiling analyses revealed that EF 

completely reprograms the expression of thousands of genes to support sarcomagenic 

transformation. Surprisingly, more genes were found to be repressed than activated by EF with a 

ratio of ~3:1. Gene ontology analysis of activated genes revealed enrichment in genes related to 

cell-cycle regulation and cell proliferation. By contrast, repressed genes are enriched in genes 

related to epithelial-to-mesenchymal transition (EMT), cell adhesion, cell migration, cell 

morphology and differentiation [155].  

1.4.1.3. DNA-binding motifs 

In the cell nucleus, EF binds to DNA via the DBD of FLI1. Interestingly, ChIP-seq studies revealed 

that EF binds to two types of motifs in the genome [156], [157] (Figure 17). As initially evidenced 

[138], EF binds to canonical EBS composed of a single GGAA element like wild-type FLI1. 

Additionally, EF binds to GGAA microsatellites – i.e., repetition of GGAA elements [156], [158], 

[159]. Since parent proteins are unable to bind to GGAA repeats, this DNA-binding preference 

represents a neomorphic property of the fusion protein. Importantly, several transcriptional 

targets of EF were demonstrated to be physically regulated by GGAA repeats identified within 

promoters, distant regulatory enhancers or introns. This includes for example NR0B1 (also known 

as DAX1), CAV1, FCGRT, FEZF1, SOX2 and SOX6 [158], [160], [161]. Although exceptions exist, EF 

has been reported to display distinct transcriptional regulatory activities depending on the 

binding site: activated genes are often associated with GGAA repeats while repressed genes tend 

to be associated with canonical EBS [157]. Molecular dissection of GGAA repeats revealed that 

EF-target genes exhibit maximal responsiveness for 18 to 26 repetitions. Outside this range, EF-

responsiveness is reduced [21], [162].  I further discuss the importance of GGAA repeats in EwS 

biology later.   

           

Figure 17. ChIP-seq-identified DNA-binding motifs of EF, canonical ETS factors and FLI1. Modified from 
[163]. 



INTRODUCTION  Chapter 1. Ewing sarcoma 

23 
 

1.4.1.4. GGAA repeats 

In the human genome, GGAA repeats are widespread and are found both within intergenic and 

intragenic regions. In particular, >2,500 genes have been related to such elements [158]. 

Historically, GGAA repeats were considered to be ‘junk DNA’ – i.e., DNA regions without apparent 

importance. EwS represents one of the first example of the utilization of such regions as DNA 

response elements by a TF [164].  

Another interesting feature of GGAA repeats is that they are poorly conserved throughout 

evolution. This explains the discrepancies between transcriptional targets identified in murine 

NIH3T3 cells and human EwS cells [51], [165], [166]. Furthermore, germline polymorphisms7 in 

GGAA repeats regulating critical EF transcriptional targets, including notably NR0B1 [21], [167], 

CAV1 [167], EGR2 [168], and MYBL2 [169] have been linked to patient outcome and/or EwS 

susceptibility (Figure 18). 

 

Figure 18. GGAA polymorphisms in EGR2 loci and EwS susceptibility in European and African 
populations. Modified from [113]. Created with BioRender.com. 

 

                                                           
7 Including variations in size, length or genomic location 
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1.4.1.5. Indirect regulation of transcription 

Surprisingly, the comparison of the modulated targets after EF knockdown and EF-bound ChIP-

seq targets revealed an overlap of only ~10%, suggesting that most of the transcriptional effects 

of EF are actually indirect. Several mechanisms have been proposed to account for this 

observation. First, as for ETS factors, sequence specificity can be dictated through cooperation 

with other TFs. Cooperation between EF and other TFs, such as AP.1, E2F, NRF1 and NFY, has 

indeed been reported [170]. Second, part of EF transcriptional signature can be orchestrated via 

other transcriptional regulators whose expression is altered by EF [171]. In this context, activation 

of NKX2-2 by EF was described to partly mediate EF-dependent repression of mesenchymal 

features [172], [173]. Another interesting example is provided by FEZF1, a TF and a direct target 

of EF, that has recently been described to regulate the expression of neural-specific genes in EwS, 

which might contribute to the imposition of a neural phenotype on EwS cells [174]. Third, 

interference with the activities of transcriptional regulators can also play a role. Notably, EF has 

been described to perturb MRTFB/YAP-1/TEAD target gene regulation, thereby participating in 

the cytoskeletal reprogramming of EwS cells [175]. Finally, by regulating DNA accessibility, 

epigenetic mechanisms play a fundamental role in transcription regulation. Therefore, their 

deregulation by EF are also susceptive to contribute both directly and indirectly to Ewing 

sarcomagenesis. These mechanisms are discussed below. 

1.4.2. Chromatin organization and epigenetic marks 

Ectopic expression of EF in MSCs leads to important morphological changes and impair 

differentiation. Given the importance of epigenetic mechanisms in cell identity and the 

remarkably low level of genetic alterations in EwS, aberrant rewiring of the epigenome by EF was 

invoked to play a critical part in this tumor.  

The epigenetic mechanisms are well-known to regulate gene expression by making DNA more or 

less accessible to the transcription machinery without changing the DNA sequence8. In eukaryotic 

cells, this epigenetic control can occur at multiple levels that range from DNA modification (e.g., 

methylation), histone modification, nucleosome repositioning, to remodeling of the 3D chromatin 

architecture. In EwS, EF has been described to affect all these levels to create a unique chromatin 

landscape that functionally supports oncogenic transformation [176] (Figure 19). Importantly, 

analysis of EwS epigenomics have further supported MSCs as putative cells of origin for two main 

reasons. First, stem cells chromatin appears to offer a permissive environment that is exploited 

by EF. Second, silencing of EF in EwS leads to an epigenetic signature resembling the one in MSCs 

[177]. Below I describe how EF remodels the chromatin organization and the epigenetic marks in 

EwS. 

                                                           
8 The epigenetic mechanisms are commonly defined as the “chromatin-based events that regulate DNA-templated 
processes” [703]. 
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Figure 19. Epigenomic deregulation by EF in EwS. (1) DNA modification, such as methylation. (2-3) Histone 

modification, such as methylation and acetylation. (4) Nucleosome repositioning by chromatin 

remodelling complexes. (5)  Remodeling of the 3D chromatin architecture (e.g., chromatin looping). From 

[176]. 

1.4.2.1. Enhancers reprogramming 

In EwS, epigenetic changes within enhancers are so profound that it has been defined as an 

‘enhancer disease’ [178], [179]. EF can either activate de novo enhancers9 (EwS-specific 

enhancers) or repress enhancers that are usually active in MSCs (MSC-specific enhancers). 

Enhancers reprogramming occurs via either DNA-binding-dependent or DNA-binding 

independent mechanisms. When bound to DNA, EF has been demonstrated to utilize divergent 

mechanisms to activate or repress enhancers depending on the underlying DNA sequence (Figure 

20) [157]. At GGAA repeats, EF multimers promote chromatin opening and induces de novo 

enhancers that physically interact with target promoters, which ultimately leads to gene 

activation [157]. Interestingly, EF multimers are able to recruit the BRG1/BRM (BAF)10 (also known 

as SWI/SNF complex) chromatin-remodeling complex via phase separation of its prion-like LC NTD 

[92], [180]. Importantly, tyrosines within this region appear to be essential in this process because 

their mutation abrogate the interaction with the BAF complex. In addition to BAF, EF multimers 

recruit the MLL methyltransferase complex and the histone acetyltransferase p300. By 

methylating or acetylating specific lysine residues on histones, these enzymes induce further 

chromatin relaxation [178]. By contrast, at single GGAA elements, EF monomers inactivate 

                                                           
9 Enhancers are cell type-specific and dynamically used regulatory elements that control the temporal and spatial 
activation of gene expression [704].  
10 The BAF complex is a well-known regulator of chromatin accessibility at enhancer and promoter regions. 
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conserved enhancers by acting as dominant negative factors, leading to gene repression. More 

specifically, they displace physiologically-bound ETS factors along with their associated chromatin 

regulators, resulting in the silencing of genes activated by wild-type ETS factors [157]. EF might 

also recruit the corepressor nucleosome remodeling NuRD complex and the LSD1 deacetylase to 

further reduce chromatin accessibility, as evidenced for the LOX gene target [181]. Interestingly, 

enhancers reprogramming has been reported to activate oncogenes as well as potential 

therapeutic targets, and to repress tumor-suppressors and mesenchymal lineage regulators 

[157]. Like for enhancers, EF also establishes divergent chromatin remodeling inside promoters 

[178].  

By hijacking chromatin regulators, EF acts as a pioneer factor, converting silent chromatin regions 

into fully active enhancer to drive aberrant transcriptional programs. Very interestingly, several 

other sarcomagenic gene fusions, including FUS::DDIT3 in liposarcoma [182], [183], PAX3::FOXO1 

in alveolar rhabdomyosarcoma [184], [185], and SS18::SSX in synovial sarcoma [186]; have also 

been reported to deregulate epigenetic programs. Among them, FUS::DDIT3 and SS18::SSX have 

notably been reported to hijack normal BAF function [182], [183], [187], [188], suggesting that 

this feature might represent a common theme among dominant fusion TFs. Another interesting 

point is that all these fusions harbor tyrosine-rich IDRs. 

 

Figure 20. EF-mediated enhancer reprogramming in EwS. See main text for details. Modified from [110]. 
Created with BioRender.com. 
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Intriguingly, most deregulated/repressed enhancers in EwS are not bound by EF, suggesting the 

implication of indirect epigenetic mechanisms. Several mechanisms have been proposed, 

including notably the activation of negative chromatin regulators like EZH211 [189] or core 

regulatory circuitry TFs like KLF15, TCF4 and NKX2.2 [190], and the recruitment of HDACs [191], 

co-repressor NurD complex and histone demethylases like LSD1 [181]. Noteworthy, genome-wide 

DNA methylation sequencing studies revealed EwS-specific hypomethylation in enhancers 

targeted by EF [179]. This epigenetic change has been proposed to synergize with EF-mediated 

enhancers reprogramming. 

1.4.2.2. 3D chromatin architecture remodeling 

In the eukaryotic cell nucleus, DNA is not linear but rather exhibits a complex multiscale 3D 

organization, that hierarchically comprises chromosome territories, compartments and 

topologically-associating domains (TADs) (Figure 21). At the level of TADs, chromatin loops 

mediate important transcriptional regulatory functions by shaping promoter-enhancer 

interactions. Their formation is regulated by two main architectural proteins, namely cohesin and 

CTCF (Figure 22) [192], [193]. Interestingly, 3D genome architecture appears to drive stem cell 

differentiation decisions [192]. 

In EwS, EF is now emerging to actively remodel 3D chromatin architecture, leading to the creation 

of oncogenic transcription hubs within super-enhancer regions12. In these hubs, EF establishes 

novel interactions between promoters and distant enhancers via aberrant chromatin looping 

[176]. Chromatin looping in EwS is mediated in a cohesin/CTCF-independent manner via phase 

separation of EF at GGAA repeats [176] (Figure 19), further highlighting the importance of the 

EWSR1-derived LC NTD. On this basis, EF has also been described to redefine TAD boundaries in 

order to support EwS development [194]. Amazingly, two other oncogenic fusion TFs have 

recently been reported to also mediate aberrant chromatin looping via phase separation, 

including ESWR1::ATF1 in clear cell sarcoma [195], and NUP98::HOXA9 in leukemia [196]–[198]. 

Together, these findings illustrate that phase separation is becoming an increasingly-recognized 

driving force of oncogenesis, and that fusion TFs like EF support neoplastic transformation by 

acting as master chromatin regulators [199][110].  

                                                           
11 EZH2 is involved in the repression of differentiation and the maintenance of stemness. 
12 Super-enhancers are large genomic regions enriched in active enhancers. They have been identified as critical 
regulators of cellular identity [705]. 
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Figure 21. 3D genome structural organization in eukaryotes. (a) Chromosome territories. (b) 
Compartments. (c) Topologically-associating domain (TAD). (d) Chromatin loops and associated 
architectural proteins. From [192].  

 

Figure 22. Chromatin looping mediated by CTCF and cohesin shapes promoter-enhancer interactions. 
After chromatin looping, distant promoter (orange) and enhancer (purple) can become close. From [200].  
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1.4.3. Post-transcriptional processes 

Because the RBD of EWSR1 is lost via fusion, post-transcriptional processes were originally 

assumed to contribute indirectly to EwS pathogenesis, notably via disruption of wild-type EWSR1 

splicing-related functions. Nevertheless, some studies very early hypothesized that EF might also 

actively reprogram gene expression via post-transcriptional processes, notably pre-mRNA 

alternative splicing based on two main observations. First, DNA-binding mutants of EF conserve a 

transforming potential, suggesting that EF also induces DBD-independent oncogenic pathways 

[201], [202]. Second, EF is able to bind to splicing factors and can alter splice site selection, for 

example by interfering with splicing factors [203]–[205]. Until recently, these aspects have 

however remained largely overlooked compared to the transcriptional function of EF.  

1.4.3.1. Modulation of alternative splicing 

In 2008, EF has been reported to influence splicing of cyclin D1 gene (CCND1). Upon interaction 

with RNAPII within CCND1 locus, EF slows down elongation rate and promotes the production of 

a more oncogenic isoform named cyclin D1b [206], [207]. These results support a role for EF in 

alternative splicing by modulating RNAPII elongation rate.  

More recently, EF has been shown to modulate alternative splicing via more direct mechanisms. 

In 2014, EF is shown to compromise alternative splicing of FAS death receptor via direct 

interaction with wild-type EWSR1 [79]. In 2015, EF is reported to bind directly to RNA [208], which 

is a striking observation given that the RBD of EWSR1 is lost via fusion and that FLI1 lacks any 

canonical RBD. The same year, another study from the same research group identified a 

consensus RNA-binding motif for EF using CLIP-seq. They found that this motif is enriched in 

5’exon-intron boundaries [209]. In this study, an interactome of EF based on liquid 

chromatography and mass spectrometry (MS) is also reported for the first time. To date, it 

represents the only publicly-available interactome for EF. Interestingly, KEGG-pathway analysis 

of MS-identified binding partners revealed a strong enrichment (~30%) for spliceosome-related 

factors, suggesting that EF is a network hub involved in alternative splicing regulation. 

Accordingly, exon array and RT-qPCR analyses led to the identification of >70 targets with either 

retained or skipped exons, including ARID1A, RUNX2, EZH2, TERT, CUL4A, CAV3, CALD1, HDAC8, 

USP2, and IGFBP3 [209]. Mechanistically, EF-mediated alternative splicing appears to occur in a 

DHX913/DDX5-dependent manner because treatment of EwS cells with YK-4-279 – a small 

molecule inhibitor previously reported to disrupt interactions between EF and RNA helicases 

[208], [210] – reverts EF-mediated alternative splicing events without affecting its transcriptional 

activity [209]. Previously, YK-4-279 had been shown to impair tumor growth in EwS orthotopic 

xenografts [210]. Taken together, these findings indicate that the aberrant regulation of 

alternative splicing by EF might also directly contribute to EwS development. Although the 

specificity and the efficacy of this drug remains disputable in light of more recent studies [211], 

                                                           
13 Also known as RNA helicase A (RHA) 
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this illustrates that protein-protein interaction inhibitors (iPPIs) might represent an interesting 

class of drugs to target oncogenic partnerships implicating LC fusion TFs.  

The interactomic study of EF is the first demonstration that EF actively reprograms alternative 

splicing in EwS. In addition, this study supports the old idea that the splicing activity of EWSR1 is 

perturbed via fusion, which would contribute indirectly to EwS development. Indeed, EWSR1 and 

EF appeared to belong to distinct spliceosome-related network, with EWSR1 network implicating 

YB-1 and DHX9 and EF network implicating PRPF6, hnRNPK, DDX5 and DHX9 [79], [204], [209], 

[212]. Therefore, the gained copy of EF cannot compensate for the lost copy of EWSR1. 

Recently, several studies have reinforced the idea that EF actively deregulates alternative splicing 

in EwS [119], [213], [214]. In particular, in the lab of “Gene Expression and Cancer”, we identified 

that EF alters the RBFOX2-mediated splicing regulatory function of wild-type ERG proteins in a 

way that supports EwS cell phenotype [119].  

1.4.3.2. Deregulation of non-coding RNAs  

Non-coding RNAs (ncRNAs), including notably microRNAs (miRNAs) and long non-coding RNAs 

(lncRNAs) are well-known post-transcriptional regulators with documented roles in diseases 

[215], [216]. In EwS, several studies have reported altered expression of miRNAs (e.g., hsa-miR-

145, miR-30a-5p and miR-214-3p) [217]–[224], as well as lncRNAs (e.g., EWSAT1, SOX2OT, TUG1 

and FOXP4-AS1) [225]–[228]. Perturbation of ncRNAs might arise from transcriptional 

deregulation or defects during their processing, and has been linked to important aspects of EwS 

biology, including for example cell proliferation, cell plasticity, metastasis [219], and 

transcriptional repression [225]. Given the well-characterized role of ncRNAs in processes like 

mRNA translation and degradation, these findings suggest that EF might also indirectly deregulate 

cytoplasmic post-transcriptional processes.  

1.4.3.3. Other processes 

Although it has not been formally demonstrated yet, EF might also control late post-

transcriptional processes in a direct manner (i.e., not via the modulation of the expression of 

direct post-transcriptional factors). Supporting this, prior to this work, we found numerous RBPs 

in the published interactome of EF [209]. In particular, by comparing the list of EF potential 

binding partners with literature-curated lists of RBPs and TFs [1], [229], we found ~22% of RBPs 

(123 out of 548 EF interactors) and only 2% of TFs (11 out of 548 EF interactors) (Figure 23a). In 

particular, RRM-containing RBPs appeared to be highly enriched (Figure 23b). Interestingly, 

KEGG-pathway analysis of EF interactors strikingly revealed that ~30% of them are related to 

metabolism, ~11% to RNA transport, and ~10% to mRNA degradation and surveillance while cell 

cycle regulators, the most investigated class, represent ~9% of this interactome (Figure 23c) (data 

from [209]). In this interactome, we also identified 15 mRNA-decay14 associated factors (Figure 

                                                           
14 Several of these factors will be further described in the next chapter. 
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23d), which led us to hypothesize that EF might be involved in the control of mRNA stability in 

addition to its functions in the control of transcription and alternative splicing. Of note, one 

cannot exclude that the identification of post-transcriptional factors among EF interactors also 

indicate that these factors might work as transcriptional cofactors of EF (i.e., involved in EF-

mediated transcription regulation). Recently, a growing number of exciting studies have reported 

direct roles in the control of mRNA stability for many canonical non-fusion DNA-binding TFs in 

humans, thus providing a rationale for investigating such post-transcriptional roles for other TFs. 

These studies will be further discussed at the end of the next chapter. Interestingly, although 

anecdotic, EF has been described to decrease, via an uncharacterized mechanism, the mRNA 

stability of IGFBP3 (insulin-like growth factor binding protein 3) [230], previously reported as a 

direct repressed transcriptional targets of EF [143]. Taken together, these observations might 

point towards novel post-transcriptional function of EF, and thereby unanticipated actionable 

molecular targets.  

a        b       

 

c 
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d 

 

Figure 23. Characterization of the EF interactome. (a) Overlap between EF interactors and literature-
curated lists of RNA-binding proteins (RBPs) and transcription factors (TFs) from [228], [229]. (b) SMART 
domain analysis with DAVID. (c) KEGG-pathway analysis. (d) mRNA-decay associated factors found in the 
interactome. Data from [209]. Created with BioRender.com. 
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1.5. Cell plasticity, tumor heterogeneity and metastasis 

Cell plasticity, tumor heterogeneity and metastasis are important aspects of cancer biology that, 

unsurprisingly, also resonate in the context of EwS. 

1.5.1. Cell plasticity  

Phenotypic plasticity is an emerging dimension of the hallmarks of cancer [231]. This trait has 

been related to aggressiveness because plastic tumors can more easily adapt to their 

microenvironment. Partial epithelial-to-mesenchymal transition (EMT) is generally considered to 

be an important driver of phenotypic plasticity [231]. EMT is a reversible cellular program during 

which an epithelial cell transdifferentiates into a mesenchymal cell. During EMT, epithelial cells 

lose their junction as well as apical-basal polarity and reorganize their cytoskeleton to increase 

motility of individual cells. This in turn enables the development of an invasive phenotype. In 

normal cell physiology, EMT is part of morphogenesis in embryos and tissue homeostasis (e.g., 

wound healing and stemness) in adults. Rather than a binary process, EMT represents a 

continuum between two end point states that can be executed partially. In cancer, partial EMT 

provides the plasticity that is necessary for tumor progression, metastasis and resistance to 

therapy [232]–[234]. Interestingly, EwS has also been reported to display phenotypic plasticity, 

with features from both epithelial and mesenchymal states, through a process resembling partial 

EMT [235]. Three main models, not mutually exclusive, have been proposed to account for 

phenotypic plasticity in EwS. 

1.5.1.1. Fluctuations in EF expression levels 

A first model relates EwS cell plasticity to passive fluctuations in EF expression levels that lead to 

two main cell subpopulations, largely contributing to EwS intra-tumoral heterogeneity15 (Figure 

24) [236], [237]. Cells with high expression of EF (EFhigh cells) represent the most important part 

of the tumor. They display an epithelial-like phenotype characterized by impaired differentiation, 

high proliferation rate and cell-cell interactions [5], [236]. This is in part explained by the fact that 

EF represses the transcription of mesenchymal-specific genes [238] via both direct [157] and 

indirect mechanisms [175]. By contrast, cells with low expression of EF (EFlow cells) represent a 

rare fraction of the tumor. They display a mesenchymal-like phenotype characterized by a 

spindle-shaped cell morphology, metastatic/invasive-prone and cell-matrix interactions [5], 

[236]. Different factors have been proposed to affect EF levels, including for example stochastic 

events, diffusible factors from the microenvironment (e.g., growth factors), cell stress and 

hypoxia [239].  

                                                           
15 Tumor heterogeneity in EwS has now started to be explored through single-cell RNA-sequencing studies [237], 
[706]. 
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Figure 24. Fluctuations in EF expression levels drives EwS cell plasticity. See main text for details. From 
[5].  

1.5.1.2. Transcriptional antagonisms 

A second model relates EwS cell plasticity to competing transcriptional activities between EF and 

other TFs or epigenetic regulators (Figure 25). Three examples are described below. The first one 

is ZEB2, a key regulator of EMT, that is known to repress the epithelial phenotype. In conjunction 

with EF which represses the mesenchymal phenotype, ZEB2 and EF would act as opposite forces, 

keeping EwS in a metastable state, ideally positioned along the mesenchymal axis for successful 

growth and metastasis [240]. A second example is KDM5A and PHF2, two epigenetic regulators 

that have been shown to activate pro-metastatic genes repressed by EF in order to support EwS 

metastasis [241]. The last example is HOXD13, a developmental TF that is induced by EF via 

reprogramming of a GGAA repeats enhancer. HOXD13 mitigates EF-mediated repression of the 

mesenchymal phenotype by binding and activating specific EF-repressed genes [242].  
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Figure 25. Transcriptional antagonisms drive EwS cell plasticity. See main text for details. Created with 
BioRender.com. 

1.5.1.3. Post-transcriptional effects 

Although hypothetical, a third model might relate EwS cell plasticity to indirect post-

transcriptional effects via EF-mediated deregulation of ncRNAs.  

1.5.2. Metastasis 

Metastasis is one of the main adverse prognostic factor in EwS, notably by increasing the risk of 

relapse. Over time, a number of key metastatic regulators have been identified in EwS but no 

clear unifying model currently exists [5]. EwS invasive and migratory features are collectively 

determined by transient reduction in EF expression levels [236], STAG2 loss-of-function mutations 

[243], [244], polymorphisms in CD99 locus [22], EF-dependent transcriptional modulation of 

specific genes including notably; IL1RAP [245], tyrosine kinase ERBB4 (suppression of 

detachment-induced cell death or anoikis)16 [246], thyroid receptor TRIP6 [247], transmembrane 

protein STEAP1 [248], [249], DKK2 [250], G-protein coupled receptor GPR64 [251], CAV1 

(MAPK/ERK signaling pathway) [252], EZH2 [189], HOXD13 [242], TCF7L1 [253], HEY1, SIRT1 

(NOTCH-p53 signaling axis) [254], [255], and SPRY1 [256]. Other metastatic determinants are EF-

mediated deregulation of miRNAs [219], [223], [224], adaptation to cellular stress during the 

course of tumor growth; like hypoxia (HIF1α [239], NPY [257], YB1 [258]) or growth factors 

deprivation (Src [259], CXCR4 and Rho-GTPases [260]), or during therapy, and finally factors from 

the tumor microenvironment (e.g., growth factors and cytokines) [261]–[263]. 

                                                           
16 ERRB4-mediated suppression of anoikis relies on PI3K-AKT and FAK pathways. It explains why EwS cells can survive 
as spheroids in suspension cultures.  
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1.6. Targeting EF 

As unique hallmarks of fusion-harboring cancer cells, driver gene fusions are, in essence, terrific 

drug targets. Therefore, fusion-harboring malignancies17 might represent a subset uniquely 

susceptive to precision oncology. However, attempts at targeting fusions have so far yield 

contrasted results, depending on the class involved [108], [110]. On the one hand, targeting fusion 

protein kinases with kinase inhibitors revealed to be a success story. Since 2001, the approval of 

imatinib for BCR::ABL in chronic myeloid leukemia by the Food and Drug Administration (FDA) has 

provided a framework for many other kinase oncoproteins; such as EML4::ALK (lung cancer) [264], 

RET- (thyroid and lung cancers) [265], and NTRK-derived fusions (various cancers) [266]. Today, 

kinase inhibitors represent the largest class of targeted therapies with 68 FDA-approved drugs 

[267]. On the other hand, drugging fusion TFs remains challenging for three main reasons. First, 

they lack any enzymatic activity. Second, they frequently involve IDRs, which are considered 

undruggable [268]. Third, the pathogenic mechanisms employed by this class of gene fusions are 

complex and remain poorly understood at the molecular level, although progress is being made 

[108], [110]. 

Here, I briefly review the arsenal of options that exists to target EF and illustrate how a better 

molecular understanding of this fusion TF is now offering promising therapeutic avenues for EwS 

and a roadmap for other fusion TFs-driven cancers like sarcomas and leukemias. Additionally, 

these considerations provide a rationale for targeting non-fusion TFs, which represent common 

determinants in diseases and challenging drug targets [269]–[271]. For didactic purposes, the 

therapeutic options of EF are classified between strategies acting at either the DNA-level, RNA-

level or protein-level. At each level, these strategies are further classified between direct and 

indirect approaches. Main options are summarized in Figure 26. Important EwS-related 

targetable molecules (proteins or lncRNAs) are presented in Figure 27. A more extensive review 

of available therapeutic options and targets for EwS can be found in [45], [272], [273]. 

 

 

 

 

 

                                                           
17 Gene fusions are estimated to account for about 20% of human cancer morbidity [707] and have been identified 
in a number of haematological malignancies and solid tumors like sarcomas [708].  
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Figure 26. Overview of the potential opportunities in targeting EF. See main text for details. Modified 
from [270]. Created with BioRender.com. 

 

Figure 27. Overview of EwS-related targetable molecules (proteins or lncRNAs) and their associated 

cancer hallmarks. Cancer hallmarks are grouped into three different categories (colored in blue, red and 

purple). From [273]. 
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1.6.1. Targeting EF at the DNA level 

This strategy aims at hijacking the oncogenic activity of EF by targeting either the gene fusion 

itself (direct approaches) or the DNA-binding motif recognized by EF (indirect approaches). 

1.6.1.1. Direct approaches 

Direct approaches attempt at interfering with the biogenesis of EF fusion mRNA. Two main 

options have been described: (1) CRISPR-Cas9-based inactivation of the EF rearranged gene18 

[274] which might be combine with CD99-targeting nanoparticles as a delivery strategy [275] and 

(2) the use of pharmacologic inhibitors (such as BET bromodomain inhibitors) or RNA interference 

(RNAi) to target the epigenetic regulation of EF expression [276]. 

1.6.1.2. Indirect approaches 

Indirect approaches attempt at interfering with the functionality of EF by altering its DNA-binding 

motif within regulatory enhancers that are critical for tumor growth19. To date, CRISPR-Cas9-

based epigenome editing has been successfully applied to silence NR0B1 [162] and SOX2 genes 

[277]. Rather than erasing, exploiting neomorphic DNA-binding preferences of EF in order to 

express therapeutic genes, such as a suicide gene, represent an alternative and highly attractive 

approach [278].  

1.6.2. Targeting EF at the RNA level 

This strategy aims at hijacking the oncogenic activity of EF by targeting either the chimeric mRNA 

transcript itself (direct approaches) or the mRNA transcripts encoding targets of EF that are 

essential for EwS development (indirect approaches). 

1.6.2.1. Direct approaches 

Direct approaches attempt at interfering with the synthesis of EF fusion protein. Two main 

approaches have been described whether the target is either EF mRNA or EF pre-mRNA. First, 

RNAi targets EF mRNA using small-interfering RNAs (siRNAs). Initially, it was used to investigate 

the biological importance of EF for EwS biology [136], [137], [279]. Later, it was proposed in the 

treatment of EwS. Despite recent progress, RNAi-based therapies remain however challenging 

owing to difficulties in delivering siRNAs to tissues and the inherent instability of siRNAs following 

cellular delivery. In the context of EwS, this type of therapies is further hampered by the fact that 

EFlow cells are more metastatic and more chemoresistant than EFhigh cells, which thus 

compromises therapeutic efficacy. Alternatively, targeting the splicing machinery involved in the 

                                                           
18 This option might imply a genomic cleavage [274] or the insertion of a suicide gene, as envisioned with prostate 
cancer [709]. 
19 Not all enhancers are expected to contribute to EwS development. A major challenge is thus to identify 
actionable enhancer elements.  
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production of mature EF mRNA transcripts represent another attractive approach. It has been 

reported for EF as well as other gene fusions [280]–[282].  

1.6.2.2. Indirect approaches 

Indirect approaches attempt at interfering with the protein synthesis of important transcriptional 

targets of EF via RNAi. In the future, this strategy might also be applied to important splicing 

targets of EF.  

1.6.3. Targeting EF at the protein level 

This strategy aims at hijacking oncogene activity of EF by targeting either the fusion protein itself 

(direct approaches) or downstream effectors/pathways (indirect approaches). Collectively, these 

approaches aim to impede either protein fusion viability or functionality.  

1.6.3.1. Direct approaches 

Direct approaches include four main options: targeting EF fusion protein stability, targeting 

functional PTMs of EF, targeting EF-protein/DNA interactions and targeting EF structural disorder. 

I briefly cover these approaches successively.  

Fusion proteins that implicate pro-oncogenes often display aberrant increased protein stability 

due to the loss of ubiquitination sites from parent proteins [283], as illustrated for EF in Figure 

28. Targeted protein degradation aims thus to exploit the inherent protein homeostatic 

mechanisms of cancer cells to induce fusion protein degradation. In acute promyelocytic leukemia 

(APL), all-trans retinoic acid and arsenic trioxide were serendipitously found to induce 

degradation of PML::RARα, the oncogenic driver of APL. Their use turned APL into a largely 

curable disease. This demonstration of efficacy fostered the development of bifunctional small 

molecule protein degraders (also known as proteolysis targeting chimaeras, or PROTACs). These 

compounds are designed to induce degradation of a target protein by coupling it to the 

proteasome. This is achieved using a bivalent small molecule with affinity for both the target 

protein and an E3 ligase complex. Treatment of cells with these compounds induces dimerization 

of the target and an E3 ligase complex, leading to target ubiquitylation and degradation (Figure 

29) [110], [284]. This approach has been successfully used to create specific degraders of several 

clinically relevant drug targets, including for example BCR::ABL in chronic myelocytic leukemia. 

Interestingly, an adapted version of PROTACs has been recently described to specifically target 

TF, namely TRAFTACs [285]. Although these generalizable approaches have never been applied 

to EF, they might represent promising therapeutic options for EwS in the future [286]. Finally, 

increasing rather than decreasing EF protein stability in order to create ‘oncogene overdose’ 

might also be a promising avenue in EwS [287].  
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Figure 28. Loss of ubiquitination sites via fusion in EF. Modified from [283]. Created with BioRender.com. 

 

Figure 29. Targeted protein degradation using PROTACs. Modified from [110]. Created with 
BioRender.com. 

PTMs represent important determinants of protein functionality and viability [288]. In the context 

of EF, PTMs of specific residues have been described to affect its transcriptional activity, including 

notably phosphorylation [289], acetylation, arginine methylation and O-GlcNAcylation [290]. 

Additionally, deubiquitination of EF by USP19 has been described to increase its protein stability 

[291]. Inhibiting enzymes responsible for EF PTMs using pharmacological inhibitors or RNAi might 

thus constitute another option.  

Protein-protein interactions (PPIs) and protein-DNA interactions are underlying TF functionality. 

Disruptors of these interactions represent thus an attractive drug class. Previously, I described 

YK-4-279, a small molecule inhibitor that targets interactions between EF and RNA helicases [208], 

[210]. To date, it is the only known example of iPPI in the context of EwS. In the future, it might 

however be exploited to target other important PPIs, such as the ones with the BAF complex. 

Unfortunately, the low specificity of PPIs might represent an obstacle for future clinical trials. 

Targeting EF-DNA interactions is another option. Interestingly, lurbinectedin and tarbectedin 

have been reported to mediate the nucleolar redistribution of EF, thereby compromising its 

access to DNA [292], [293]. 

Structural disorder is an important feature of fusion proteins. Beyond driving aberrant phase 

transition, it enables fusion proteins to escape cellular surveillance that eliminates misfolded 

proteins. Accordingly, breakpoints have been reported to avoid ordered domains, which would 

otherwise result in the production of structurally aberrant chimeras [283], [294], [295]. 

Furthermore, structural disorder enables the interplay of remote elements within fusion proteins. 

For example, in fusion protein kinases, disorder enables constitutive kinase activity through either 

autophosphorylation (e.g., BCR::ABL) or dimerization (e.g., EML4::ALK). In fusion TFs, disorder 
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enables the communication between the DNA-binding and transactivator elements [295]. In the 

future, the better understanding of these mechanisms should undoubtedly provide innovative 

therapeutic opportunities in diseases [296], which should benefit EwS. 

1.6.3.2. Indirect approaches 

Indirect approaches attempt at targeting molecular effectors, cooperating signaling pathways, or 

downstream effects of EF.  

Oncogenic drivers depend on many proteins to mediate their aberrant functions even if they do 

not necessarily interact together. Identifying these dependencies (also known as vulnerabilities) 

through genomic or pharmacological screens has yield exciting therapeutic targets, especially in 

high mutational-burden adult cancers. Interestingly, a systematic study has recently reported that 

pediatric cancers display a similar complexity of genetic vulnerabilities [126]. Several targets have 

been described to evoke vulnerability in EwS, including notably chromatin regulators (e.g., 

HDACs, DNA methyltransferases, LSD1) [191], [297], [298], CDK7/12/13 [299], CD99 [300], STAG1 

(in STAG2-mutated EwS) [301], etc.  

In EwS, many signaling pathways have been reported to cooperate with EF function in order to 

support tumor development, such as IGF-1R pathway [302]–[305], mitogen-activated protein 

kinase pathway [252], [306], sonic hedgehog pathway [307], [308], and Wnt/β-catenin pathway 

[309], [310]. Each of them provides unique opportunities to indirectly target EF [270]. 

Downstream effects of EF can also be exploited for therapy. One interesting case is the 

accumulation of R-loops in the genome of EwS cells owing to EF transcriptional activity. R-loops 

are three-stranded nucleic acid structures including a RNA-DNA hybrid and a single-stranded DNA. 

Although their precise function is unclear, they have been linked to genome instability [311]. In 

EwS, BRCA1 is partially inactivated owing to its sequestration within these structures, leading to 

impaired homologous recombination. Similar to BRCA-deficient tumors, EwS is thus highly 

sensitive to PARP inhibitors (e.g., olaparib) [312]. In EwS, EF also causes replication stress by 

accelerating entry into S phase. In ~50% of patients, chr8 gain (trisomy 8) mitigates this stress via 

single gene copy gain of RAD21 [313]. In this context, targeting RAD21 might thus be exploited to 

dampen EwS tumor fitness. Finally, targeting important transcriptional targets of EF or their 

downstream effects represents another option, as illustrated with EZH2 [314], PLK1 [315], and 

SOX6-mediated sensitivity to oxidative stress [161]. 
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2. mRNA degradation 

istorically, mRNA degradation has remained largely overlooked compared to mRNA 

production. Being not less complex, this molecular process is, however, a quintessential 

aspect of gene expression regulation and an exciting area of research, notably because it 

is increasingly recognized as an important driving force in malignancies.  

In this chapter, I will first situate mRNA degradation20 in the molecular journey of a typical 

eukaryotic protein-coding mRNA (i.e., transcribed by RNAPII). Next, I will describe the different 

pathways, its associated machineries and subcellular locations. Then, I will discuss the 

multilayered importance of mRNA degradation and review several mechanisms of regulation. 

Finally, I will cover different cases of coupling that exist between mRNA decay and the other steps 

of gene expression and present why canonical DNA-binding TFs are today emerging as key 

coordinators of the mRNA lifecycle.  

2.1. Molecular steps of gene expression 

Gene expression is defined as “the production of an observable phenotype by a gene – usually by 

directing the synthesis of a protein” [316]. This is a multistep process that, in eukaryotes, 

implicates the two main cellular compartments: the nucleus and the cytoplasm (Figure 30). 

2.1.1. Nuclear steps 

The journey of a typical mRNA starts in the nucleus from transcription of a specific DNA region 

(i.e., making an RNA copy of a DNA segment). This process is mainly controlled by the transcription 

machinery, epigenetic marks and chromatin topology. The transcription machinery mainly 

consists of general transcription factors (GTFs, including TFII-B, -D, -E, -F and -H), RNAPII, the 

Mediator complex and DNA-binding TFs [317]. It involves many distinct steps, including, briefly, 

the selection of the DNA region to copy by one or several TFs, the remodeling of the chromatin 

landscape to increase DNA accessibility, the assembly of the preinitiation complex, and the 

transcription cycle of RNAPII (further divided into initiation, elongation and termination phases) 

[318]. During transcription, the nascent precursor mRNA (pre-mRNA) is processed into mature 

mRNA [319]. This includes capping (or the addition of a protective m7G cap at the 5’end by specific 

enzymes) [320], splicing (or the excision of introns and ligations of exons by the spliceosome) 

[321]; as well as cleavage by CPSF and polyadenylation (or the addition of a protective tail of 

adenosines at the 3’end). Poly(A) tail addition is controlled by the nuclear poly(A)-binding protein 

(PABPN) [322]. During splicing, the pre-mRNA transcript can be alternatively spliced through exon 

skipping (the removal of specific exons), intron retention, or a selection between mutually 

exclusive exons or alternative splice sites. This process generates mRNA species that can vary in 

their coding sequence or untranslated regions [323]. In addition, the mRNA can be edited and 

                                                           
20 Degradation of RNAPI- and RNAPIII-derived transcripts is not covered here. Also, degradation of pre-mRNAs is 
not the main focus of this chapter, although this aspect is briefly mentioned in several places. 

H 
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modified by specific class of enzymes (further described later in this chapter) [324]. Of note, pre-

mRNA processing is mainly achieved during transcription in higher eukaryotes. After release from 

RNAPII, the fully mature RNA is thus swiftly exported to the cell cytoplasm. 

2.1.2. Cytoplasmic steps 

In the perspective of the central dogma of molecular biology, mRNA is an intermediary that largely 

exists to produce proteins. After its arrival in the cytoplasm, cytoplasmic poly(A)-binding protein 

(PABPC) binds mRNA poly(A) tail and promotes translation by the 80S ribosome. When necessary, 

deadenylation (or the shortening and removal of mRNA poly(A) tail) allows mRNA to quit 

translation and initiates degradation [322]. Finally, degradation trims mRNA sequence, thereby 

allowing the recycling of mRNA constituents for another journey of expression. 

 

Figure 30. Molecular steps of gene expression. See main text for details. Alternative splicing, mRNA 
editing and modification are not represented. From [322]. 

For a number of reasons briefly introduced below and further discussed in the rest of this chapter, 

the above description corresponds to an over-simplistic view of gene expression and, more 

specifically, of mRNA degradation. First, mRNA degradation is much more than a waste-disposal 

system that takes place at the end of a productive life. Instead, by controlling mRNA levels at all 

steps, it represents a crucial regulatory system of gene expression [325], [326]. Additionally, it 

provides an efficient surveillance mechanism that eliminates error-containing transcripts 

encoding potentially toxic proteins [325], [326]. Second, mRNA degradation is a complex process 
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with different underlying pathways that implicate functionally elaborated and massively 

regulated machineries [327], [328]. mRNA degradation is not restricted to the cytoplasm but can 

also occur in the nucleus [329]. Third, the cytoplasmic fate of mRNAs is not necessarily to enter 

translation, and then to be degraded. Rather, mRNAs can undergo either translation, degradation 

or storage in specific subcellular compartments, such as processing-bodies and stress granules 

[330]. As we will see, changes in the length of mRNA poly(A) tail is an important determinant of 

mRNA fate in the cytoplasm [322]. Finally, the existence of functional coupling between mRNA 

degradation and the other steps of gene expression adds another layer of complexity to this 

molecular process [331]–[333].  

2.2. Pathways of mRNA degradation 

mRNA degradation is a complex process that consists of four main types of ribonucleolytic 

activities, including deadenylation, decapping, exonucleolytic decay and endonucleolytic cleavage 

[322]. Deadenylation delineates two main routes whether it is implicated or not [325], [326], the 

choice of which depending on both the cellular context and the mRNA substrate [334].  

2.2.1.  Deadenylation-dependent decay 

Deadenylation-dependent mRNA decay (also known as canonical/bulk mRNA decay) is the 

‘superhighway to destruction’ because the bulk of mRNAs undergoes decay via this route [325]. 

It is initiated by deadenylation, a reversible and often rate-limiting step, and followed by 

irreversible exonucleolytic decay [325], [326] (Figure 31). 

 

Figure 31. Pathways of deadenylation-dependent decay. See main text for details. From [322]. 
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2.2.1.1. Deadenylation 

Deadenylation consists in the shortening of the protective poly(A) tail at the mRNA 3’end. This 

process is catalyzed by multisubunit machineries, including the CCR4-NOT and PAN2-PAN3 

deadenylation complex. Most of our current understanding of this process comes from early 

studies in yeast [322]. 

a) Poly(A) tail  

mRNA poly(A) tails are protective structures that, along with the cap at the 5’end, regulate 

important post-transcriptional aspects of RNA biology. Poly(A) tail are found on almost every 

transcript, the only known exception being some mammalian histone transcripts. They are added 

cotranscriptionally within 10-30 nucleotides (nt) downstream of a polyadenylation signal21 (PAS) 

by a poly(A) polymerase after mRNA cleavage [335]. In metazoans, full-length poly(A) tails are 

thought to be ~200-250 nt in length, which is significantly longer than in yeasts (~70 nt in 

Saccharomyces cerevisiae) [322].  Poly(A) tails function as master regulators of gene expression. 

They are necessary for proper mRNA export from the nucleus to the cytoplasm; and contribute 

positively to the translation status and the stability of mRNAs [322], [336]. The connection 

between tail length and translation or mRNA stability is not always straightforward. Although 

mRNAs with longer tails tend to be translated more efficiently, specific subsets of highly 

translated mRNAs have much shorter poly(A) tails than expected [337]. Nevertheless, this case 

seems to represent an exception rather than the rule. Furthermore, shortened poly(A) tails does 

not necessarily correlate with decreased mRNA stability, notably because shortened poly(A)-

mRNAs can also be stored in specific cytoplasmic RNA granules without being further degraded 

[330]. Interestingly, poly(A) tail can also contain non-A nucleotides and are thus not as uniform 

as once hypothesized [338], [339]. In particular, the incorporation of guanosines instead of 

adenosines has been reported to increase mRNA stability by slowing down deadenylation [340]. 

This process is sometimes exploited by viruses to protect their transcripts from the host 

deadenylation machinery [341]. By contrast, uridylation has been described to promote mRNA 

decay [338]. 

b) Poly(A)-binding proteins  

Poly(A) tails are coated by poly(A)-binding proteins (PABP). Several PABP have been described. In 

the nucleus, PABPN initially bind poly(A) tails but is next replaced by PABPC in the cytoplasm, 

supposedly after the first round of translation. The significance of this transition remains elusive 

[322]. Here, I only discuss the role of PABPC. 

PABPC binds poly(A) tails with a footprint of ~20-30 nt via several RRM domains [342], [343], 

implying that longer tails can bind more PABPC molecules [344]. Structurally, PABPC also contains 

a proline-rich linker and a C-terminal mademoiselle (MLLE) domain. The MLLE domain is 

recognized by PAM2-containing proteins and thus drive heterotypic protein-protein interactions 

                                                           
21 Polyadenylation signals are elements with the canonical sequence AAUAAA or a close variant.  
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[345] (Figure 32a, b). By contrast with yeasts that encode only one isoform (Pab1), mammals 

encode multiple isoforms, PABPC1 being the major and most abundant one [336]. 

A minimum tail length of ~30 nt is generally required to confer stability and to allow translation 

[346], [347]. Because this corresponds to the footprint of an individual PABPC monomer, PABPC 

itself has been proposed to underline the positive effects of poly(A) tails on stability and 

translation. PABPC is thought to confer mRNA stability by shielding the 3’ end from deadenylases 

[348], [349]. Although this holds true, the reality is more complex because PABPC can also 

stimulate the catalytic activity of the deadenylation complexes [350], as discussed later. In 

addition, PABPC is thought to stimulate translation by participating in the circularization of mRNA 

via interactions with eukaryotic translation initiation factors 4G (eIF4G) and eIF4E which bound 

the 5’cap structure [351]. These interactions make mRNAs to adopt a ‘closed loop’ form that is 

thought to help the recruitment of the small (40S) ribosomal subunit [352] (Figure 32c, d). By 

enabling direct physical communication between the 5ʹcap and the 3ʹpoly(A) tail, mRNA 

circularization would facilitate ribosome recycling, as well as to act as a quality control mechanism 

that ensures that translation does not initiate on a partially degraded mRNA [322]. 

 

Figure 32. Overview of PABPC. (a) Domain composition of human PABPC protein. A crystal structure of 
the RRM1-RRM2 region bound to poly(A) RNA is shown (PDB 1CVJ). RRM = RNA recognition motif, MLLE = 
mademoiselle domain. (b) Disposition of PABPC molecules on the poly(A) tail. (c) Synergy of mRNA 
protective structures in translation efficiency. (d) The ‘close loop’ translation initiation model. From [322]. 

c) Deadenylase complexes 

Deadenylases are exonucleases that act specifically on adenosines to shorten or remove poly(A) 

tails. Typically, they function as multisubunit protein complex. In eukaryotes, PAN2-PAN3 and 

CCR4-NOT represent the two main deadenylases [322]. Their different subunits are summarized 

in Table 1. A third deadenylase, named poly(A)-specific exoribonuclease (PARN) has also been 

identified. However, PARN is not found in all eukaryotes and has been described to play more 

specific functions, for example, in the maturation of some ncRNAs [322].  
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Table 1. Major deadenylases in eukaryotes. From [322]. 

Complex 

Subunit name 

Function Homo 
sapiens 

Saccharomyces 
cerevisiae 

Schizosaccharo- 
myces pombe 

PAN2-PAN3 
PAN2 Pan2 - DEDD exonuclease 

PAN3 Pan3 - RNA binding, scaffold 

CCR4-NOT 

CNOT1 Not1 Not1 Scaffold 

CNOT2 Not2 Not2 NOT box scaffold 

CNOT3 Not3, Not5 Not3 NOT box scaffold 

(CNOT4) Not4 Mot2 RING E3 ligase 

CNOT6, 
CNOT6L 

Ccr4 Ccr4 EEP exonuclease 

CNOT7, 
CNOT8 

Pop2 Caf1 DEDD exonuclease 

CNOT9 Caf40 Rcd1 Protein-protein interaction 

CNOT10 - - - 

CNOT11 - - RNA binding 

- Caf130 - - 

PAN2-PAN3 complex is composed of three subunits: two copies of PAN3 forms an asymmetric 

homodimer that serves as a scaffold for one copy of PAN2 [353]–[355]. PAN2 is the catalytic 

subunit of the complex and is a DEDD-type exonuclease [334]. PAN2-PAN3 is recruited to mRNA 

via several interactions, that notably occur between the PAM2 motif (identified within an IDR) of 

PAN3 and the MLLE domain of PABPC [356] (Figure 33). In yeast, PAN2 and PAN3 genes are not 

essential [357], [358]. Deletion of either gene does not appear to substantially affect mRNA half-

life because PAN2-PAN3 and CCR4-NOT have partially overlapping functions. PAN2-PAN3 may be 

more important in specific cellular circumstances [359]. 

 

Figure 33. Domain composition of PAN2 and PAN3 proteins. WD40 = short structural motif composed of 
~40 amino acids that often terminates with a tryptophan (W) – aspartic acid (D) dipeptide, PID = 
phosphotyrosine interaction domain, PKC = domain homologous to protein kinase C, ZnF = zinc finger, PKC 
=  CTD = C-terminal domain. Modified from [354]. Created with BioRender.com. 
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CCR4-NOT22 is a megadalton and highly conserved multisubunit complex. It is composed of nine 

core subunits, including two exonucleases: CCR4-associated factor 1 (Caf1; also known as CNOT7 

or CNOT8 in mammals) and Ccr4 (also known as CNOT6 or CNOT6L in mammals) [322]. Caf1 and 

Ccr4 are DEDD-type and EEP-type exonucleases, respectively [360]. In mammals, CCR4-NOT 

complex incorporates either CNOT7 or CNOT8 and either CNOT6 or CNOT6L, leading to four 

different versions of the complex [361], [362]. Lack of Caf1 or Ccr4 in yeast results in slowed and 

incomplete deadenylation [360]. The significance of multiple deadenylases within the CCR4-NOT 

complex has been a subject of debate and is discussed below.  

CNOT1 is the largest subunit (>200 kDa) and serves as a scaffold for the assembly of the complex 

(Figure 34). It contacts most of the other subunits [363], [364] and is the only essential subunit 

for viability in yeast [365]. CNOT2 and CNOT3 associate with the C-terminal region of CNOT1, 

forming the ‘NOT module’ [366]. They have been linked with decapping in yeast [367], and 

function as a platform for RBPs [364]. CNOT4 is an E3 ubiquitin ligase that promote protein 

degradation, notably of ribosomal proteins [322], and that has been related with cotranslational 

control [368]. CNOT9 mediates interaction with RNA and several RBPs [364]. Finally, CNOT10 and 

CNOT11 are less well-characterized but appear to also mediate interactions with RNA [364]. 

Although some subunits might function independently of the full complex, knockdown of specific 

subunits leads to smaller and less stable forms of the CCR4-NOT complex [369].  

 

Figure 34. Domain composition and interactions within the CCR4-NOT complex. Modified from [360]. 
Created with BioRender.com. 

In cells, PAN2-PAN3 and CCR4-NOT can specifically be recruited to mRNA transcripts by PABPs, 

RBPs or miRNAs [322], [359]. As mentioned earlier, some subunits of the deadenylation 

complexes are also able to bind mRNA directly and might further help in the recruitment onto 

mRNA.  

                                                           
22 Or also, complex catabolite repression 4 (CCR4)-negative on TATA-less (NOT) 
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Beyond its cytoplasmic function in mRNA deadenylation, CCR4-NOT has been reported to act as 

a master regulator of gene expression in the cell nucleus as well as in the cell cytoplasm. In the 

nucleus, it is implicated in transcriptional regulation, chromatin modification, RNA export, nuclear 

RNA surveillance and DNA damage repair. In the cytoplasm, it is also implicated in the control of 

translation fidelity [360], [361]. 

d) Models of deadenylation 

The relevance of multiple deadenylase complexes as well as deadenylase subunits within CCR4-

NOT is a major question in the field of RNA degradation. Several models have been proposed to 

account for this intriguing diversity (Figure 35). One of them is that the deadenylation complexes 

function in a biphasic (or sequential) manner. According to this model, deadenylation, 

mechanistically, starts with a phase of rapid shortening to ~150 nt by PAN2-PAN3 (initiation 

phase). As the tail is shortened, its affinity for PAN2-PAN3 is decreased. This first phase is followed 

by a second phase of slow shortening to ~10 nt by CCR4-NOT (completion phase). In this model, 

PAN2-PAN3 and CCR4-NOT preferentially remove the distal and the proximal parts of the poly(A) 

tail, respectively [322]. Another model, that is complementary to the one presented above, is that 

the CCR4 and CAF1 deadenylases of CCR4-NOT have separated roles and function in a cyclic 

manner [359], [370]. CCR4 is a general deadenylase that can degrade mRNA poly(A) tail when it 

is bound by PABPC while CAF1 is a specialized deadenylase that can only degrade naked poly(A) 

tail [350]. In this model, deadenylation by CCR4-NOT is mediated by cycles of CCR4/CAF1 activity 

[322]. In addition, the existence of multiple deadenylases allows cells to diversify mRNA control 

and is exploited for the coupled control of translation and mRNA stability [334].  
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Figure 35. Deadenylation by PAN2-PAN3 and CCR4-NOT. (a) Biphasic model of deadenylation. (b) Model 
of the budding yeast Pan2-Pan3-Pab1-poly(A) tail complex based on cryoEM data. (c) Cyclic deadenylation 
mediated by the CCR4-NOT complex. See main text for details. From [322]. 
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e) Fates of poly(A)-shortened mRNAs 

Deadenylation disrupts the mRNA ‘close loop’ form and thus represses translation. Interestingly, 

poly(A)-shortened mRNAs do not necessarily undergo exonucleolytic decay. Instead, they can be 

stored with their translation apparatus within cytosolic biomolecular condensates like processing 

bodies (P-bodies or PBs) and stress granules (SGs), waiting to be later either degraded or, after 

lengthening of their poly(A) tail (also known as readenylation) redirected to polysomes. They can 

also be exchanged between PBs and SGs. In the cytoplasm, the fate of mRNAs is dynamic and can 

thus oscillate between polysomes, RNA granules and mRNA-degradation machineries [330] 

(Figure 36).  

 

Figure 36. The cytosolic fate of poly(A)-shortened mRNAs. Poly(A)-shortened can either be redirected to 
polysomes, stored within RNA granules (such as P-bodies and stress granules) or degraded by decay 
machineries. Modified from [371]. 

2.2.1.2. Exonucleolytic decay 

Following deadenylation, exonucleolytic decay leads to irreversible destruction by targeting the 

body of the mRNA. Two types of directionality have been described whether mRNAs are degraded 

from their 5’end (5’–3’ mRNA decay) or their 3’end (3’–5’ mRNA decay). Knockout experiments 

in yeast revealed that neither of these two pathways appears to be indispensable but rather 

works redundantly, favored pathway seems to be determined in a context-dependent manner 

[325], [326]. For example, transcripts that are restricted to the nucleus because of a defect in 

export undergo decay through both routes. By contrast, unspliced pre-mRNAs and mRNAs with 

defective polyadenylation are subject to more rapid decay via mainly the 3’–5’ route [329]. 
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a) Decapping and 5’–3’ mRNA decay 

Exonucleases have access to mRNA body when at least one of the mRNA protective structures 

(i.e., the 5’cap and the 3’poly(A) tail) is compromised. Therefore, to proceed with 5’–3’ mRNA 

decay, the cap needs first to be removed. Decapping is achieved by the DCP1/2 complex. Several 

accessory factors are required for efficient decapping such as the LSM1-7 complex, the DDX6 RNA 

helicase and enhancer of decapping cofactors such as EDC3 and EDC4. After decapping, the mRNA 

is degraded by the exoribonuclease XRN1 [325], [326]. Interestingly, IDRs and LLPS have also been 

implicated in the formation of the decapping complexes [372]. 

b) 3’–5’ mRNA decay 

Alternatively, poly(A)-shortened mRNAs can be degraded from their unprotected 3’end by the 

RNA exosome complex. In humans, the RNA exosome complex is composed of nine core subunits 

(EXOSC1-9, namely essential exosome core component) and many cofactors, including DIS3, 

MPHOSPH6, EXOSC10, C1D, the Trf4-Air2-Mtr4 polyadenylation (TRAMP) complex, the nuclear 

exosome targeting (NEXT) complex, the CBCA complex, and the poly(A) RNA exosome targeting 

(PAXT) connection [329] (Figure 37). A comprehensive description of the RNA exosome complex 

is beyond the scope of this work. Only some important features are highlighted below. 

 

Figure 37. The human RNA exosome and its cofactors. See main text for details. From [329]. 

First, the basic structure of the RNA exosome is conserved among eukaryotes, although important 

differences exist (see below) [329]. Second, the RNA exosome can be found in both cellular 

compartments. Third, contrary to yeast, the human genome encodes three functionnaly distinct 

DIS3 homologues (DIS3, DIS3L, and DIS3L2) [329]. Moreover, the composition of the RNA 
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exosome throughout the cell differs between yeast and human. For example, in yeast, RNA 

exosomes with the homologue of EXOSC10 (known as Rrp6) are only found in the nucleus. Also, 

RNA exosomes with DIS3 can be found in both the nucleus (nucleolus included) and the 

cytoplasm. Instead, RNA exosomes with DIS3 are excluded from the nucleolus in human. Of note, 

RNA exosomes with DIS3L are restricted to the cytoplasm [373]. Finally, the RNA exosome 

complex is involved in several aspects of RNA biology, including RNA surveillance, pre-mRNA 

processing, control of mRNA levels, and, more strikingly, transcription regulation (see later) [329], 

[373]. 

2.2.2. Deadenylation-independent mRNA decay 

Two other unusual routes to decay that are not initiated by deadenylation have also been 

described – deadenylation-independent decapping and endoribonucleolytic cleavage. 

Deadenylation-independent decapping might be used when deadenylation is prevented, for 

example by intramolecular pairing that block access to deadenylases. During endoribonucleolytic 

cleavage, mRNAs are cleaved within their body by an endonuclease (e.g., IRE1, PMR1, RNAse 

MRP), producing two fragments that are subsequently degraded by the XRN1 and the RNA 

exosome exonucleases. Transcripts targeted by this pathway notably include those targeted by 

perfectly matching miRNAs, small interfering RNAs (siRNAs) and specific mRNA surveillance 

pathways [325].  

2.3. Subcellular localization of mRNA decay 

mRNA degradation can occur both in the nuclear and cytoplasmic compartments in order to 

either regulate gene expression levels or to eliminate faulty transcripts.  

2.3.1. Nuclear decay 

Cytoplasmic mRNA decay is often the focus of study but nuclear pre-mRNA/mRNA decay is also 

essential in cells for several reasons23. First, it is an important “caretaker of nuclear hygiene” by 

eliminating faulty transcripts that frequently arise during mRNA synthesis and processing. Second, 

it participates in the overall control of mRNA levels, and is thus also part of gene expression 

regulation mechanisms [329], [374].  

2.3.2. Cytoplasmic mRNA decay 

Although specific insoluble RNA granules like P-bodies have initially been proposed as the cellular 

sites of cytoplasmic mRNA degradation, this process is generally considered to occur freely in the 

soluble cytoplasm. RNA granules play important regulatory roles that are closely linked to mRNA 

degradation. I here briefly discuss P-bodies and stress granules.  

                                                           
23 Although I only discuss the degradation of coding RNAs here, decay in the nucleus is also part of important 
maturation processes that enable the functionalization of noncoding transcripts [329].  
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2.3.2.1. P-bodies 

P-bodies (PBs) are membraneless cytosolic messenger ribonucleoprotein (mRNP) assemblies that 

accumulate poly(A)-shortened mRNAs and proteins involved in translation repression and mRNA 

degradation [375], [376] (Figure 38a). Recent proteomic analyses of PBs revealed that they are 

more specifically composed of the RNA helicase DDX6 (Dhh1 in yeast), decapping factors 

(DCP1A/B, EDC3/4), as well as accessory proteins (such as LSM proteins), the CCR4-NOT complex, 

the exonuclease XRN1, specific RBPs and RNA-modifying enzymes [375]. PBs proteome is 

enriched in IDPs [377] (Figure 38b). They are formed through LLPS implicating complex 

intermolecular protein-protein, protein-RNA and RNA-RNA interactions [375] (Figure 38c). In 

particular, DDX6 appears to be a key factor in PB assembly [378]. 

Interestingly, PBs composition is well-conserved among eukaryotes (Figure 38b), suggesting that 

PBs play important functions, most likely in link with post-transcriptional regulation [376]. 

Historically, the presence of mRNA-decay intermediaries within PBs and the evidence that 

decapping and decay can occur in PBs led to the idea that they might represent mRNA decay 

facilities [379]–[381]. However, more recent highlights have somewhat challenged this view. First, 

PBs are dispensable for constitutive mRNA decay [382]. Second, normal mRNAs can be released 

from PBs to reenter translation [383]. Together with recent imaging and purification studies, 

these data support that PBs might rather be primarily mRNA storage depots [376]. Interestingly, 

transcriptomic analyses revealed that PBs contain a third of the coding transcriptome. Gene 

ontology analysis showed that PB-enriched mRNAs mainly encode regulators while PB-excluded 

mRNAs mainly encode housekeeping proteins, suggesting that PBs mediate the coordinated 

storage of specific mRNA regulons [376], [384]. To date, the precise functions of PBs remain an 

open question, largely due to the challenge of directly visualizing mRNA degradation in 

diffraction-limited structures within living cells, as well as the difficulty of biochemically purifying 

such labile liquid droplets from cells [375].  

In mammalian cells, PBs are constitutively present, with ten or fewer per cell. They appear as 

droplets of ~0.5 µm in size [376], [384]. PBs are highly dynamic structures. They are known to 

disassemble and reassemble during cell cycle progression [385]. Moreover, cellular accumulation 

of poly(A)-shortened mRNAs due to mutation in downstream decay factors, such as decapping 

proteins or exonucleases, has been reported to trigger PBs assembly [386], [387]. In this context, 

PBs might function as ‘waiting rooms’ when mRNA-decay pathways are overloaded. By 

compartmentalizing mRNAs, PBs prevent mRNAs destined for degradation to be readenylated 

and to return to translation, thereby generating unwanted proteins [325]. Correspondingly, when 

mRNA-decay pathways can immediately degrade mRNAs, PBs appear to be dispensable – they 

decrease in size and number or disappear [386], [387]. Together, these data suggest that mRNA 

storage within PBs regulate the interplay between translation and mRNA decay [325]. 
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Figure 38. Overview of P-bodies. (a) P-bodies accumulate untranslating mRNPs and form via liquid-liquid 
phase separation. (b) P-bodies protein composition in yeasts and in humans. Components critical to 
assembly are colored in blue. Components that directly interact with RNA are colored in pink. Solid black 
lines indicate direct protein-protein interactions, and red lines indicate mutual exclusiveness. Dotted black 
lines indicate indirect or putative interactions. (c) Intermolecular interactions involved in P-bodies 
formation. Modified from [375]. 
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2.3.2.2. Stress granules 

SGs are membraneless mRNP assemblies that accumulate translationally-silenced mRNA and 

their associated translation initiation factors and RBPs [377], [388]. SGs proteome is composed of 

~50% of RBPs [389]. Contrary to PBs that can form constitutively, SGs only occur under stress 

conditions such as oxidative stress, heat shock, ER stress, amino acid deprivation, etc. [388]. As 

for PBs, IDPs and LLPS processes appear to play an important driving role in their formation [388]. 

SGs are also highly dynamic structure that can undergo fusion, fission or movement [390]. After 

they formed from untranslating mRNPs, they can interact with PBs, exchange components with 

the soluble cytoplasm or be cleared by autophagy [388] (Figure 39). In cells, SGs mediate mRNP 

compartmentalization in order to regulate mRNA localization, translation and degradation. SGs 

formation is notably thought to represent an adaptive mechanism that help cells to survive and 

recover from harsh conditions [388]. Recent transcriptome analyses have provided mRNA 

snapshots of SGs, highlighting that individual mRNA species are differently targeted to SGs under 

stress conditions. Interestingly, transcript length and enrichment of some RNA elements have 

been linked to the specificity of SGs targeting [391]. Cytosolic biomolecular condensates like PBs 

and SGs represent an exciting area of research because their aberrant formation can cause 

neurodegenerative diseases and some cancers [388]. They have also been linked to 

chemoresistance [392]. 

 

Figure 39. SGs are dynamic structures in the cell cytoplasm. See main text for details. Modified from [388]. 
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2.4. Multilayered importance of RNA decay 

Although RNA degradation has historically remained largely overlooked, it represents an essential 

aspect of cell molecular biology and a definitely worth-to-study area of research. Here, three 

layers of importance are discussed – in the context of normal cell physiology, diseases and RNA-

based therapeutics development.  

2.4.1. Normal cell physiology 

During the two last decades, modulation of mRNA stability has been evidenced to shape 

important physiological aspects of eukaryotic cell life, including cell-cycle progression [393], cell 

differentiation [394], [395], animal development [396], hematopoiesis [397], unfolded protein 

response [398], immunity [399], [400], and calcium signaling [401]. 

Typically, decay of cellular mRNAs can occur into three main contexts – mRNA half-lives can be 

modulated for the purpose of controlling gene expression quantity, gene expression quality and 

viral infection [402].  

2.4.1.1. Quantity control of gene expression 

Gene expression is a complex process that is regulated at many levels [403] (Figure 40). At the 

level of the mRNA transcriptome, control of mRNA levels is a pivotal regulatory checkpoint [325], 

[326]. Since the mRNA transcriptome determines the proteome, maintaining proper mRNA levels 

firstly allows to avoid unphysiological surplus of proteins [404]. Additionally, it prevents 

deleterious mRNA surplus that may disrupts DNA replication by forming RNA-DNA hybrids and 

causes the sequestration of useful RBPs [327].  

 

Figure 40. Multiple levels of gene expression regulation. See main text for details. From [403]. 

Control of cellular mRNA levels is a fundamental aspect of life. This is mainly achieved through a 

balance between mRNA synthesis and degradation. Historically, transcriptional regulation has 

been the focus of study. However, large-scale analyses have now revealed that mRNA 

degradation largely contributes in shaping mRNA transcriptome. In some responses, ~40-50% of 

changes in mRNA levels can be attributed to modulation of mRNA half-lives [325].  
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Importantly, the coordinated usage of mRNA synthesis and degradation has been argued to ease 

gene expression regulation in cells [405]. Figuratively, mRNA levels are somewhat like the speed 

of a car, transcription like the gas pedal and degradation like the brake [405]. If the driver wants 

to respect the law, relying solely on either the gas pedal or the brake will make the driving chaotic 

and uncomfortable. Instead, by using both pedals, the driver can more easily adapt its speed to 

fit outside circumstances. Similarly, by relying on both transcription and degradation, cells can 

more easily adapt mRNA levels to fit their needs.   

2.4.1.2. Quality control of gene expression 

Introducing errors is a frequent event during mRNA production that can occur at any steps. To 

preserve the integrity of the transcriptome, cells have therefore evolved complex RNA 

surveillance mechanisms to detect and eliminate aberrant transcripts [325], [326]. This 

surveillance occurs both in the nucleus and the cytoplasm. In the nucleus, it mainly relies on 

exonucleolytic decay by the RNA exosome complex [329] and deadenylation by the CCR4-NOT 

complex [360], [361] depending on the RNA substrate. Below, I also discuss three translation-

dependent mRNA surveillance pathways that occur in the cell cytoplasm. They further exemplify 

the interplay that exists between mRNA translation and degradation.    

a) Nonsense-mediated decay  

Nonsense-mediated mRNA decay (NMD) is one of the best studied mechanism of mRNA quality 

control. This evolutionarily conserved mechanism detects and eliminates transcripts that contain 

premature termination codons (PTCs)24 [325], [326], [406]. PTCs can have several origins, 

including mutations, frame-shifts, inefficient processing, leaky translation initiation and extended 

3ʹ UTRs [406]. If translated, PTCs-containing mRNAs can lead to the synthesis of unfunctional 

and/or dominant-negative proteins [406]. Generally, NMD discriminates mRNA targets by sensing 

the retention of the exon junction complex. A key NMD factor is the RNA-dependent helicase and 

ATPase UPF1. After a complex molecular cascade, NMD triggers mRNA degradation via the 

canonical mRNA decay pathway or via endonucleolytic decay. Of note, NMD has also been 

reported to target ~10% of normal mRNAs (i.e., that lack any PTCs), and thus is also thought to 

participate in the quantity control of gene expression [406].   

b) Non-stop decay 

Non-stop decay (NSD) eliminates mRNAs lacking a stop codon, which can arise from premature 

polyadenylation or breakage. Without a stop codon, ribosomes proceed along the poly(A) tail. 

Therefore, NSD facilitates the recycling of ribosomes and associated factors [325].  

 

                                                           
24 Interestingly, NMD is also known to modulate the stability of ~10% of normal cellular mRNAs, indicating that this 
surveillance mechanism also plays a role in gene expression control, with implications reported in development, 
differentiation and stress response [406].  
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c) No-go decay 

No-go decay (NGD) eliminates mRNAs with stalled ribosomes, which can notably arise because of 

a strong secondary structure. NGD relies on endonucleolytic cleavage near the stall site which is 

followed by exonucleolytic decay of mRNA fragments by the RNA exosome and XRN1 [325].  

2.4.1.3. Antiviral defense 

Lastly, by restricting viral infection, mRNA degradation is also part of innate immune system [407]. 

The implication of the exonucleolytic decay pathway via the exosome is largely documented 

[408]. It can act by directly targeting viral mRNAs for degradation or indirectly by limiting specific 

subsets of host mRNAs. In virus-infected cells, much more than a defense line, mRNA degradation 

is a battlefield. Indeed, by encoding specific factors like RNA methyltransferases [409], viruses can 

subvert host degradation machinery to evade innate immunity and/or favor their own replication 

[410]–[412].  

2.4.2. Disease settings 

Given the importance of mRNA degradation in normal cell physiology, its deregulation in diseases 

is not surprising. In cancer, defects in mRNA decay have long been associated with the aberrant 

regulation of the stability of proto-oncogene-encoding mRNAs, such as c-fos and c-myc [413]. 

Moreover, some of the regulators of mRNA stability like AREBPs, are long known as key oncogenic 

or tumor suppressor factors [414]. More recently, hijacking of canonical mRNA decay or NMD has 

also been described to shape cancer-specific programs like EMT and metastasis, with implications 

in the pathogenesis of several cancers; including B cell lymphoma [415], bladder cancer [416], 

[417], head and neck squamous cell carcinoma [418], lung cancer [419], clear cell renal cell 

carcinoma [420], multiple myeloma and plasma cell leukemia [421]. This can be mediated via 

mutations within genes encoding mRNA-decay machineries and regulators or within mRNA cis-

acting elements. To date, the extent to which mRNA stability contributes to cancer cell 

transcriptome rewiring has, however, hardly been systematically characterized. Such studies 

should help in identifying cancer-associated mRNA stability drivers, and thereby novel actionable 

drugs targets [422]. Beyond cancer, mutations in genes encoding RNA exosome components or 

NMD factors have also been related to several intellectual disabilities [329], [406]. 

2.4.3. RNA-based therapeutics development 

In cells, single-stranded RNA is an instable biomolecule compared to DNA. This is related to its 

chemistry and its high susceptibility to RNAse enzymes [423]. This feature is a major hurdle in the 

development of RNA-based therapeutics because therapeutic RNAs might potentially be 

immediately degraded after cellular delivery. By leveraging our comprehension of RNA stability, 

fundamental RNA biology has also helped in manipulating this type of therapeutics accordingly 

for therapeutic efficacy. This contributed to the emergence of mRNA vaccines, antisense 

oligonucleotides, aptamers, as well as siRNAs and miRNAs-based therapies [424]. Today, RNA 
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therapies constitute one of the hottest drug classes and should undoubtedly take further 

advantage of the future advancements in the field of RNA degradation.  

2.5. Regulation of mRNA decay 

As for transcription, mRNA decay is a process that is massively regulated. This regulation ensures 

that target mRNAs are accurately recognized in time and space [327]. It integrates intrinsic mRNA 

features (or cis-acting elements) and extrinsic operating factors (or trans-acting factors) and is 

governed by intracellular and/or extracellular stimuli [322], [326] (Figure 41). 

 

Figure 41. Overview of the regulation of mRNA decay. See main text for details. From [322]. 

2.5.1. Cis-acting elements  

The ‘degradation code’ represents the full set of mRNA features (or cis-acting elements) that 

influence its stability. This comprises codon usage [425], [426], RNA-binding motifs and miRNA 

binding sites [322], [426], [427], GC content [428], [429], edited or modified nucleotides [430], 

[431], and RNA structures [426], [432]. A recent model suggests that cis-acting elements 

represent the most critical determinants of mRNA stability and, collectively, account for ~60% of 

the variation in mRNA half-lives [318]. Traditionally, these elements were thought to be mainly 

located in mRNA untranslated regions (UTRs) (Figure 42), and in particular, 3’UTRs for two main 

reasons. First, many motifs bound by regulatory RBPs or miRNAs were identified in this region 

[427], [433], [434]. Second, 3’UTRs provide a protective niche from traversing ribosomes to mRNP 
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protein complexes [318]. To date, however, the degradation code implicates all mRNA regions, 

giving a more prominent role than previously anticipated to the coding sequence (CDS). According 

to the current model, codon usage would actually explain most the variation in mRNA half-lives 

that is driven by mRNA sequence (55%) while 3’UTR motifs would only explain a small fraction of 

this variation (~5%) [322], [435].  

 

Figure 42. Composition of a typical human protein-coding mRNA. 5’UTR and 3’UTR regions cover all the 
sequence upstream and downstream the coding sequence (CDS), respectively. Dashed border indicates 
that uORF might not be present. Modified from [436]. Created with BioRender.com. 

2.5.1.1. Codon optimality 

Because of the degeneracy of the genetic code, multiple codons can encode the same amino acid. 

They are called ‘synonymous codons’. Synonymous codons are differentially recognized by the 

ribosome in a way that is partly linked to the variability of transfer RNA (tRNA) intracellular 

concentrations. Whether decoding by the ribosome is fast or slow, codons are categorized as 

optimal or non-optimal, respectively. Along the mRNA CDS, codon optimality shapes the overall 

translation elongation rate [425]. Interestingly, recent genome-analysis have reported that 

ribosome dynamics is also closely associated with mRNA stability [322], [426]. Although the 

underlying principle is currently unclear, stable mRNAs tend to be enriched in optimal codons 

while unstable mRNAs tend to mainly contain non-optimal codons (Figure 43). Accordingly, 

swapping of non-optimal codons with synonymous optimal codons has been reported to increase 

mRNA stability, and inversely [435].  

 

Figure 43. Influence of codon usage on translation elongation and deadenylation rates. See main text for 
details. From [322]. 
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2.5.1.2. RNA-binding motifs and miRNA binding sites 

RNA-binding motifs are important determinants of mRNA stability [437]. Many have been 

identified in 3’UTR regions [433], [434]. They can serve as docking sites for RNA adapters (typically 

RBPs) that in turn regulate mRNA stability. AU-rich elements (AREs) are the best characterized 

class [433]. AREs are defined by the core AUUUA pentamer. The number and the type of 

combination of this pentamer delineates different families of AREs that can specifically affect 

mRNA stability [438]. AREs are found in the 3’UTR of many transcripts, such as those encoding 

cytokines, proto-oncogenes and TFs [433]. They are decoded by specific RBPs, called AU-rich 

binding proteins (AREBPs), that either promote or prevent mRNA decay. When mRNA decay is 

mediated via an ARE, it is commonly referred to as ‘ARE-mediated mRNA decay’ (AMD) [438]. 

Likewise, miRNA binding sites are well-known to govern mRNA stability. Many are found in 3’UTR 

regions. They are recognized via complementary pairing by small endogenous non-coding RNAs, 

also known as miRNAs [439]. When mRNA decay is mediated via a miRNA binding site, it is 

commonly referred to as ‘miRNA-mediated mRNA decay’. ARE- and miRNA-mediated mRNA 

decay are further discussed later.    

2.5.1.3. GC content 

GC content impacts mRNA stability via diverse mechanisms and has been suggested to play a 

central role in the coordination of mRNA decay and storage [428]. GC content influences codon 

usage [428], [429], targeting to PBs and the binding of trans-acting factors onto mRNAs because 

binding sites are biased in terms of GC content. Interestingly, GC-rich and AU-rich mRNA 

populations tend to have different post-transcriptional fates in the cytoplasm. GC-rich mRNAs 

appear to be excluded from PBs and to be degraded in a DDX6 and XRN1-dependent manner. By 

contrast, AU-rich mRNAs appear to be targeted to PBs where they undergo DDX6-dependent 

translation repression and their stability is regulated by PAT1B [428].  

2.5.1.4. Epitranscriptome  

In analogy to the epigenome, the epitranscriptome designates the whole set of biochemical 

modifications found in RNA that do not involve, per se, the ribonucleotide sequence. It is 

dynamically remodeled via RNA editing and modification [324]. 

a) RNA editing 

RNA editing is a molecular process during which discrete changes to specific bases are made 

within a RNA molecule after/during its synthesis by RNAPII.  This may include the insertion, 

deletion, and base substitution of nucleotides [440]. Adenosine-to-inosine (A-to-I) editing is the 

most abundant type of RNA editing in mammals [441]. This process is catalyzed by a family of 

adenosine deaminases acting on RNA (ADAR) proteins, and occurs at thousands of loci [440], 

mainly co-transcriptionally [442]. Because edited mRNAs are differently recognized by RBPs and 

regulatory RNAs than their non-edited counterparts, RNA editing has been directly linked to 
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mRNA stability in many studies [430], [443]–[446]. RNA editing can also influence mRNA stability 

by altering RNA structure [447]. 

b) RNA modification 

RNA modifications are well-known regulators of post-transcriptional mRNA fates [448], [449]. To 

date, >170 different modifications constitute the epitranscriptomic landscape [324]. Among 

them, several have been reported to modulate mRNA stability, including N6-methyladenosine 

(m6A), N6,2ʹ-O-dimethyladenosine (m6Am), 8-oxo-7,8-dihydroguanosine (8-oxoG), 

pseudouridine (Ψ), 5-methylcytidine (m5C), and N4-acetylcytidine (ac4C) [431]. RNA 

modifications can serve as direct docking sites for specific trans-acting factors [450]. Moreover, 

they can stabilize or disrupt RNA structures and, in turn, dictate RNA-protein interactions [432], 

[451]. RNA modifications have important implications in normal cell physiology and in diseases, 

and notably cancer (reviewed in [452]–[455]). 

In cells, the fate of modified mRNA transcripts is determined by the coordinated actions of the 

following three effector proteins: writers (RNA-modifying enzymes), readers (RBPs which 

specifically recognize the modified nucleotides) and erasers (proteins which remove specific 

chemical groups from the modified nucleotides) [450]. m6A is the most abundant and the best 

characterized modification. It is encoded co-transcriptionally on nascent transcripts by a 

methyltransferase complex, which mainly comprises methyltransferase-like protein 3 (METLL3), 

METTL14 and Wilms tumour 1-associated protein (WTAP) [450], [456]. When this modification is 

decoded by the YTH521-B homology (YTH) domain-containing proteins such as YTHDF2, it 

generally leads to rapid degradation of m6A-containing mRNAs via the canonical mRNA decay 

pathway or endoribonucleolytic cleavage [457]. By contrast, when this modification is decoded 

by FMRP, IG2BP or HuR, it generally leads to mRNA stabilization [458]. m6A modifications can 

also be removed by demethylase like α-ketoglutarate-dependent dioxygenase alkB homolog 5 

protein (ALKBH5) and fat mass and obesity-associated protein (FTO) [450] (Figure 44).  

 

Figure 44. The m6A mRNA lifecycle. See main text for details. From [459]. 
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2.5.1.5. RNA structures 

DNA universally folds into a double helix. By contrast, RNA can fold into diverse and complex 

structures via intramolecular interactions. RNA structural topography is an emerging and exciting 

field of research. It is highly dynamic and is regulated by many factors, such as temperature, RNA 

helicases, RBPs and RNA modifications (Figure 45). It ensures a myriad of functions and is an 

essential player of RNA biology. Typically, RNA structures can influence mRNA stability [432]. 

Stem-loop structures represent a well-known example. By their presence in 3’UTRs, they stabilize 

the non-polyadenylated mRNAs that encode replication-dependent histones [432]. In some 

context, they can also destabilize mRNAs and lead to Staufen-mediated mRNA decay (SMD), a 

pathway that is mechanistically linked to NMD [460]. Another, although less understood, example 

is provided by RNA G-quadruplex25 that have been reported to promote mRNA decay [461], [462]. 

 

Figure 45. Interplay between RNA modifications and structures, and its influence on mRNA stability. See 
main text for details. Modified from [432]. 

2.5.2. Trans-acting factors  

Trans-acting factors are sequence- or modification-specific factors that primarily modulate RNA 

stability via binding to mRNA cis-elements. They include two main classes: RBPs and ncRNAs. 

Here, I discuss how these factors regulate mRNA stability with a focus on a specific RBP named 

HuR. 

                                                           
25 RNA G-quadruplex are four-stranded helical structure involving guanines 
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2.5.2.1. RNA-binding proteins 

RNA-binding proteins (RBPs) are key post-transcriptional regulators [463]. To date, >1000 RBPs 

have been identified in humans [229]. Among them, a vast array is capable of governing mRNA 

stability, the best-studied class being AU-rich binding proteins (AREBPs) [433].  

a) AU-rich binding proteins 

AREBPs bind AREs and are either destabilizing or stabilizing RBPs whether they decrease or 

increase mRNA half-lives, respectively [433]. Typical examples of AREBPs are presented in Table 

2. Destabilizing AREBPs (e.g., TTP, AUF1, KSRP, BRF1, etc.) can serve as docking sites for decay 

machineries, such as the CCR4-NOT deadenylation complex. Interestingly, these interactions 

often involve IDRs [464] and are regulated by PTMs [326]. For example, phosphorylation of 

specific residues in TPP disrupts its binding to CCR4-NOT and prevents deadenylation [320]. By 

contrast, the mechanism of action of stabilizing AREBPs (e.g., HuR, specific isoforms of AUF1, 

PTBP1, etc.) is more elusive. They might function simply by competing for the binding site of 

destabilizing AREBPs, or by retargeting mRNAs to insoluble RNA aggregates like PBs [465]. For 

example, HuR has been shown to compete with AUF1, KSRP and TTP [465], [466]. Of note, HuR 

has also been reported to attenuate miRNA-mediated repression by promoting the dissociation 

of the miRNA-induced silencing complex (miRISC) from mRNA [467], [468]. Alternatively, 

destabilizing AREBPs could also repress decay machineries via direct interactions [433]. 

Importantly, AREBPs, such as TIA1, TIAR and HuR, have also been linked to the regulation of 

translation [469], and might play a role in the coordination of translation and degradation. Below 

the case of HuR is further discussed. 

Table 2. Well-known ARE-binding proteins and their function. From [326]. 

AREBPs (also known as) Function RNA-binding domains 

TTP (ZFP36) Destabilizing CCCH zinc finger (x2) 

BRF1 (ZFP36L1) Destabilizing CCCH zinc finger (x2) 

BRF2 (ZFP36L2) Destabilizing CCCH zinc finger (x2) 

AUF1 (hnRNPD, which 
includes 4 isoforms) 

Most forms are destabilizing, some 
are stabilizing 

RRM (x2) 

KSRP Destabilizing K homology (x4) 

HuR (ELAVL1, HuA) Stabilizing RRM (x3) 
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b) HuR 

HuR is one of the best-characterized stabilizing AREBPs. This ubiquitous RBP is part of the 

embryonic lethal abnormal vision protein family (HuR is also known as ELAVL126, or HuA). 

Structurally, HuR is mainly composed of three RRMs and a nucleocytoplasmic shuttling sequence 

(HNS) (Figure 46) [470]. Recognition of ARE-containing mRNAs by HuR has been reported to 

involve all three RRMs [471]. HuR also has been reported to oligomerize and bind to target mRNA 

as an oligomer. Interestingly, HuR oligomerization is enhanced by PARylation, a PTM mainly 

catalyzed by PARP1 [468]. In physiologic condition, HuR is mainly found in the nucleus where it 

controls pre-mRNA splicing [466]. In stress conditions, HuR is redistributed via phosphorylation 

to the cytoplasm where it enhances mRNA stability and translation [469]. Interestingly, HuR has 

also been reported to decrease mRNA stability of two transcripts [472], [473], suggesting that 

HuR might act as both a stabilizing and destabilizing factor depending on the context. 

HuR plays a role in many biological processes, including differentiation, DNA damage response, 

inflammation and immunity [470]. Interestingly, HuR silencing in MSCs has been reported to 

impair osteogenic differentiation. Mechanistically, this would rely on the negative regulation of 

the stability of mRNAs involved in extracellular matrix organization by HuR [474]. In addition, HuR 

has been implicated in the pathogenesis of several cancers [475], including for example 

osteosarcoma [476], breast [477], and brain cancers [478]. In this context, HuR has been 

described to promote cell survival, immune evasion, angiogenesis, invasion and metastasis [465] 

(Figure 47).  

 

Figure 46. Structure and function of HuR. Modified from [470]. Created with BioRender.com. 

                                                           
26 Or also embryonic lethal abnormal vision-like protein 1 
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Figure 47. Post-transcriptional control of cancer hallmarks by HuR. Transparency indicates HuR-unrelated 
cancer hallmarks. Well-known gene targets of HuR are shown. Modified from [465]. Adapted from 
“Hallmarks of Cancer”, by BioRender.com (2022). Retrieved from https://app.biorender.com/biorender-
templates.  

Clinically, HuR is generally considered to represent an attractive therapeutic target for cancer 

[465]. Several chemical inhibitors are commercially-available and have already been used in in 

vivo experiments. They can be categorized by their mechanisms of action [470], which include: 

interfering with HuR RNA-binding ability (e.g., DHTS and CMLD-2) [479]–[481], preventing HuR 

homodimerization that is required to engage with mRNA (e.g., MS-444) [482], [483], or 

preventing HuR nucleocytoplasmic shuttling (e.g., MS-444, pyrvinium pamoate) [470].  

2.5.2.2. Non-coding RNAs 

ncRNAs, such as miRNAs, can also influence mRNA stability. Unlike RBPs, which either promote 

or prevent mRNA degradation, miRNAs predominantly promote mRNA degradation. Typically, 

miRNAs associate with AGO and GW182 proteins to assemble the miRISC complex. This complex 

recognizes mRNA targets by base-pairing to partially complementary binding sites, which are 

often found in 3’UTR regions. It initiates mRNA decay by recruiting the cytoplasmic deadenylase 

https://app.biorender.com/biorender-templates
https://app.biorender.com/biorender-templates
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complexes PAN2-PAN3 and CCR4-NOT. Following deadenylation, mRNA targets are further 

degraded via 5’–3’ exonucleolytic decay [439] (Figure 48). Although not discussed here, miRNAs 

can also inhibit translation [439].  

 

Figure 48. miRNA-mediated gene silencing. ABD = AGO-binding domain, SD = silencing domain. Modified 
from [439]. 

Long-noncoding RNAs (lncRNAs) have also been implicated in the regulation of mRNA degradation 

(Figure 49). They can work as molecular sponge for miRNAs or RBPs in order to reduce their 

availability, and indirectly modulate mRNA stability. They can also work directly by recruiting 

proteins to degrade mRNA [484]. For example, a specific group of lncRNAs has been linked to the 

activation of SMD [485].  

              

Figure 49. Roles of lncRNAs in the control of mRNA stability. See main text for details. Modified from 
[484]. 
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2.5.3. Cellular stimuli 

In eukaryotic cells, response to cellular stimuli via downstream signaling pathways provides an 

additional layer to the regulation of mRNA stability. Depending on the context, mRNA half-lives 

can be either lengthened or shortened [326]. Cellular stimuli can result in the nucleocytoplasmic 

partitioning or the retargeting to insoluble granules of decay machineries, trans-acting factors or 

specific mRNA populations [326], [329]. Additionally, it can lead to the modification of cis-acting 

elements or the addition of PTMs on regulatory RBPs in order to promote or prevent some RNA-

protein or protein-protein interactions [326]. The outcome of several signaling pathways on 

AREBPs and ARE-containing mRNAs is illustrated in Figure 50.  

 

Figure 50. Cell signaling-dependent regulation of ARE- and GR-mediated mRNA decay. Destabilizing 
AREBPs are shown in the brown rectangles. HuR is shown in purple. Phosphatases and kinases are in blue 
and red, respectively. Modified from [326]. 

Cellular stimuli comprise intracellular and extracellular cues. Intracellular cues that occur in the 

context of mRNA surveillance after sensing of aberrant mRNAs are classical examples [325], [486]. 

Another example is provided by the IRE1-dependent decay (RIDD) pathway which promote 

degradation of selected mRNA transcripts via endonucleolytic cleavage during endoplasmic 

reticulum stress [326]. In addition, extracellular cues have also been described to regulate mRNA 

stability. For example, the glucocorticoid receptor, a TF of the nuclear receptor family, has been 

shown to bind to some mRNAs and activate decay upon sensing of glucocorticoids [326]. This 

pathway is also referred to as glucocorticoid-mediated mRNA decay (GMD) [487], [488]. 
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2.6. Gene expression coupling 

Gene expression is frequently viewed as a “linear assembly line” where the different steps are 

mechanistically and functionally disconnected from each other (Figure 51a). However, this 

represents a simplification of the underlying complex reality. Instead, gene expression might 

resemble a network of intertwined steps participating in a coordinated manner to its regulation 

(Figure 51b) [331], [489], [490]. Here, I discuss the concept, the functional relevance, and the 

identity of potential molecular effectors of ‘gene expression coupling’ with a focus on the control 

of mRNA synthesis and stability by canonical DNA-binding TFs.  

a   b 

                                            

Figure 51. Models of gene expression. (a) Linear or uncoupled model. (b) Coupled model. Modified from 
[489]. 

2.6.1. Definition  

In the literature, the concept of ‘gene expression coupling’ is not clearly defined. In general, two 

processes are considered to be coupled when “the properties of one process affect the outcome 

of the other” [491]. In this work, ‘gene expression coupling’ designates, more specifically, any 

situation in which identical mRNA transcripts are mechanistically controlled during the course of 

two (or more) different molecular processes by one (or more) common molecular effector(s). 

Hereafter, the molecular effector of the coupled processes is referred to as ‘coupling factor’. 

Depending on the implicated cellular compartment(s), the types of nuclear, cytoplasmic and 

nucleocytoplasmic coupling are here further distinguished.  
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2.6.2. Nuclear and cytoplasmic coupling 

Nuclear coupling involves molecular processes that are restricted to the cell nucleus. Coupling 

between transcription and alternative splicing (i.e., the influence of transcription on splice site 

selection) is a well-described case of nuclear coupling. In the literature, two main explanatory 

models have been proposed: (i) the ‘recruitment model’ and (ii) the ‘kinetic model’. In the first 

one, the recruitment of splicing factors onto the nascent transcript is determined by promoters 

and RNAPII CTD. In the second one, the ‘window of opportunity’ for a splicing event to occur is 

influenced by RNAPII elongation rate [319], [333], [491], [492]. Another example of nuclear 

coupling is the coupling between nuclear RNA decay and other nuclear processes. In particular, 

coupling between alternative splicing and non-sense mediated mRNA decay (also referred to as 

‘AS-NMD’) is known to regulate the expression of many RBPs [493]. In addition, transcription can 

also be coupled with nuclear RNA decay.  

Inversely, cytoplasmic coupling involves molecular processes that are restricted to the cell 

cytoplasm. Coupling between mRNA translation and cytoplasmic decay represents a typical case 

of cytoplasmic coupling. As discussed previously in part 2.5.1.1, it might be mediated by codon 

usage but the underlying mechanism remains unclear (see Figure 43) [322], [425], [494], [495]. 

2.6.3. Nucleocytoplasmic coupling 

More surprisingly, nuclear processes can also be coupled to cytoplasmic processes, and vice-

versa, leading to nucleocytoplasmic coupling. This type of coupling is less easy to anticipate 

because the nuclear envelope is often erroneously thought to act as a physical separation. Below 

two examples of nucleocytoplasmic coupling are briefly covered: coupling between either 

transcription or pre-mRNA processing, and cytoplasmic mRNA decay.  

2.6.3.1. Coupling transcription and cytoplasmic mRNA decay  

Coupling between mRNA synthesis and cytoplasmic decay has first been evidenced in yeast, at 

both gene-specific and genomic scales [496]. Two modes have been described, including 

‘opposite coupling’ and ‘synergistic coupling’ (Figure 52). Opposite coupling arises when mRNA 

synthesis is enhanced and mRNA stability is decreased, or vice-versa [497]. When transcription 

and degradation rates balance each other, mRNA steady-state levels remain unchanged, a 

phenomenon also known as ‘transcript buffering’27 [498]. Opposite coupling explains the peak-

shaped behavior of some gene expression responses observed following an environmental stress 

or during cell cycle progression [497], [499]. Moreover, they enable a more rapid adaptation to 

                                                           
27 Transcript buffering was first observed in yeast where steady-state mRNA levels appeared to be robust to the 
knockdown of components associated with the transcription or the degradation machineries. It indicates that defects 
in mRNA synthesis are rapidly balanced by adjustments in mRNA degradation and vice-versa. This mechanism was 
proposed to make total cellular mRNA levels highly robust to perturbations as it might occur during stress. In yeast, 
transcript buffering exists both at genomic and gene-specific scales. It has also been reported in mammals. 
Importantly, it suggests the existence of molecular effectors that are involved in both transcription and degradation 
processes [498].  
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new environmental conditions than would either mechanism acting alone [500]. They also bring 

gene expression robustness to environmental or genetic fluctuations. By contrast, synergistic 

coupling arises when mRNA synthesis and stability are together either enhanced or decreased. 

Suggested to be less frequent [501], this mode enables enduring gene expression responses. It 

has been observed notably during cell cycle progression for histone mRNAs [502], differentiation 

[503], DNA damage and osmotic stress [504]. Interestingly, the mode of coupling between mRNA 

synthesis and degradation appears to be condition-dependent [504], suggesting that subsets of 

mRNAs might potentially switch from one mode to another depending on the cellular context.  

 

Figure 52. Modes of coupling between transcription and mRNA degradation. See main text for details. 

Created with BioRender.com. 
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2.6.3.2. Coupling pre-mRNA processing and cytoplasmic mRNA decay 

In higher eukaryotes, pre-mRNA processing has been reported to affect mRNA stability in the 

cytoplasm via alternative splicing, and alternative transcription start/termination [426], [505]. Of 

note, as most of the yeast genes are not spliced, coupling between mRNA splicing and cytoplasmic 

decay is less easy to anticipate with this model28. Alternative transcription start and termination 

are linked to the choice between alternative transcription start sites (TSS), and alternative 

polyadenylation (APA), respectively. Although these processes were also suggested to largely 

reflect molecular errors [506], they are traditionally thought to be part of adaptive mechanisms 

to diversify the cellular transcriptome. In particular, the alternative selection of TSS and APA leads 

to changes in 5’ and 3’ UTR lengths [426], [507]. Since these regions typically contain various cis-

elements recognized by RBPs and regulatory RNAs, these nuclear processes can also affect mRNA 

stability in the cytoplasm [508], [509].  

2.6.4. Functional relevance  

There are many advantages of coupling the different steps of gene expression. Therefore, it is not 

surprising that cells evolved such mechanisms. As exemplified earlier, coupling transcription and 

mRNA degradation provides an elaborate and robust way to tune the celullar transcriptome and 

proteome because they facilitate the control of mRNA levels. Moreover, gene expression coupling 

has been proposed to facilitate evolution, mRNA surveillance and building of post-transcriptional 

regulons [510], [511].  

2.6.5. Potential coupling factors  

The identity of the molecular effectors that might coordinate gene expression is a major question 

in the field, especially in the case of nucleocytoplasmic coupling. Since the 2000’s, several 

constituents of the transcription machinery (including RNAPII subunits, and well-described DNA-

binding TFs) as well as promoters have been found to play non-canonical roles in post-

transcriptional processes, including mRNA processing and, more strikingly, mRNA degradation. 

Likewise, post-transcriptional factors (including RBPs, and mRNA decay-associated machineries) 

have been found to play non-canonical roles in transcription or other processes, reinforcing the 

idea that gene expression is circular [512], [513]. In most cases, a remaining but crucial question 

is whether these findings might underline new examples of ‘coupling’, as defined earlier in part 

2.6.1, or simply correspond to new examples of ‘multitasking’ (i.e., the different molecular 

activities of a specific factor control distinct mRNA transcripts). Below I successively present 

several molecular factors that appear to link mRNA decay to other processes with a main focus 

on DNA-binding TFs.  

                                                           
28 This model has thus the advantage of uncoupling mRNA degradation from pre-mRNA splicing.  
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2.6.5.1. Transcription machinery and promoters 

The roles of the transcription machinery and promoters are traditionnaly confined to the control 

of mRNA synthesis. As described here, a number of paradigm-shifting studies have interestingly 

linked them to other molecular processes throughout the eukaryotic cell. 

a) Rpb4/7 imprinting 

RNAPII is composed of several subunits, among which Rpb4/7. In yeast, these subunits have been 

reported to dissociate from RNAPII, bind nascent transcripts as they emerged from the exit 

channel and shuttle with them to the cytoplasm where they influence mRNA decay and 

translation [496], [514]–[516]. This process of co-transcriptional loading and chaperoning of 

nascent mRNAs to regulate their cytoplasmic fate was called ‘mRNA imprinting’. Although Rpb4/7 

imprinting seems to be conserved in yeast [501], it has not been reported in higher eukaryotes29. 

Moreover, this mechanism remains controversial in light of more recent studies [517], [518]. 

Nevertheless, co-transcriptional mRNA imprinting with other transcriptional regulators, decay 

factors or regulatory RBPs, and ncRNAs has also been reported [519]–[522]. This aspect is further 

discussed below.  

b) Promoters 

mRNA imprinting raised the exciting idea that a newly transcribed mRNA can be primed during 

transcription for future regulation in the cytoplasm [523]. The main issue, however, was the 

specificity of the putative mechanism. Remarkably, several studies have shown that mRNA 

degradation of many yeast genes is strikingly regulated in a promoter-dependent manner, 

suggesting that the specificity could come directly from cis-acting elements within gene 

promoters. Correspondingly, swapping promoters in yeast appeared to influence cytoplasmic 

mRNA stability, leading to promoter-mediated mRNA decay [497], [519]–[521], [524]. Although 

this mechanism was also suggested in humans [497], [499], [525]–[527], it has remained more 

elusive than in yeast.  

c) DNA-binding transcription factors 

TFs are traditionally defined as sequence-specific DNA-binding factors that regulate transcription 

(activation or repression) of a specific subset of genes [1] (see also the ‘Preamble’ section). 

Although they are increasingly recognized to also regulate post-transcriptional processes, most 

notably splicing, the model that prevails is that these non-canonical functions are related to 

indirect mechanisms. For examples, in the context of splicing, TFs may act via the modulation of 

either RNAPII elongation rate or the expression of direct splicing factors [489], [528], [529]. 

Nevertheless, more recently, this model has been challenged by a growing number of reports 

showing that bona fide TFs (such as ERG, Sp1, FOXA1, GATA4, GTF TFIID, but also EF) can also 

                                                           
29 Interestingly, both EWSR1 and EF have been reported to interact with human Rpb7. The relevance of this 
interaction in the context of a functional coupling between transcription and mRNA degradation is however unclear 
[710]. 
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control steps of pre-mRNA processing via direct mechanisms (e.g., by binding to RNA and 

recruiting processing factors) [120], [209], [529]–[535]. Excitingly, the implication of TFs in splicing 

might represent a feature shared by several TF families [536]. Likewise, multiple TFs have now 

been reported to also directly impact more remote post-transcriptional processes, including 

mRNA decay [120], [487], [537]–[539] and translation [540], [541], in addition to their canonical 

function in transcription regulation. The implication of TFs in the control of mRNA decay is further 

discussed below.  

As TFs are well-known to bind to gene promoters, they have historically been suggested to 

underline the phenomenon of promoter-mediated mRNA decay discovered in yeast (see 

2.6.5.1a)). Based on a few emblematic examples, two models were proposed: (i) TFs are directly 

imprinted onto nascent mRNAs, or (ii) they regulate the imprinting of another protein without 

leaving the promoter region [497], [521], [524].  

In human, the implication of TFs in the control of mRNA stability is more recent. In the literature, 

a dozen studies can be found on this topic, definitely confirming that this aspect is not a yeast-

specific curiosity. An overview of several interesting and emblematic examples is shown in Table 

3. Remarkably, TFs from several families appear to be implicated, suggesting that the control of 

mRNA stability by TFs might represent a widespread feature, as for their control of splicing. As 

summarized in Table 3, the biological context is diverse and mainly related to aspects of normal 

cell physiology, such as stem cell differentiation, adipogenesis, immunity, cell cycle progression, 

B lymphopoiesis and cortical neurogenesis. Also, the underlying mechanisms are various and 

more complex than anticipated from the studies in yeast. In particular, some TFs appear to 

increase mRNA stability (ZFP217, Sp1, WT1, YBX1, ARID5A, and E2F1), while others appear to 

rather decrease mRNA stability (SMAD2/3, GR, ERG, EBF1, KLF4, TP53, NRF2). Of note, the 

decrease of mRNA stability by a TF is hereafter also referred to as ‘TF-mediated mRNA decay’ 

(TFMD). More specifically, some TFs appear to control mRNA stability from the nucleus while 

others appear to shuttle to the cytoplasm to mediate their effects. Briefly, in the nucleus, they 

may act via less direct effects such as the regulation of mRNA processing (Sp1), or the deposition 

of regulatory modifications/trans-acting factors onto mRNAs (ZFP217, and SMAD2/3), sometimes 

through mechanisms that are reminiscent of mRNA imprinting. In the cytoplasm, they may act by 

directly recruiting degradation machineries onto specific mRNA subsets (GR, ERG, EBF1, and 

KLF4), or by masking regulatory cis-acting elements (WT1, YBX1, ARID5A, and TP53). Of note, in 

Table 3, the most emblematic examples of the implication of TFs in the control of mRNA decay 

are shown on a grey background. The last five examples (shown on a white background) may be 

regarded as less emblematic because either they are not (or not only) described as bona fide DNA-

binding TFs (YBX1, and ARID5A), or the underlying mechanism remains unclear (TP53, NRF2, and 

E2F1).  
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Interestingly, some TFs appear to regulate common mRNAs via their dual function in transcription 

and the control of mRNA decay (SMAD2/3, ZFP217, Sp1, ERG, and EBF1) while others appear to 

mainly regulate distinct set of mRNAs (WT1). Consequently, the first category might represent 

new examples of coupling factors. Of note, for the other TFs, the question remains open as it is 

not directly addressed in the concerned studies.   

In the laboratory of “Gene Expression and Cancer”, we believe that TFs are today emerging as 

ideal moonlighting candidates (i.e., molecular factors showing non-canonical functions), and 

thereby might represent master coordinators of the mRNA lifecycle from birth to death. Here are 

the main reasons. First, they are present from the beginning of gene expression, and are thus 

ideally positioned to early determine mRNA fates. Second, as described earlier, many post-

transcriptional events occur co-transcriptionally and a number of TFs have already been 

evidenced to be directly involved in pre-mRNA processing steps, such as (alternative) splicing and 

APA [489], [530], [536]. Third, some TFs are known to shuttle between the nucleus and the 

cytoplasm [542], [543], suggesting that they might play a role in both cellular compartments. 

Fourth, TFs are known to be enriched with IDRs [544], [545], which make them susceptible to 

carry out multiple functions via binding to multiple protein partners [95]. Finally, although they 

lack any canonical RBD, TFs are increasingly reported to also bind to RNA either directly, 

presumably via their DBD or IDRs, or indirectly via binding to RBPs [120], [530], [546]. Altogether, 

these observations strongly suggest that the roles of TFs are not restricted to DNA-based 

processes.  

Fundamentally, the moonlighting functions of TFs are challenging the molecular definition of a 

DNA-binding TF [120]. Functionally, they provide an additional layer of complexity to increase the 

efficiency, robustness, adaptability and precision of gene expression responses in cell [120]. In 

the future, it will be critical to determine whether TF-mediated control of mRNA stability 

represents a rare or rather general mechanism, and also contributes to disease development. This 

would be of paramount interest for clinical research given that TFs are both key drivers in 

diseases30 [1], [269], [547] and complex therapeutic targets [268], [548].

                                                           
30 Among ~1,600 TFs estimated in the human genome [1], ~19% have been linked with diseases.  



INTRODUCTION  Chapter 2. mRNA degradation 

78 
 

Table 3. Overview of human TFs involved in the control of mRNA stability. The effect on mRNA stability is shown: + = increased stability, – = 
decreased stability. Grey and white backgrounds indicate most and less emblematic cases, respectively. SMAD2/3 = SMAD family member 2/3, 
ZFP217 = zinc finger protein 217, Sp1 = specificity protein 1, GR = glucocorticoid receptor, GMD = glucocorticoid-mediated mRNA decay, ERG = ETS-
related gene, EBF1 = early B-cell factor 2, KLF4 = Krüppel-like factor 4, SMD = Staufen-mediated mRNA decay, WT1 = Wilms’ tumor 1, YBX1 = Y-box 
binding protein 1, ARID5A = AT-rich interactive domain 5A, TP53 = tumor protein 53, NRF2 = nuclear factor erythroid-2-related factor 2, E2F1 = E2F 
transcription factor 1, NA = not available, Ref. = reference.  

Transcription 
factor 

Family Biological context Mechanism 
Effect on 
stability 

Target mRNA 
transcripts 

Date Ref. 

Control of mRNA stability from the nucleus 

SMAD2/3 SMAD 
Stem cell 
pluripotency and 
differentiation  

Direct recruitment of the m6A 
methylation complex upon TGFβ 
signaling 

– 
Pluripotency 
mRNAs such as 
Nanog 

2018 [538] 

ZFP217 
C2H2 zinc 
Finger 

Stem cell 
pluripotency and 
differentiation 

Restriction of m6A deposition by 
sequestering METTL3 into an 
inactive complex 

+ 

Yamanaka 
factors such as 
Nanog, Sox2, 
Klf4 and c-Myc 

2015 [549] 

Adipogenesis 
Sequestration of the m6A reader 
YTHDF2 and activation of FTO gene 
transcription 

+ CCND1 2019 [550] 

Sp1 
C2H2 zinc 
Finger 

Breast cancer 
Regulation of alternative 
polyadenylation 

+ 
YKT6, WDR7, 
PTPN21, 
ZNF184 

2022 [514] 

Control of mRNA stability from the cytoplasm 

GR 
Nuclear 
receptor 

Chemotaxis of human 
monocytes 

GMD via recruitment of PNRC2, 
UPF1 and DCP1A 

– CCL2 2015 [487] 

Immunity 
GMD via recruitment of PNRC2, 
UPF1, YBX1 and HRSP12 – 

Transcripts 
related to 
immune 
responses 

2016 [488] 

Mechanotransduction 
GMD via interaction with 
LINC01569-YBX1 complex – EGR1, CITED2, 

BMP7 
2021 [551] 



INTRODUCTION  Chapter 2. mRNA degradation 

79 
 

Transcription 
factor 

Family Biological context Mechanism 
Effect on 
stability 

Target mRNA 
transcripts 

Date Ref. 

ERG ETS Cell cycle progression 
Recruitment of the CCR4-NOT 
complex via CNOT2 and binding to 
mRNAs via RBPs such as RBPMS 

– 

186 mRNAs, 
among which 
22 mitotic 
mRNAs like 
AURKA/B 

2016 [120] 

EBF1 EBF B lymphopoiesis 
Recruitment of the CCR4-NOT via 
CNOT3  – 

Lineage-
specific 
factors, such 
as Heyl and 
Jag2  

2016 [537] 

KLF4 
C2H2 zinc 
finger 

Cortical neurogenesis 
SMD via interactions with STAU1, 
DDX5 and DDX17 – Dlx1/2 and 

Tuj1 
2018 [539] 

WT1 
C2H2 zinc 
finger 

Development 
Binding to secondary structures in 
3’UTRs 

+ 
Developmental 
RNAs 

2017 [543] 

YBX131 
Y box 

Pathogenesis of 
bladder cancer 

Reading of m5C RNA modification 
and recruitment of HuR + 

Oncogenic 
mRNAs 

2019 [417] 

Maternal-to-zygotic 
transition in zebrafish 

Interaction with PABP + 
m5C-modified 
maternal 
mRNAs 

2019 [552] 

Y box 
Mechanistic study in 
HeLa 

Inhibition of decapping by binding to 
the mRNA cap + NA 2001 [553] 

ARID5A32 ARID/BRIGHT Immune regulation 
Prevention of the binding of 
destabilizing RBPs 

+ 

IL-6, Stat3, 
Ox20, Tbx21, 
Cxcl1 and Cxcl5 

2020 
[554]–
[556] 

TP53 TP53 Cancer cell lines 
Binding to AREs, intrinsic 
exoribonuclease activity 

– p53 2020 [557] 

NRF2 bZIP Inflammation Unclear – TMEM173 2018 [558] 

E2F1 E2F 
Wnt/beta-catenin 
signaling 

Unclear + Axin2 2005 [559] 

                                                           
31 YBX1 is described as both a DNA-binding TF and a multitasking RBP. 
32 ARID5A is not a bona fide DNA-binding TF but is rather described as both a transcriptional cofactor of TFs and a RBP. That said, ARID5A is able to bind to DNA.  
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2.6.5.2. Post-transcriptional factors 

Several post-transcriptional factors might also represent coupling factors between transcriptional 

and post-transcriptional processes, as well as between post-transcriptional processes. A few 

interesting examples are briefly discussed below. Unless otherwise clearly stated, they concern 

human cells. 

a) RNA-binding proteins 

A first example is provided by TARBP2, a nuclear RBP which has been shown to control the stability 

of its target transcripts by coordinating m6A modification, splicing and nuclear decay [560]. In 

addition, several RBPs largely described as splicing factors in the nucleus (e.g., serine/arigine-rich 

proteins, FET-family proteins, RBPMS, and QKI) have been reported for their implication in post-

splicing activities, including notably mRNA export, NMD, bulk mRNA decay and translation [75], 

[120], [561]–[565]. Also, several RBPs have been linked to transcription regulation by binding to 

chromatin [566], [567]. A last interesting case is the AREBP HuR, well-known for its role in mRNA 

stabilization, which has been described to also control pre-mRNA splicing of its target transcripts, 

suggesting that HuR couples pre-mRNA processing with cytoplasmic mRNA stability [568].  Except 

for TARBP2 and HuR, it remains unclear whether these RBPs are solely multitasking factors, or do 

represent real coupling factors.  

b) Decay machineries 

In yeast, several studies have reported that the decay factors Xrn1, Ccr4-not33, Lsm-Pat1, and 

Dcp1/2 can bind to gene promoters and act as positive/negative transcriptional regulators [361], 

[512], [569]–[575]. In higher eukaryotes, CCR4-NOT has been linked to RNAPII-dependent 

transcription, splicing, mRNA transport and localization in addition to its well-described function 

in cytoplasmic mRNA decay, making a feedback loop that helps to maintain proper mRNA levels 

[361], [576]. Interestingly, Ccr4-Not also appears to couple translation and cytoplasmic mRNA 

decay in a manner that is dependent of codon optimality [350]. In addition, the CBCA components 

of the RNA exosome (see Figure 37) have been linked to transcription termination [577]. 

Together, these findings suggest that decay factors like CCR4-NOT might represent master 

coupling factors of eukaryotic gene expression [361].

                                                           
33 Molecular effectors that are capable of both stimulating or repressing mRNA synthesis and degradation, such as 
Rpb4/7, Ccr4-not and Xrn1, have sometimes been referred to as ‘synthegradases’ [711]. They are thought to be the 
molecular effectors of transcript buffering [498], [512]. 
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3. Analysis of mRNA degradation  

etermining mRNA degradation rates is an important but not trivial task to fully portray 

gene expression dynamics in a given biological condition. Commonly, this is achieved 

indirectly by assessing steady-state mRNA levels, assuming that changes in mRNA 

abundance only reflect mRNA degradation. This represents however an oversimplification of the 

reality. In cells, mRNA levels are indeed determined by a complex interplay between transcription, 

processing and degradation, which may be fortuitously altered across experimental conditions. 

To address this issue, several experimental and computational methods have been developed to 

enable more direct measurements. In this chapter, after a mathematical description of mRNA 

dynamics, I will discuss these methods and highlight recent advancements.  

3.1. Mathematical models of mRNA dynamics 

In eukaryotic cells, total RNA levels (i.e., pre-mRNA and mRNA levels) are defined from the 

complex interplay between mRNA synthesis, processing and degradation. In this model, pre-

mRNAs are produced at a given synthesis rate and transformed into mRNAs at a given processing 

rate. mRNAs are finally destructed at a given decay rate (Figure 53).  

 

Figure 53. Schematic representation of the RNA lifecycle kinetics. See main text for details. Modified from 
[578]. Created with BioRender.com. 

Typically, this model is described as a system of ordinary differential equations (ODEs) [579]. In 

time-course situations, the variations in pre-mRNAs and mRNAs abundance over time are given 

by:  

𝑑𝑃

𝑑𝑡
=  𝑘1(𝑡) − 𝑘2(𝑡). 𝑃 (3.1) 

𝑑𝑀

𝑑𝑡
=  𝑘2(𝑡). 𝑃 − 𝑘3(𝑡). 𝑀 (3.2) 

where P is the pre-mRNA abundance, M is the mRNA abundance, k1 is the synthesis rate constant, 

k2 is the processing rate constant, k3 is the decay rate constant and t is the time. The minus symbol 

indicates that the specific RNA populations are being consumed. Importantly, pre-mRNA 

degradation is here neglected, which implies that the full population of pre-mRNAs is, sooner or 

later, processed into mRNAs. This represents obviously a simplification given that transcriptional 

D 
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and processing machineries are susceptive to produce aberrant pre-mRNAs which are cleared by 

nuclear mRNA surveillance pathways.  

At steady-state, the solutions of the ODEs system are: 

𝑑𝑃

𝑑𝑡
=  0      

𝑑𝑀

𝑑𝑡
= 0 (3.3) 

𝑃 =  
𝑘1

𝑘2
      𝑀 =  

𝑘2

𝑘3
      

𝑃

𝑀
=  

𝑘3

𝑘2
  (3.4) 

These considerations mean that RNA dynamics, and in particular mRNA decay, can appropriately 

be derived from either M and k1, or from P, M and k2. Experimentally, P and T can be easily 

evaluated by qPCR using primers that match exon-intron junctions or exons, respectively. M can 

then be derived because M = T – P.  Alternatively, P and T can be evaluated by northern blotting 

using adequate probes or by RNA-seq. By contrast, the assessment of the synthesis and 

processing rates is a complex task that has become feasible only recently owing to developments 

in deep-sequencing technologies. Therefore, measurement of mRNA decay rate after 

transcription inhibition has historically been used as a proxy to estimate RNA dynamics. Of note, 

assuming that pre-mRNAs are swiftly processed into mRNAs, P is negligible compared to T and M 

= ~T. In this context, mRNA decay rate is represented by the mRNA half-life (HL), defined as the 

time required to degrade 50% of the initial mRNA amount. To determine the mRNA HL, the decay 

rate constant needs first to be computed. This is usually achieved by modeling mRNA decay as 

first-order kinetics. Assuming that transcription inhibition is ideal, the previous system of ODEs is 

now described by the following equation:  

𝑑𝑀

𝑑𝑡
= − 𝑘3(𝑡). 𝑀 (3.5) 

This relationship leads to the derivation of the equation:  

ln (
𝑀

𝑀0
) =  −𝑘3. 𝑡 (3.6) 

which is equivalent to: 

𝑀 =  𝑀0. 𝑒−𝑘3𝑡 (3.7) 

where M0 is the initial mRNA abundance, i.e., before decay starts.  

At half-life (t1/2), M/M0 = 1/2, which leads to the following equation: 

𝑙𝑛 (
1

2
) =  −𝑘3. 𝑡1/2 (3.8)

from where: 

𝑡1/2 =  
𝑙𝑛2

𝑘3
 (3.9) 
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This means that the HL of an mRNA is inversely proportional to its decay rate constant.  

In a typical time-course experiment, determining mRNA HL starts with the analysis of several RNA 

samples collected over time in order to monitor the decrease in mRNA abundance compared to 

an internal control (e.g., spike-ins, stable housekeeping mRNAs). Next, normalized mRNA levels 

are plotted versus time in a convenient software (e.g., GraphPad Prism) and data are fitted using 

a least-square nonlinear (first-order) regression.  The decay rate constant is computed from the 

slope of a semilogarithmic plot of normalized mRNA levels as a function of time. Finally, the HL is 

obtained with equation (3.9).  

In above equations, we implicitly assumed that the mRNA is completely degraded at infinite 

times, which is often not the case in biological systems. Instead, mRNA levels can reach a limit 

value (V) also known as ‘plateau’ at infinite times (Figure 54). In this situation, the equation (3.7) 

becomes: 

𝑀 = (𝑀0 − 𝑉). 𝑒−𝑘3𝑡 + 𝑉 (3.10) 

If V = 0, this relationship gives back to the equation (3.7). Of note, the span is sometimes used to 

describe the difference between M0 and V. 

 

Figure 54. First-order mRNA decay kinetics. See main text for details. Modified from [578]. Created with 
BioRender.com. 

For a given cell context, HL can substantially vary between individual mRNA transcripts owing to 

variabilities related to cis-acting elements, trans-acting factors and cellular cues. Recently, mRNA 

decay rates have been reported to span a 1,000-fold order of magnitude [580]. mRNA HL also 

appear to vary between species. In yeast, they can range from minutes to hours while, in humans, 

they can range from hours to days. This is partly linked to the cell doubling time. Typically, human 

mRNAs are considered to be stable when their HL >4 h and unstable when their HL <4 h [581].  

3.2. Methods for measuring mRNA half-life  

Over the years, several methods have been reported to monitor mRNA decay. They are presented 

below along with their main advantages and drawbacks. This includes classical time-course 

experiments, total RNA-seq, nascent RNA profiling, mRNA poly(A) tail sequencing and single-

cell/molecule methods. 
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3.2.1. Classical time-course experiments 

Classical time-course experiments are typically characterized by the collection of RNA samples at 

time intervals after an initial experimental manipulation (e.g., transcription inhibition, RNA 

metabolic labeling). Following this, the levels of the mRNAs of interest are evaluated over time to 

calculate decay rates by assuming first-order kinetics. Generally, mRNA levels are monitored using 

either RT-qPCR, northern blotting or RNA-seq for transcriptome-wide analyses. A typical pipeline 

to analyze mRNA HL using RNA-seq is presented below.  

 

Figure 55. Typical RNA-seq-based pipeline to analyze mRNA HL. Dashed border indicates facultative step. 
Created with BioRender.com. 

Depending on the initial experimental manipulation, three types of approaches can be further 

delineated, including general transcription inhibition, transcriptional pulsing and metabolic 

labeling.  

3.2.1.1. General transcription inhibition 

A first and straightforward approach to analyze mRNA decay rates relies on transcriptional 

blockage (also known as transcriptional shut-off) using chemical inhibitors, such as Actinomycin 

D (ActD) or α-amanitin. Among them, usage of ActD is common [120], [537]–[539], [582], [583]. 

It interferes with all RNA polymerases by intercalating into DNA. In a typical experimental set-up, 

cells are treated with 5-10 µg/ml of ActD before being collected at time intervals (maximum 24h) 

for mRNA extraction [584]–[586].  

The main advantage of transcription inhibition is its ease of use and cost-effectiveness. Moreover, 

it is amenable to transcriptome-wide analysis [585]. Nevertheless, this approach suffers from 

several drawbacks. First, transcription inhibition represents a stress for cells which might 
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profoundly affect cell physiology. Sometimes, it leads to severe cytotoxicity, thereby limiting its 

application [584], [585]. Moreover, the above drugs have been shown to not completely block 

transcription, to alter the stability and the localization of many mRNAs [587]–[591] or to have 

pleiotropic effects (e.g., ActD can also affects translation). Consequently, HL obtained with this 

method might diverge from unperturbed decay rates. Despite these caveats, transcription 

inhibition remains a widely-used approach [584], [585]. 

3.2.1.2. Transcriptional pulsing 

A second approach is transcriptional pulsing. It relies on the use of an inducible promoter to 

specifically promote transient transcription. Because transcription inhibitors are not required 

here, this ensures that mRNA decay is analyzed under physiologically unperturbed conditions. In 

a typical experiment set-up, an exogenous and inducible gene construction is primarily introduced 

into cells using transfection or transduction. Alternatively, a cell line can be engineered using 

gene-editing tools to replace the existing promoter of a specific endogenous gene by a designed 

inducible promoter. Next, a stimulus is provided to activate transcription, leading to a burst of 

mRNA synthesis. Within a narrow window of time, the stimulus is removed, leading to silencing 

of transcription [584]. Several systems have been described to offer a reliable and simple way to 

achieve a transient burst of transcription in mammalian cells. A well-known example is the Tet-

On/Off regulatory promoter system [592].  

The main advantage of transcriptional pulsing is that it circumvents the issues related to the use 

of transcriptional inhibitors [584]. However, it is not amenable to transcriptome-wide analysis 

[592] and priorily relies on the construction of a gene inducible cassette or an inducible cell line, 

which can represent time-consuming steps.  

3.2.1.3. RNA metabolic labeling 

When analyzing mRNA stability via RNA metabolic labeling, a nucleoside analogue (often 4-

thiouridine, 4SU) is added to cells and incorporated into newly transcribed mRNAs. Often, the 

incorporated analogue is chemically modified in vitro via biotinylation and labeled mRNAs are 

next selected by affinity purification using streptavidin beads. The labeled mRNAs are finally 

quantified by RT-qPCR or RNA-seq to estimate mRNA stability [592].  

Metabolic labeling experiments can be broadly divided into three classes: pulse-chase, approach-

to-equilibrium and other, more complex methods. Pulse-chase experiments are the most 

frequent. They are analogous to transcriptional pulsing in that following the pulse of the labeled 

nucleotide, the disappearance of the labeled RNA population is then monitored during the chase 

phase (Figure 56) [592]. Of note, RNA metabolic labeling is often involved in more sophisticated 

strategies, such as nascent RNA profiling (see later).  

The main advantage of metabolic labeling is that it circumvents the issues related to the use of 

transcriptional inhibitors while being amenable to transcriptome-wide analysis. However, this 
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method has also its own caveats, such as bias in labeling efficiency across different RNA 

populations [592].  

 

Figure 56. Typical pulse-chase metabolic labeling experiment. Modified from [585]. Created with 
BioRender.com. 

3.2.2. Total RNA-seq  

Capturing all three RNA kinetic rates based on pre-mRNA and mRNA expression at steady-states 

is not trivial, because three parameters are unknown and only two equations are available (see 

equations 3.4). A way to solve this is to either make assumptions about the RNA processing rates 

or to have time-course data [579].  Based on this, total RNA-seq-based approaches have been 

developed to infer mRNA decay rates.  

Total RNA-seq experiments generate mainly exonic reads but also ~10% of intronic reads [593]. 

Intronic reads can serve to estimate intronic expression [594], which in turn is used as a proxy for 

synthesis rates. Then, mRNA decay rates can be derived from:  

𝑘3 =  
𝑘1

𝑀
 (3.11) 

In this context, RNA processing is assumed to be negligible or to occur at a constant rate. Several 

computational approaches have been reported, including for example exon-intron split analysis 

(EISA) [595], Rembrandts [596] and Snapshot-seq [597]. Alternatively, synthesis rates can be 

estimated from specific histone marks [598]. An approach based on time-course RNA-seq 

datasets has also been proposed [599]. 

Recently, a novel approach also based on time-course RNA-seq, namely INSPEcT-, has been 

developed. By contrast with other approaches, it enables the determination of all RNA kinetics 

rate by solving the system of ODEs at steady-state (see equations 3.4) [594], [600].  

Because these approaches only need total RNA-seq data, they have the main advantage to be 

straightforward in their application. Moreover, they allow retrospective analysis of the numerous 

datasets archived in publicly-available repositories [585]. For example, INSPEcT- has been 

successfully used to retrospectively disentangle the transcriptional and post-transcriptional 
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influence of the MYC TF during B-cell activation [601]. Another important point is that executable 

codes have been released for several of these approaches. They are available as Bioconductor 

packages such as eisaR and INSPEcT. The main drawback of these methods is that, except for 

INSPEcT-, the contribution of RNA processing is not taken into account [579].  

3.2.3. Nascent RNA profiling  

Nascent RNA profiling represents a recent advancement in the field of RNA dynamics. Compared 

to previous approaches, it provides a more direct measurement of RNA synthesis rates, thus 

facilitating the capture of processing and degradation rates. Multiple approaches have been 

described whether they rely on the isolation of chromatin-associated RNAs [602], the isolation of 

RNAPII-associated RNAs or metabolic labeling (Figure 57) [579].  

 

Figure 57. Three main classes of nascent RNA profiling. See main text for details. Modified from [578]. 

Global run-on sequencing (GRO-seq) and precision run-on sequencing (PRO-seq) are commonly-

used methods that belong to the second class of nascent RNA profiling. When combined with 

total RNA-seq, they can be used to evaluate mRNA decay rates (reviewed in [603], [604]).  

To profile nascent RNA via metabolic labeling, a number of computational tools have been 

reported. Although an in-depth description of these tools is beyond the scope of this work, an 

overview is available in Table 4. This table also gathers approaches that I discussed previously or 

will discuss later in this chapter. Interested readers can use it as a springboard for further 

information. Additional useful information can be found by referring to [540]. Complementing 

this, the experimental design, computational framework, output and corresponding 

computational tool for some of these approaches are presented in Figure 58. Of note, much more 

methods and tools are available in the literature. The ones described here only represent the tip 

of the iceberg. Importantly, all these methods and tools have obviously their own forces and 

limitations and might not apply to all context. Case-by-case analysis after referring to related 

articles is thus encouraged. The main advantage of all these methods is that they provide more 

accurate quantifications of RNA dynamics. However, this is at the cost of more elaborated and 

thus complex experimental and computational design.  
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Table 4. Overview of the methods currently available to evaluate transcriptome-wide mRNA decay rates. k1 = synthesis rate constant, k2 = 
processing rate constant, k3 = decay rate constant. Modified from [578].  

Experimental 
framework 

Method 
Info 

on k3 
Limitations Software Ref. 

Total RNA 

Transcription inhibition + 
Disrupts normal cell physiology, neglects 
RNA processing, requires time-course data 

- [582] 

EISA + Neglects RNA processing + [595] 

Rembrandts + Assumes k2 is constant + [596] 

Snapshot-seq + Assumes k1 is ~constant - [597] 

Zeisel et al. (time-course) + 
Requires an independent characterization of 
k2 

- [599] 

Wang et al. (histone marks) + No info on k2 - [598] 

INSPEcT- (time-course) + Requires time-course RNA-seq data + [594] 

Nascent RNA 

Chromatin-associated RNA - 

No info on k2 and k3 unless being combined 
with total RNA-seq 

- [602] 

GRO-seq - - [603] 

PRO-seq - - [604] 

RNA metabolic 
labeling 

DTA + No info on k2 + [605] 

cDTA + No info on k2 + [606] 

pulseR + No info on k2 + [607] 

DRUID + No info on k1 and k2, laborious + [585] 

DRILL + Requires time-course RNA-seq data + [608] 

INSPEcT+ + - + [609] 

Dyrec-seq + No info on k2, laborious - [610] 
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Experimental 
framework 

Method 
Info 

on k3 
Limitations Software Ref. 

SLAM-DUNK + No info on k1 and k2 + [611] 

GRAND-SLAM + No info on k1 and k2 + [612] 

Single-
cell 

Total RNA 
RNA Velocity ~ 

No info on k3 at single-cell resolution, 
assumes k2 is constant  

+ [613] 

scVelo  ~ No info on k2 and k3 at single-cell resolution + [614] 

Metabolic 
labeling 

NASC-seq  - No info on k2 and k3 + [615] 

Sci-fate  ~ 
No info on k3 at single-cell resolution, no 
info on k2 

+ [616] 

scSLAM-seq  - No info on k2 and k3 - [617] 

scEU-seq  ~ 
No info on k1 and k3 at single-cell resolution, 
no info on k2 

- [618] 

Single-molecule nano-ID + No info on k2 + [619] 
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Figure 58. Summary of nascent RNA profiling methods. T = total RNA abundance, P = pre-mRNA 
abundance, M = mRNA abundance, k1 = synthesis rate constant, k2 = processing rate constant, k3 = decay 
rate constant, L = amount of labeled RNA, tL = time of labeling. Modified from [578].  

3.2.4. Single-cell/molecule mRNA decay 

In this era of single-cell transcriptomics, a number of experimental and computational approaches 

have unsurprisingly been developed to monitor mRNA decay at the single-cell level. This includes 

for example, RNA Velocity [613], [620], scVelo [614], NASC-seq [615], Sci-fate [616], scSLAM-seq 

[617], and scEU-seq [618]. Again, these methods allow to more accurately snapshot the biological 

complexity. However, they are less simple to implement and require a certain expertise.  
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Recent improvements also include single-molecule approaches. For example, nanopore 

sequencing-based isoform dynamics (nano-ID) has been developed to study the metabolism of 

RNA isoforms at the single-molecule level [619]. Another approach is 3’-RNA end accumulation 

during turnover (TREAT). It is based on imaging rather than sequencing. It allows to capture single-

mRNA degradation dynamics in single fixed cells [621]. 

3.2.5. mRNA poly(A) tail sequencing 

When using first-order models, mRNA degradation is implicitly depicted as a uniform process 

during which each individual mRNA is degraded at a constant rate over time.  Although this 

appears to verify in prokaryotes, the reality is more complex in eukaryotes because mRNA decay 

generally occurs in a step-wise manner (Figure 59). As described previously, it is initiated by a 

deadenylation step during which the mRNA body remains intact. When the poly(A) tail reach a 

certain limit length, the mRNA is further degraded via exonucleolytic pathways. Because these 

two steps occur at their own rate34, mRNA HL cannot appropriately be evaluated using merely 

first-order models.  

 

Figure 59. Step-wise mRNA decay in eukaryotic cells. See main text for details. Created with 
BioRender.com. 

𝑑𝐷

𝑑𝑡
=  𝑘4(𝑡). 𝑀 −  𝑘5(𝑡). 𝐷 (3.12) 

This caveat fostered the emergence of novel methods to accurately monitor deadenylation rates. 

As mentioned in the previous chapter, mRNA decay rates are generally shaped by deadenylation 

rates. Interestingly, several advents into the sequencing of the mRNA poly(A) tail has recently 

evidenced that tail length is well correlated to mRNA levels and can be used to infer deadenylation 

dynamics [580]. Methods to measure poly(A) tail comprise either targeted methods [622], or 

transcriptome-wide methods, such as TAIL-seq [338], mTAIL-seq [623], FLAM-seq [339], and 

Nanopore sequencing-based approaches [624]. 

 

  

                                                           
34 mRNA body decay obeys first-order kinetics while deadenylation does not [584]. 
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SECTION II    AIM 

Gene fusions represent an important class of somatic alterations in cancer. In many cases, they 

encode pathognomonic fusion proteins with neomorphic properties and acting as potent 

oncogenic drivers. Typically, fusion proteins in cancers involve either kinases or TFs. In essence, 

oncogenic fusions are ideal drug targets which could make fusion-harboring cancers uniquely 

susceptive to precision oncology. However, contrary to fusion kinases, targeted therapy for fusion 

TFs remains actually highly challenging in practice. An important limiting factor is our partial 

understanding of the molecular mechanisms underlying the oncogenic activity of fusion TFs. Very 

interestingly, several non-fusion TFs have recently been reported to control mRNA decay via 

direct mechanisms (e.g., by binding to mRNA and by recruiting decay factors) in human. Before 

starting this work, we hypothesized that the control of mRNA decay might also be a molecular 

feature of fusion TFs, which would thereby represent an important finding for three main reasons. 

First, this would enlarge the catalogue of TFs that can impact mRNA decay and would extend the 

contribution of these non-canonical functions to disease development. Second, by providing a 

more comprehensive portrait of the molecular functions of fusion TFs, this might potentially offer 

new promising options for targeted therapy of fusion TFs-driven cancers. Third, it would further 

evidence the importance of mRNA decay in oncogenesis, an aspect which, in contrast to 

transcription, has remained largely overlooked to date.  

In this perspective, the general aim of this work was to study the contribution of mRNA decay to 

the oncogenic properties of FET::ETS fusion TFs, an important family of fusions acting as drivers 

in several sarcomas and leukemias. We reasoned that EwS might represent an attractive model 

for a proof-of-concept study. EwS is an aggressive childhood cancer driven by a fusion TF named 

EF that is emblematic of the other FET::ETS fusions. EF has, so far, mainly been studied for its 

aberrant role in transcription but a role in alternative splicing has also been reported, thus 

supporting the idea that post-transcriptional processes might also contribute to gene expression 

deregulation in EwS. Supporting this possibility, RBPs were found to be strongly enriched in a 

published interactome of EF. In addition, an important fraction of EF interactors (~10%) are known 

to regulate mRNA stability (Figure 23). On this basis, the first aim of this work was to examine 

whether EF was able to control mRNA stability at the transcriptome-wide level. To address this, 

we performed an ActD-based transcriptional shutoff experiment followed by RNA-seq in an EwS 

cell line in the presence/absence of EF. This experiment strengthened our assumption that EF 

might play a new function in mRNA decay. Next, we aimed at characterizing the molecular 

determinants of this new function, for instance by testing interactions between EF and decay 

machineries, by using mRNA tethering degradation assays and by performing motif enrichment 

analyses on the 3’UTR regions of EF decay targets. This work enabled us to design a decay mutant 

of EF. Finally, we pursued to assess the biological and clinical importance of our findings by 

comparing the oncogenic potential between EF and its decay mutant using several functional 

assays (e.g., viability, spheroid growth and colony formation assays). 
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SECTION III    RESULTS 

1. EF imposes an aberrant mRNA stability landscape in EwS 

To interrogate a potential role for EF in the control of mRNA decay, we analyzed transcriptome-

wide changes in RNA stability in EwS cells in the presence and absence of EF. To this aim, we used 

shA673-1c EwS cells, which contain a doxycycline-inducible shRNA targeting EF [236]. We 

prepared three independent series of RNA samples at 0, 1, 2 and 4h after transcription blockage 

with Actinomycin D (ActD) from cells treated or not with doxycycline (dox). We then assessed and 

compared the evolution of the steady-state levels of individual poly(A) RNAs over time by RNA-

seq in EF-expressing and knocked-down (KD) cells (Figure 60a). EF knockdown was confirmed by 

i) western blotting analysis (Figure 60b), and ii) increased cell size following treatment with dox 

as previously described [236] (Figure 60c). Principal component analysis (PCA) of RNA-seq 

libraries showed the expected clustering among samples (Figure 60d).  

Assuming first-order decay kinetics, we calculated half-lives (HLs) for 7,170 individual poly(A) RNA 

transcripts (including >99% of mRNAs, thus hereafter called “mRNAs”) in dox-untreated (–dox) 

and dox-treated conditions (+dox). Next, we calculated a HL ratio for each transcript by dividing 

the HL in KD cells with that in EF-expressing cells and we associated a p-value to each HL ratio 

(see the ‘Materials & Methods’ section). Strikingly, we identified 772 individual mRNAs that were 

significantly stabilized (log2 HL ratio >0, p-value <0.05, two-sided Fischer’s t-test) in the absence 

of EF, while only 26 were destabilized (log2 HL ratio <0, p-value <0.05, two-sided Fischer’s t-test) 

(Figure 61). Gene ontology (GO) analysis of the 772 stabilized mRNAs after EF KD revealed 

enrichment in genes involved notably in pre-mRNA splicing, DNA damage response and cell 

division (Figure 62), supporting the idea that the remodeling of the mRNA stability landscape by 

EF might allow its control of functionally connected mRNA regulons. In contrast, no specific GO 

term was statistically enriched when analyzing mRNAs that were destabilized after EF knockdown.  

To cross-validate these observations, we randomly selected a panel of 10 mRNA transcripts 

(hereafter called “decay targets panel”) among the mRNA that were destabilized by EF (i.e., mRNA 

whose stability was increased following EF KD) (Figure 63a). We then measured the HL of each of 

these mRNAs by RT-qPCR in two EwS cell lines (shA673-1c and shSK-E17T) before and after EF 

knockdown, as well as in bone-marrow derived human mesenchymal stem cells (hMSCs) before 

and after ectopic expression of EF. For each EwS cell line, we calculated the HL ratio as described 

above (HL in the EF KD cells/HL in the control EF-expressing cells). For MSCs, we computed the HL 

ratio by dividing the HL in the presence of EF by that in the absence of EF. Knockdown of EF in 

shA673-1c and shSK-E17T, and expression of EF in hMSCs were verified by western blotting 

analysis (Figure 63b) and shift in cell morphology as previously described [625] (Figure 63c). In 

agreement with our RNA-seq analysis, the mRNAs were all stabilized following EF KD in both EwS 

cell lines (Figure 63d). In contrast, these transcripts were all destabilized following expression of 

EF in MSCs. Altogether, these findings suggest that the control of mRNA stability might represent 
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a novel molecular function for the EwS TF EF. The observation that approximately 30 times more 

mRNA showed increased HL following EF KD pointed towards a mRNA destabilizing role for EF.  

a 

 

b          c 

             

d 

 

Figure 60. Design and quality controls of the ActD RNA-seq experiments in shA673-1c -/+ dox cells. (a) 
Overview of the experimental design for the analysis of abundance and stability changes upon EF 
knockdown in shA673-1c cells (n = 3 independent experiments). (b) Western blotting analysis of 
endogenous EF and GAPDH (loading control) in the three replicates used for the RNA-seq experiment. 
Samples are total cell lysates from shA673-1c -/+ dox cells. (c) Representative photographs (zoom 10x) of 
shA673-1c -/+ dox cells. Scale bar = 50 µm. (d) Principal component analysis (PCA) of RNA-seq libraries 
from shA673-1c -/+ dox cells (n = 3 independent experiments). Samples are segregated by condition and 
by time after treatment with ActD in principal component 1 (PC1) and 2 (PC2), respectively. 
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Figure 61. Transcriptome-wide changes in mRNA stability after EF knockdown. Volcano plot of 
significantly stabilized mRNA transcripts (red) and destabilized mRNA transcripts (blue) following EF 
knockdown (KD) in shA673-1c cells (n = 3 independent experiments, HL ratio >1, p-value <0.05). mRNAs 
whose stability was not significantly affected are in gray. mRNA numbers are indicated within brackets. 
Horizontal dotted line (in black) is drawn at p-value = 0.05. HL = half-life. 

 

Figure 62. Gene ontology analysis of stabilized mRNAs after EF knockdown with DAVID. Enrichment of 
Gene Ontology (GO) Biological Process terms in genes with significantly increased stability upon EF 
knockdown in shA673-1c cells (FDR <0.2, gene count >5). GO terms are ranked by increasing order of FDR. 
Points are scaled by number of genes and are ranked according to colored p-values. Enrichment analysis 
was performed with DAVID and p-values were calculated using FDR correction. 
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a          d 

                    

b           c 

      

Figure 63. RT-qPCR stability analysis of the decay panel. (a) Log2 half-life (HL) ratio of the selected EF 
decay targets (decay panel, black) among the stabilized mRNAs after EF knockdown in shA673-1c cells 
(grey). mRNA numbers are indicated within brackets. (b) Representative western blotting analysis of EF 
and HSP90 (loading control) in cells used for HL measurement by RT-qPCR analysis. Samples are total cell 
lysates from shA673-1c and shSK-E17T -/+ dox cells, and MSC CTL/EF cells. (c) Representative photographs 
(zoom 4x) of MSC CTL/EF cells. Scale bar = 50 µm. (d) Heatmap of half-life ratio detected by RNA-seq or by 
RT-qPCR after knockdown of EF in shA673-1c and shSK-E17T cells (+dox vs –dox); or expression of EF in 
MSC cells (EF vs CTL) for the mRNAs selected and indicated in (a). Results are shown as means (n = 3 and 
4 independent experiments for RNA-seq and RT-qPCR, respectively). mRNAs are ranked by decreasing 
order of HL ratio as detected in the RNA-seq experiment.  
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Processing bodies (P-bodies, or PBs) are microscopic mRNA-protein complex (mRNP) aggregates 
that accumulate translationally repressed mRNAs and mRNA-decay associated factors such as 
decapping protein 1 A (DCP1A), enhancer of mRNA decapping 4 (EDC4) and subunits of the CCR4-
NOT deadenylation complex [375]. Although the function of PBs remains debated, they are 
intimately linked to mRNA metabolism as recent evidence suggests that they contain mRNAs that 
are in equilibrium with polysomes and mRNA targeted for degradation [376].  For instance, 
blocking the 5’–3’ mRNA degradation pathway leads to enlarged PBs [380], while treatment with 
translation inhibitors leads to their rapid disappearance [379]. To further support a role for EF in 
mRNA metabolism, we examined the formation of PBs in two EwS cell lines in the presence and 
absence of EF by staining for DCP1A and EDC4. Knockdown of EF correlated with a significant 
reduction in the number of PBs in EwS cells (Figure 64). In line with the idea that EF promotes 
mRNA degradation, this observation might indicate that a higher number of mRNA transcripts are 
targeted for degradation in the presence of EF.  

a 

 

b 

 

Figure 64. Analysis of P-bodies (PBs) upon EF knockdown in EwS cells. (a) Immunofluorescence of DCP1A 
and EDC4 (PBs markers, white) and DAPI (nuclear staining, blue) in shA673-1c and shSK-E17T -/+ dox cells. 
Scale bars = 10 µm. (b) Quantification of the number of PBs per cell from immunofluorescence described 
in a. Results are shown as mean ± SD (n = 3 independent experiments with >50 cells for each replicate). 
**p <0.01; ***p <0.001 compared to –dox by two-tailed unpaired Student’s t-test. 
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EF is thought to act as an oncogenic TF that aberrantly controls the transcription of hundreds of 

genes contributing to EwS biology [155]. One possible explanation for the effects of EF on mRNA 

stability would be that EF regulates the expression of factors involved in mRNA degradation, 

although this would be difficult to reconcile with our observation that only specific mRNAs are 

stabilized by EF KD. To test this, we first identified genes whose expression levels are controlled 

by EF by performing a differential gene expression (DGE) analysis in shA673-1c -/+ dox (Figure 

60a). We identified respectively 752 and 1,625 mRNAs that were significantly downregulated and 

upregulated after EF KD (|log2FC| > 1, padj <0.01, Figure 65a). As previously reported [155], 

downregulated genes (i.e., genes that are activated by EF) were strongly enriched for GO terms 

related to cell division, cell proliferation and DNA replication while upregulated genes (i.e., genes 

that are repressed by EF) were strongly enriched for GO terms linked to EMT-related processes, 

including cell adhesion, cell migration and differentiation (Figure 65b-c). In contrast, no GO term 

related to mRNA catabolism (e.g., “regulation of mRNA stability”, “mRNA catabolic process”, 

“CCR4-NOT complex”, “exosome (RNAse complex)”, etc.) were significantly associated with the 

down- or upregulated genes.   

Next, we compared the list of EF-regulated genes identified in our DGE analysis in shA673-1c -/+ 

dox (Figure 65) with a manually literature-curated list of 66 decay factors (decaysome, full list 

available in the ‘Appendix’ section). Out of this list, 61 were detected in our RNA-seq analysis, 

among which, only 7 exhibited significant changes following EF KD. More specifically, four factors 

were downregulated (EXOSC5, MPP6, ZCCHC3 and DCP2) and three factors were upregulated 

(ZFP36, ZFP36L1, ZFP36L2) after EF KD (Figure 66a). All these modulated decay factors have a 

positive role in mRNA decay [326], [626]. Similarly, we compared the list of EF-regulated genes 

with a list of 371 high-confidence genes encoding PB constituents (PBome) collected from the 

RNP Granule Database [377]. Out of the 343 PB genes detected in the RNA-seq, only 16 genes 

were significantly upregulated after EF KD (Figure 66b). Importantly, the genetic perturbation of 

none of these 16 genes has been reported to affect PBs (http://rnagranuledb.lunenfeld.ca/). 

Additionally, we assessed the protein level of endogenous DCP1A and EDC4 in EF-depleted EwS 

cells and found that the protein levels of these two PBs markers are not affected by the presence 

of EF (Figure 66c). Taken together, these results suggest that the mRNA stabilization effects are 

very unlikely to be mediated by changes in the expression of decaysome or PBome factors. This 

conclusion led us to test the possibility that EF might play a direct role in the control of mRNA 

stability. 
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a 

 

b         c 

 

Figure 65. Differential gene expression analysis upon EF knockdown in shA673-1c cells. (a) Volcano plot 
of significantly downregulated genes (green) and upregulated genes (purple) upon EF knockdown (KD) in 
shA673-1c cells. Genes with unchanged expression are in black. Gene numbers are indicated within 
brackets. (b-c) Top-5 Gene Ontology (GO) Biological Process terms significantly enriched in genes 
downregulated (b) and upregulated (c) upon EF knockdown in shA673-1c cells (FDR <0.05). Points are 
scaled by number of genes and are ranked according to colored p-values. Enrichment analysis was 
performed with DAVID and p-values were calculated using FDR correction. 
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c 

 
Figure 66. Comparison of the decaysome and the PBome with EF modulated targets. (a) Comparison of 
significantly downregulated genes and upregulated genes after EF knockdown (KD) in shA673-1c cells with 
genes encoding proteins involved in mRNA decay (decay genes) curated from literature (b) or with high-
confidence genes encoding P-bodies proteins (PB genes) from the RNP Granule Database considering only 
tier 1. Log2FC of genes from the overlaps are shown on the right. Genes with padj <0.01 and |log2FC| >1) 
are colored. 61 out of the 66 initial decay genes and 343 out of the 371 initial PB genes were detected in 
the RNA-seq. (c) Western blotting analysis of endogenous EF, DCP1A, EDC4 and HSP90 (loading control). 
Samples are total cell lysates from shA673-1c -/+ dox cells. 
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2. EF associates with most of its decay targets and promotes decay of a tethered 

reporter mRNA  

To investigate a more direct role of EF in mRNA degradation, we tested whether it had the ability 

to associate with its “decay targets”, i.e., the mRNAs that are destabilized in the presence of EF. 

To this aim, we performed RNA immunoprecipitation (RIP) experiments in shA673-1c cells. We 

immunoprecipitated EF with an anti-FLI1 antibody and assessed the presence of the 

representative mRNAs from the “decay targets panel” in the IP by RT-qPCR. Contrary to control 

mRNAs (GAPDH, NDUFA12 and RPL32), we found that the majority of tested mRNAs (7 mRNAs 

out of 10) were significantly enriched in the EF IP, compared to control mRNAs (Figure 67a), 

indicating that EF is able to specifically associate with most its target mRNAs and that EF might 

destabilize its targets upon mRNA association. 

a         b 

 
Figure 67. EF RNA IP experiment in shA673-1c cells. (a) Immunopurification of RNA-EF complexes and RT-
qPCR for the decay panel and indicated control genes in shA673-1c cells (n = 5 independent experiments). 
Results are shown as means ± SD. *p <0.05; **p <0.01; ***p <0.001; ****p <0.0001 compared to mean % 
of input of control mRNAs by two-tailed unpaired Student’s t-test. (b) Western blotting analysis of EF after 
RNA IP in shA673-1 cells. 
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To test this possibility, we used an mRNA stability tethering assay previously described in [627]. 

This assay uses a Renilla luciferase reporter mRNA carrying eight repeats of the binding sequence 

for the bacteriophage MS2 coat protein (MS2-CP) in its 3’ untranslated region (UTR) (R-Luc-8MS2). 

This approach allows the specific recruitment of any protein of interest fused to the MS2-CP 

peptide onto the 3’UTR of the reporter transcript (Figure 68a). Using this assay, we tested EF as 

well as its N-terminal EWSR1-derived (EWS-Nter) and C-terminal FLI1-derived (FLI1-Cter) regions 

(Figure 68b). We transfected FLAG-tagged constructs encoding either MS2-CP alone (as control) 

or MS2-CP fused to full-length EF or to its Nter/Cter regions (EF-MS2-CP, Nter-MS2-CP and Cter-

MS2-CP, respectively), together with the R-Luc-8MS2 reporter or with a control reporter lacking 

the MS2-binding sites (R-Luc-0MS2) in HeLa cells. Then, we assessed the stability of the R-Luc-

8MS2 and R-Luc-0MS2 reporters by RT-qPCR under condition of transcription blockage with ActD. 

Interestingly, we found that the expression of EF-MS2-CP and Nter-MS2-CP but not Cter-MS2-CP 

decreased the stability of R-Luc-8MS2 compared to control MS2-CP (Figure 68c-d). Importantly, 

the expression of these constructs had no effect on the stability of the non-tethered R-Luc-0MS2. 

These observations strongly support the idea that EF can promote mRNA destabilization via a 

mechanism that involves its association with the target mRNA and is mediated by its EWSR1-

derived region.
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a     d 

 

b 

c 

Figure 68. MS2-tethering degradation assay with EF and its Nter/Cter domains. (a) Schematic, 
representation of the R-Luc-8MS2 and the R-Luc-0MS2 mRNA reporters. (b) Schematic, domain structure 
of EF. Regions from respective EWSR1 and FLI1 parent proteins are indicated. (c) RT-qPCR stability analysis 
of the R-Luc-8MS2 and the R-Luc-0MS2 mRNA reporters. Samples are RNA from HeLa cells transfected 
with the indicated R-Luc reporters and MS2-CP-tagged constructs, and treated for 0, 1, 2, or 4h with ActD. 
Dots and lines indicate individual values and means, respectively (n = 5 and 4 independent experiments 
for R-Luc-8MS2 and R-Luc-0MS2, respectively). **p <0.01; ns = not significant compared to MS2-CP by two-
tailed unpaired Student’s t-test. HL = half-life. (d) Western blotting analysis of the indicated MS2-tagged 
proteins with anti-FLAG antibody and GAPDH (loading control). Samples are total cell lysates from HeLa 
cells transfected with R-Luc-0MS2 or R-Luc-8MS2 and indicated MS2-tagged constructs.   

 

      



RESULTS 

106 
 

3. EF interacts with the CCR4-NOT deadenylation machinery 

In eukaryotic cells, deadenylation is often the first and rate-limiting step of mRNA decay [628], 

[629]. To further dissect the molecular mechanisms underlying the mRNA degradative activity of 

EF, we tested its interactions with subunits of the CCR4-NOT and PAN2-PAN3 complexes, the 

major deadenylation machineries in eukaryotes. For this, we used a previously described 

Gaussian luciferase (GLuc) protein complementation assay (gPCA) [630] (Figure 69a). We 

expressed independent GLucN1-tagged versions of various deadenylase complexes subunits 

together with GLucN2-tagged EF. As it is necessary and sufficient to promote mRNA degradation 

(see above), we also tested the Nter region of EF in parallel. For each protein pair, we computed 

a normalized luciferase ratio (NLR) as described in Figure 69b. Based on previous publications, 

gPCA interactions can be considered positive when NLR >3 [630]. 

a       b 

                 

Figure 69. Gaussian luciferase protein complementation assay (gPCA). (a) Schematic of the Gaussian 
luciferase protein complementation assay (gPCA). X and Y are bait and prey proteins, and GLucN1 and 
GLucN2 are inactive fragments of the Gaussian luciferase. Modified from [630]. (b) Schematic of the 
normalized luminescence ratio (NLR) used in gPCA. The NLR for a given interacting protein pair X-Y 
corresponds to luminescence activity in cells expressing GLucN1-X and GLucN2-Y divided by the sum of the 
luminescence measured in control wells as indicated. Modified from [630]. 

Using this assay, we found a robust interaction between EF and the CNOT2 subunit of the CCR4-

NOT complex (NLR ~10). (Figure 70a). Interestingly, this interaction was also detected with the 

EWSR1-derived Nter region of EF (NLR ~5). An interaction with PAN3 was also detected, although 

barely above the NLR cut-off (NLR = 3.3) and only observed for the Nter domain. The association 

between EF or its Nter region and CNOT2 was confirmed in a reverse tagging configuration (i.e., 

GLucN2-CNOT2 and GLucN1-EF or GLucN1-EWS-Nter). Here, we also included the FLI1-derived 

Cter region of EF (GLucN1-FLI1-Cter). As expected, we found that EF and the Nter region were 

able to interact with CNOT2 (Figure 71a-b, NLR ~30 and 20, respectively), although a weak 

interaction was also detected for the Cter region (NLR = 3.6). Since gPCA has been reported to 
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preferentially detect direct interactions [630], these results indicate that the interaction with 

CNOT2 is likely to be direct.  

a 

 
b 

 

Figure 70. gPCA screening with subunits of the deadenylation complexes. (a) Heatmap showing mean 
NLR values for the indicated protein pairs (n = 3 independent experiments). The subunits of the CCR4-NOT 
and PAN2-PAN3 deadenylation complexes are tagged with GLucN1; and EF and EWS_Nter are tagged with 
GLucN2. (b) Representative western blotting analysis of the indicated GLucN1/2-tagged proteins and 
GAPDH (loading control). Samples are lysates from HEK293T cells used in (a). 
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a     b 

                   

Figure 71. gPCA screening with Nter and Cter regions of EF. (a) Heatmap showing mean NLR values for 
the indicated protein pairs (n = 3 independent experiments). EF, EWS_Nter and FLI1_Cter are tagged with 
GLucN1; and CNOT2 is tagged with GLucN2. (b) Representative western blotting analysis of the indicated 
GLucN1/2-tagged proteins and GAPDH (loading control). Samples are lysates from HEK293T cells used for 
luminescence measurement. 

The association between EF and CNOT2 was confirmed at the endogenous level in EwS cells by 

coimmunoprecipitation (Figure 72a). Interestingly, endogenous EF also copurified with CNOT1, 

the scaffold subunit of CCR4-NOT (Figure 72b), suggesting that EF could associate with the whole 

CCR4-NOT complex to achieve degradation of its target mRNA. To test this possibility, we first 

sought to verify that EF was able to associate with other subunits of the CCR4-NOT complex. By 

performing coimmunoprecipitations between FLAG-tagged EF and HA-tagged versions of the four 

catalytic subunits of CCR4-NOT, we found that CNOT6L and CNOT8 copurified with EF. In contrast, 

we detected no interaction with the CNOT6 or CNOT7 subunits, suggesting that EF specifically 

associates with the CNOT6L-CNOT8-containing species form of CCR4-NOT (Figure 72c). 

Importantly, the associations of EF with CNOT6L and CNOT8 were also confirmed at the 

endogenous level in EwS cells (Figure 72d-e). Together, these results suggest that via its direct 

association with CNOT2, EF might recruit a fully functional version of the CCR4-NOT deadenylation 

complex, containing CNOT6L and CNOT8 (Figure 72f). 
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a       b 

                  

c 

 

d       e 
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f 

 
Figure 72. Coimmunoprecipitations experiments between EF and subunits of the CCR4-NOT complex. (a) 
Immunoprecipitation (IP) of endogenous CNOT2 and (b) CNOT1 from shA673-1c cell lysates followed by 
western blotting (WB) for the indicated proteins. (c) Immunoprecipitation (IP) of FLAG-tagged EF followed 
by anti-FLAG and anti-HA western blotting (WB). Samples are lysates from HEK293T cells transfected with 
HA-tagged indicated CCR4-NOT deadenylase subunits with either FLAG-EF or control FLAG empty-vector. 
(d) Immunoprecipitation (IP) of endogenous CNOT6L and (e) CNOT8 from shA673-1c cell lysates followed 
by western blotting (WB) for the indicated proteins. (f) EF associates only with the CNOT6L-CNOT8-
containing version of CCR4-NOT. Numbers indicate CNOT subunits. 

To better characterize the novel interaction between EF and the CCR4-NOT complex, we looked 

in which cellular compartment (cytoplasm or nucleus) this interaction takes place. To address this, 

we performed proximity-ligation assay (PLA) with FLAG-tagged EF and Myc-tagged CNOT2 in HeLa 

cells. Specific PLA signals, which are proxies for the EF/CNOT2 interaction were observed in both 

the nuclear and cytoplasmic compartments (Figure 73). So far, EF has been mainly described to 

be located in the nucleus, consistently with its canonical function as a TF. Because our PLA 

experiments suggest that at least a portion of EF might be present outside the nucleus, we 

performed immunostaining detection of EF in two EwS cell lines. We observed that, in addition 

to its mainly nuclear localization, EF also appeared as discrete cytoplasmic foci in both EwS cell 
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lines (Figure 74a-b). Because CNOT2 is a well-known constituent of PBs [375], we hypothesized 

that these EF-positive foci might be PBs. To test this, we performed co-immunostaining of EF and 

DCP1A or EDC4, two PBs markers. We found no colocalization of EF with the PB markers, 

indicating that cytoplasmic EF does not predominantly localize in PBs (Figure 74c-d). Alternatively, 

we repeated the PLA experiments in cells expressing EGFP-tagged DCP1A, allowing direct 

visualization of PBs. Again, we observed no PLA foci co-localizing with DCP1A, indicating that the 

cytoplasmic colocalization of EF with CNOT2 does not occur within PBs (not shown). Together, 

these results suggest that the decay function of EF might take place in both nuclear and 

cytoplasmic compartments but its precise subcellular localization remains undefined.  

a      b 

 

Figure 73. Proximity-ligation assay. (a) Representative images of FLAG-EF and Myc-CNOT2 interaction (in 
red) assessed by proximity ligation assay (PLA) in HeLa cells. Nuclei were counterstained in blue. Arrow 
indicates cytoplasmic red foci. EV = empty vector. (b) Control (no primary antibodies) for PLA.  
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Figure 74. Subcellular localization of EF in two EwS cell lines. (a) Immunofluorescence of EF (red) and 
DAPI (nuclear staining, blue) in shA673-1c cells and (b) shSK-E17T cells incubated with (+) or without (-) 
primary anti-FLI1 antibody. Scale bar = 20 µm. Magnification of boxed regions and intensity plots (right) 
along respective sections (white lines) are shown. White arrows indicate intense cytoplasmic foci. N = 
nucleus; F = foci. (c) Immunofluorescence of EF (red), DCP1A (green, left), EDC4 (green, right) and DAPI 
(nuclear staining, blue) in shA673-1c cells and (d) shSK-E17T cells. Individual channels, merged channels 
with nuclear staining (in blue) and magnification of boxed regions are shown. Scale bar = 10 µm.  

To further characterize the EF/CNOT2 interaction, we performed coimmunoprecipitations from 

cell lysates treated with RNAse A. RNAse A treatment did not affect the amount of CNOT2 co-

purifying with EF (Figure 75a), indicating that RNA is dispensable for the formation of a stable EF-

CNOT2 complex. Next, to map the region of CNOT2 involved in the interaction with EF, we 

undertook coimmunoprecipitation experiments between FLAG-tagged EF and a series of Myc-

tagged deletion mutants of CNOT2 (Figure 75b). These experiments identified the NAR (Not1 

anchor region) domain of CNOT2 as mediating the interaction with EF (Figure 75c). 
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b 

 

c 

 

Figure 75. Other features of the EF/CNOT2 interaction. (a) Immunoprecipitation (IP) of FLAG-tagged EF 
followed by anti-FLAG and anti-Myc western blotting (WB). Samples are untreated or RNAse A-treated 
lysates from HEK293T cells transfected with Myc-CNOT2 alone or together with FLAG-EF. (b) Schematic, 
domain structure of CNOT2-deletion mutants. FL = full length, NAR = NOT1 anchor region, CS = connecting 
sequence. (c) Immunoprecipitation (IP) of FLAG-tagged EF followed by anti-FLAG and anti-HA western 
blotting (WB). Samples are lysates from HEK293T cells transfected with Myc-tagged CNOT2-deletion 
mutants alone or with FLAG-EF. Arrow indicates aspecific band; and asterisks indicate lost bands. 
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4. The decay activity of EF relies on its interaction with the CNOT2 subunit of the 

CCR4-NOT deadenylation complex 

Based on our previous results, we hypothesized that CNOT2 might be critical for the decay activity 

of EF by allowing the recruitment of the full CCR4-NOT complex. To further test the importance 

of CNOT2 in our model, we repeated the MS2-tethering degradation assay with EF-MSP-CP in 

CNOT2-depleted HeLa cells. Interestingly, we found that siRNA-mediated depletion of CNOT2 

abrogated the ability of EF to destabilize the R-Luc-8MS2 reporter (Figure 76a-b). Moreover, we 

analyzed the stability of the representative EF decay targets in CNOT2-depleted shA673-1c EwS 

cells. Similarly to knocking down EF, depletion of CNOT2 led to the stabilization of the majority of 

the tested mRNAs (Figure 76c-d).  

Because CNOT2 appears to mediate the association between EF and CCR4-NOT, we attempted to 

to build a mutant of EF for which the interaction with CNOT2 was compromised. To map more 

precisely the CNOT2-interaction domain on EF, we thus constructed deletion mutants of the Nter 

region of EF by removing successive 50 amino acids (aa) stretches from the 3’ end (Figure 77a). 

Using gPCA, we tested interactions between the EF Nter deletion mutants and CNOT2, and found 

that most of the interaction was lost upon removal of the first 63 aa of EF N-terminus (NLR ~4). 

Correspondingly, the first 63 aa alone were able to recover an important fraction of the 

interaction (NLR >7, Figure 77b-c), thus suggesting the first 63 aa of EF are a major contributor in 

the interaction with CNOT2. When tested in the mRNA degradation tethering assay, the N-

terminal region of EF lacking the first 63 aa (∆63 EF Nter) did not promote the degradation of the 

R-Luc-8MS2 reporter compared to control expression of MS2-CP (Figure 78a-b). Finally, removal 

of the 1-63 aa region abolished the ability of EF to promote degradation of its representative 

decay targets in hMSCs (Figure 78b-c). Altogether, these results point towards a model in which 

EF promotes the degradation of specific mRNA via its ability to associate with CNOT2. 
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Figure 76. Decay activity of EF under CNOT2 depletion. (a) RT-qPCR analysis of the stability of the R-Luc-
8MS2 mRNA reporter in HeLa -/+ siCNOT2 cells. Samples are RNA from siCTL/siCNOT2 HeLa cells 
transfected with the R-Luc-8MS2 reporter and MS2-CP or EF-MS2-CP and treated for 0, 1, 2, or 4 h with 
ActD. Dots and lines indicate individual values and means, respectively (n = 4 independent experiments). 
**p <0.01; ns = not significant compared to siCTL by two-tailed unpaired Student’s t-test. HL = half-life. (b) 
Western blotting analysis of EF-MS2-CP (anti-FLAG antibody), CNOT2 and GAPDH (loading control). 
Samples are total cell lysates from HeLa cells before and after knockdown of CNOT2 and transfected with 
indicated MS2-tagged constructs. (c) Heatmap of half-life (HL) ratio detected by RT-qPCR before and after 
knockdown of CNOT2 in shA673-1c cells for the decay panel. Results are shown as means (n = 3-5 
independent experiments). For each target, the HL ratio corresponds to the HL in siCTL condition divided 
by the HL in the siCNOT2 condition.  (d) Western blotting analysis of CNOT2, EF and GAPDH (loading 
control). Samples are lysates from shA673-1c cells before and after knockdown of CNOT2.  
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a            b 

      

c 

 

Figure 77. gPCA screening with the deletion mutants of EF Nter region. (a) Schematic, domain structure 
of EWS_Nter-deletion mutants. (b) Heatmap showing NLR values relative to 1-264 construct for the 
indicated protein pairs (n ≥ 2 independent experiments). EWS_Nter and deletion-mutants are tagged with 
GLucN1; and CNOT2 is tagged with GLucN2. (c) Representative western blotting analysis of the indicated 
GLucN1/2-tagged proteins and GAPDH (loading control). Samples are lysates from HEK293T cells used in 
(b). 

 

 

 

 

 

 

 

1
-2

6
4

3
8

-2
6

4

6
4

-2
6

4

1
1

4
-2

6
4

1
6

4
-2

6
4

2
1

4
-2

6
4

1
-6

3

CNOT2

NLR relative to 1-264

GLucN1

G
L

u
c
N

2

0 0.2 0.4 0.6 0.8 1.0



RESULTS 

118 
 

a       b  

R-Luc-8MS2

0 1 2 3 4
0.0

0.5

1.0

Time of ActD treatment (h)

R
e
la

ti
v
e
 R

-L
u

c
 m

R
N

A
 a

b
u

n
d

a
n

c
e

HLMS2-CP = 2.42  0.71 h

HL63EWS_Nter-MS2-CP = 2.63  1.02 h
ns

MS2-CP

63EWS_Nter-MS2-CP

  
c       d 

   

Figure 78. Decay activity of the ∆63 Nter mutant. (a) RT-qPCR analysis of the stability of the R-Luc-8MS2 
mRNA reporter. Samples are RNA from HeLa cells transfected with the R-Luc-8MS2 reporter and either 
∆63EWS_Nter-MS2-CP or MS2-CP, and treated for 0, 1, 2, or 4 h with ActD. Dots and lines indicate 
individual values and means, respectively (n = 5 independent experiments). ns = not significant compared 
to MS2-CP by two-tailed unpaired Student’s t-test. HL = half-life. (b) Western blotting analysis of 
EWS_Nter-MS2-CP and ∆63_EWS_Nter-MS2-CP with anti-FLAG antibody and GAPDH (loading control). 
Samples are total cell lysates from HeLa cells transfected with R-Luc-0MS2 or R-Luc-8MS2 and indicated 
MS2-tagged constructs. (c) Heatmap of half-life (HL) ratio detected by RT-qPCR after expression of FLAG-
tagged EF, ∆63EF or control FLAG empty vector (CTL) in MSC cells for the decay panel. Results are shown 
as means (n ≥ 2 independent experiments). For each target, the HL ratio corresponds to the HL in EF or 
∆63EF condition divided by the HL in the CTL condition. (d) Western blotting analysis of FLAG- EF or ∆63EF 
and HSP90 (loading control). Samples are lysates from MSC cells expressing control FLAG empty vector 
(CTL) or indicated FLAG-tagged constructs.   
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Interestingly, we observed that the first 63 aa of EF corresponded to a local higher-order state in 

the otherwise highly disordered EF Nter region (Figure 79a). This region is also well-conserved 

among the three members of the FET family (Figure 79b), suggesting that the interaction with 

CNOT2 might be a conserved feature of the FET proteins. 

a 

   

b 

 

Figure 79. Features of the first 63 Nter amino acids of EF. (a) Disorder prediction along the EWS_Nter 
sequence. Results are shown as means from eight algorithms: IUPRED2, VL3, RONN, SPOT-Disorder, 
AUCPred, ESpritz, Metadisorder and POODLE. The threshold score for disorder is 0.5 (solid black line). (b) 
Sequence alignment of FUS, EWSR1 and TAF15 proteins. The first 63 amino acids are indicated (solid black 
line). 
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The EWSR1-derived region of EF is an intrinsically-disordered (ID) low-complexity (LC) region that 

contains 30 degenerate hexapeptides repeats (SYGQQS) with conserved tyrosines in second 

position. Replacing tyrosines by aliphatic amino acids like alanine or isoleucine in the first 17 of 

these repeats has been reported to abrogate the EF transcriptional activity [91]. By contrast, when 

tyrosines were replaced by phenylalanine, an aromatic amino acid, this activity was preserved; 

thus indicating that aromaticity might be important for the transcriptional activity of EF [91]. 

Here, we investigated whether tyrosines and aromaticity might also be important for the mRNA 

decay activity of EF. To this end, we first tested interactions between CNOT2 and three different 

tyrosine mutants of EF Nter region using gPCA (described in Figure 80a). We found that the 

SIGQQS and SAGQQS mutants were unable to interact with CNOT2. In contrast, a SFGQQS mutant 

retained strong association with CNOT2 (Figure 80b). The SIFGQQS mutant of the EF Nter region 

was also unable to destabilize the R-Luc-8MS2 reporter mRNA in the tethering assay, further 

supporting the idea that the mRNA degradative activity of EF relies on CNOT2 (Figure 80c). 

Interestingly, structural disorder prediction along the sequences of these three tyrosine mutants 

showed that the local higher-order state observed within the first 63 aa was lost when tyrosines 

are replaced by alanines or isoleucines but not phenylalanines (Figure 81).  
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a 

   

b      c 

        

Figure 80. Features of the tyrosine mutants of EWS/EF Nter region. (a) Schematic, domain structure of 
tyrosine mutants of EWS_Nter region. Consensus sequence of degenerate hexapeptide repeats is shown 
and their localization is indicated by colored boxes. Tyrosines outside of DHRs are indicated by black boxes. 
Spacers between DHRs are generally of only a few residues except for S1 and S2 (shown in light grey). The 
chemical structure of tyrosine, alanine, isoleucine and phenylalanine amino acids (aa) is indicated on the 
right. (b) Heatmap showing mean NLR values for the indicated protein pairs (n = 3 independent 
experiments). EWS_Nter and tyrosine mutants are tagged with GLucN1; and CNOT2 is tagged with GLucN2. 
(c) RT-qPCR analysis of the stability of the R-Luc-8MS2 mRNA reporter. Samples are RNA from HeLa cells 
transfected with the R-Luc-8MS2 reporter and either SIGQQS-MS2-CP or MS2-CP, and treated for 0, 1, 2, 
or 4 h with ActD. Dots and lines indicate individual values and means, respectively (n = 3 independent 
experiments). *p <0.05 compared to MS2-CP by two-tailed unpaired Student’s t-test. HL = half-life. 
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Figure 81. Disorder prediction along the EWS/EF_Nter sequence and three tyrosine mutants. Results are 
shown as means from eight algorithms: IUPRED2, VL3, RONN, SPOT-Disorder, AUCPred, ESpritz, 
Metadisorder and POODLE. The threshold score for disorder is 0.5 (solid horizontal black line). 
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5. The transcriptional, splicing and decay activities of EF are uncoupled 

Given the well-described role of EF as a TF, we next investigated whether the transcriptional and 

decay activities of EF might be coupled. To address this issue, we first tested whether EF decay 

targets were transcribed from genes that are transcriptionally regulated by EF. To define the 

transcriptional target genes of EF, we used three different approaches criteria: we considered 

genes that i) were modulated after EF KD as identified in our DGE analysis (Figure 82a), ii) were 

bound by EF as determined by published ChIP-seq datasets [157], [243] (Figure 82b), or iii) genes 

whose expression was affected by EF KD that had a EF ChIP-seq peak (Figure 82c). For genes that 

were deregulated following KD of EF, we also distinguished between down- and up-regulated 

genes (Figure 82d-e). When generating lists of EF-bound genes based on ChIP-seq data from 

[243], we sub-categorized genes depending on peak location and considered EF ChIP-seq targets 

harboring a peak either within 2,000 kb upstream of the promoter (Figure 82f-g), or within the 

gene body (exons and introns) (Figure 82h). None of these datasets showed a significant overlap 

with EF mRNA decay targets, suggesting that the mRNA decay targets of EF are transcribed from 

genes that are not regulated nor bound by EF. 

a       b 

             

c       d 
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e       f 

        

g       h 

              

Figure 82. Comparison between EF transcriptional and mRNA decay targets. (a) Overlaps between either 
EF-modulated genes, EF-bound genes identified in [157] (b) or both modulated and bound genes (c) and 
decay targets identified in shA673-1c cells after EF knockdown. (d) Overlaps between either activated or 
(e) repressed genes and decay targets identified in shA673-1c cells after EF knockdown. (f) Peak location 
relative to annotation for EF ChIP-seq targets identified in [243]. (g) Overlaps between EF decay targets in 
shA673-1c cells after EF knockdown and EF-bound genes with a peak within 2000 kb upstream of the 
promoter or (h) within the gene body (exons + introns). For all comparisons, targets without detected half-
life in shA673-1c cells were filtered out before testing overlap with EF decay targets. ns = not significant 
using Fisher’s Exact Test. 
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To more directly test whether the mRNA decay function of EF might be linked to its transcriptional 

activity, we assessed the abilities of a transcriptional-defective mutant of EF (EF∆ETS, harboring 

an 85 aa deletion within the ETS DNA-binding domain) to interact with CNOT2 and promote mRNA 

degradation of EF decay targets (Figure 83a). Compared to full-length EF, we found that the 

EF∆ETS mutant, although transcriptionally inactive, retained full ability to interact with CNOT2 

(Figure 83b, c). This was in sharp contrast to the EFYS37 mutant, which did not show any 

association with CNOT2 in the same assay, as expected (Figure 80b). Then, we expressed the 

FLAG-tagged version of the EF∆ETS mutant in hMSCs and examined the change in HL of mRNAs 

from the panel of representative EF decay targets by RT-qPCR. As shown in Figure 83, the 

transcriptional mutant of EF promoted degradation of tested mRNAs, as efficiently as full-length 

EF (Figure 83d, e). Taken together, these results show that the ability to bind DNA is not involved 

in the mRNA decay activity of EF and that the transcriptional and decay functions of EF are 

independent.  

Although our results suggest that EF controls different mRNA repertoires via its transcriptional 

and decay activities (see non-significant overlaps in Figure 82), it is possible that EF achieves 

control over the same biological functions through the concerted action of both activities. To test 

this, we compared the GO terms enriched in EF modulated genes (either downregulated or 

upregulated after EF KD) with the GO terms associated with EF mRNA decay targets. Interestingly, 

we found that GO terms related to cell cycle, cell division and cell proliferation were enriched 

both in the genes that are activated by EF and EF mRNA decay targets (Figure 84a). Similarly, we 

found that GO terms related to positive regulation of epithelial-to-mesenchymal transition and 

apoptotic processes were commonly enriched in EF-repressed genes and EF mRNA decay targets 

(Figure 84b). Together, this indicates that although the transcriptional and mRNA decay activities 

of EF target different genes, some of the resulting transcripts might encode functionally-related 

proteins.  

In addition to transcription, EF has also been reported to play a role in mRNA alternative splicing 

[119], [203], [209], [213]. As for transcription, we therefore examined whether the mRNA splicing 

and decay functions of EF might be coupled. As for transcription, we found no significant overlap 

between the list of EF splicing targets identified in [119] and the list of its decay targets, identified 

here (Figure 85a). Interestingly, we found that GO terms related to cell cycle, which were already 

significantly over-represented both in EF transcriptional and decay targets (Figure 84) were also 

enriched in EF splicing targets (Figure 85b). This raises the intriguing possibility that EF might 

control specific biological pathways by the coordination of its transcriptional and post-

transcriptional (i.e., mRNA splicing and decay) activities.  
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a         b 

                 
c         

 

d         e    

   

Figure 83. Decay activity of EF∆ETS. (a) Schematic, domain structure of EF mutants (∆63EF, EFYS37 and 
EF∆ETS). Mutated tyrosine positions (black vertical bars) in EFYS37 do not reflect real positions. (b) 
Heatmap showing mean NLR values for the indicated protein pairs (n = 3 independent experiments). EF 
and EF mutants (∆63EF, EFYS37 and EF∆ETS) are tagged with GLucN1; and CNOT2 is tagged with GLucN2. 
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(c) Representative western blotting analysis of the indicated GLucN1/2-tagged proteins and GAPDH 
(loading control). Samples are lysates from HEK293T cells used for luminescence measurement. (d) 
Heatmap of half-life (HL) ratio detected by RT-qPCR after expression of FLAG-tagged EF, EF∆ETS or control 
FLAG empty vector (CTL) in MSC cells for selected EF decay target genes (decay panel). Results are shown 
as means (n ≥ 2 independent experiments). For each gene, the HL ratio corresponds to the HL in EF or 
EF∆ETS condition divided by the HL in the CTL condition. (e) Western blotting analysis of FLAG-EF or FLAG-
EF∆ETS and HSP90 (loading control). Samples are lysates from MSC cells expressing control FLAG empty 
vector (CTL) or indicated FLAG-tagged constructs.   

a          b 

                 
Figure 84. Functional coupling between the molecular roles of EF in transcription and decay. (a) Overlap 
of GO terms related to either EF downregulated genes (blue) or (b) EF upregulated genes (blue) and EF 
decay target genes (red).  

a      b 

                    

Figure 85. Comparison of the splicing and decay targets of EF. (a) Overlap between differentially stabilized 
genes and differentially spliced genes (identified in [119]) in shA673-1c cells after EF knockdown. ns = not 
significant using Fisher’s Exact Test. EF splicing target genes without detected half-life in shA673-1c cells 
were filtered out before testing overlap with EF decay target genes. (b) Overlap of GO terms related to EF 
splicing target genes (blue) and EF decay target genes (red).  
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6. The decay mutant of EF is still active in transcription and splicing 

To further disconnect the mRNA decay activity of EF from its previously described roles in 

transcription and mRNA splicing, we tested whether the mRNA decay mutant of EF (∆63EF) was 

still functionally active as a transcription or splicing factor. To test the transcriptional activity of 

∆63EF, we performed a reporter assay using a construct bearing a Firefly luciferase (F-Luc) gene 

expressed from a SV40 promoter harboring upstream 12x GGAA-repeats (Figure 86a). This 

reporter construct is specifically activated by EF, because of EF unique ability to bind to GGAA 

repeats [145], [158]. Although expressed at lower levels, the ∆63EF mRNA decay mutant behaved 

as a potent transcriptional activator in this assay and induced levels of F-Luc expression 

comparable to those induced by full-length EF, only slightly lower (Figure 86b-c). In contrast, 

negative controls, i.e., the transcriptionally inactive FLAG-EFYS37 mutant [92], the DNA-binding 

deficient EF∆ETS mutant or FLI1, had no effect, as expected. Transcriptional activity of EF has been 

directly linked to its phase transition properties, which are mediated by its EWSR1-derived N-

terminal domain [92]. To evaluate the effect of deleting the first 63-aa of EF on its phase transition 

properties, we expressed FLAG-tagged versions of full-length EF, ∆63EF and EFYS37 in HeLa cells 

and performed a previously described biotinylated isoxazole (b-isox) precipitation assay [92]. 

EFYS37 is a tyrosine mutant of EF that lacks phase transition abilities [92]. b-isox-mediated 

precipitation of ∆63EF was comparable to that of full-length EF, while the EFYS37 mutant failed 

to precipitate, even in the presence of 100 µM of b-isox (Figure 86d). To confirm these results, 

we performed a previously described Number and Brightness (N&B) analysis [631] with cells 

expressing FLAG-tagged full-length EF or ∆63EF and found that EF and ∆63EF form aggregates 

with comparable stoichiometry of between 3 and 4 molecules (Figure 86e). Taken together, these 

results indicate that the transcriptional and phase transition properties of EF are not significantly 

affected in the ∆63EF mutant. 

Next, we assessed the integrity of the newly described mRNA splicing function of EF in the ∆63 

decay mutant. To this aim, we tested ∆63EF in a splicing reporter assay described in [119], [632]. 

In this assay, the ∆63EF mutant behaved similarly to full-length EF and induced inclusion of the 

reporter exon, albeit to a slightly smaller extent (Figure 87). Overall, we concluded that the 

molecular functions of EF in transcription, splicing and decay are disconnected and regulate 

different gene repertoires. Nevertheless, our analyses provide evidence that these molecular 

functions can control common biological functions such as cell cycle and cell proliferation.  
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Figure 86. Transcriptional activity of the ∆63EF decay mutant. (a) Schematic, Firefly luciferase reporter 
harboring 12xGGAA-repeats upstream the SV40 promoter. (b) GGAA induction assay for the indicated 
FLAG-tagged constructs co-transfected into HeLa cells with a F-Luc reporter vector harboring 12x GGAA 
repeats and a R-Luc vector (internal control). Results are shown as means ± SD (n = 3 independent 
experiments). F-Luc activity was normalized to R-Luc activity. Fold induction are relative to normalized F-
Luc activity for the control FLAG empty vector condition (EV). (c) Western blotting analysis of FLAG-tagged 
EF or indicated EF mutants, and GAPDH (loading control). Samples are lysates from HeLa cells used for 
GGAA induction assays. (d) Dose-dependent b-isox precipitation assay in HeLa cells transfected with FLAG-
tagged EF or mutants (∆63EF and EFYS37). WCE = whole cell extracts, sup = supernatant. (e) N&B analysis 
in U2OS cells transfected with EGFP-tagged indicated constructs (n = 2-4 independent experiments) or 
mGR-N525-EGFP (monomeric control). Y-axis shows the fold increase of the molecular brightness (ε) in 
the nucleus, relative to GR-N525. Centered lines show the medians, box limits indicate the 5th and 95th 
percentiles. 

a        

 

b       c 

      
Figure 87. Splicing activity of the ∆63EF decay mutant. (a) Schematic, SMN2 minigene reporter and MS2-
CP-tagged EF. An MS2 binding site is inserted in the intron downstream from exon 7. The primers for qPCR 
are indicated by arrows. (b) qPCR analysis of SMN2 minigene reporter exon 7 inclusion. Samples are RNA 
from HeLa cells transfected with the SMN2 minigene reporter and either FLAG- or MS2-CP-tagged versions 
of EF and ∆63EF. Results are shown as means ± SD (n = 3 independent experiments) relative to control 
empty vector (EV). ***p <0.001; *p <0.05; ns = not significant by one-sample t-test, or two-tailed unpaired 
Student’s t-test. (c) Representative western blotting analysis of the indicated FLAG/MS2-CP-tagged 
proteins and β-tubulin (loading control). Samples are lysates from HeLa cells used in (b). 
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7. EF is recruited to target mRNAs through its interaction with HuR 

Our results so far point towards a model in which EF associates with specific mRNAs to promote 

their degradation via the recruitment of the CCR4-NOT complex. One critical question underlying 

this model is how EF might be recruited to its target mRNA transcripts in the absence of 

identifiable canonical RNA-binding domain. Because the 3’UTR region is a key determinant of 

mRNA stability [427], we reasoned that analyzing the features of the 3’UTR regions of EF mRNA 

decay targets might help in answering this question. To this aim, we retrieved the 3’UTR 

sequences (poly(A) tail not included) of mRNAs that are stabilized upon EF KD (called hereafter 

“target 3’UTRs”). As a control, we also retrieved the 3’UTR sequences of the mRNAs whose 

stability remained unchanged after EF KD (called hereafter “non-target 3’UTRs”). In total, we 

obtained 746 target 3’UTR sequences (746/772; ~97%) and 6,215 non-target 3’UTR sequences 

(6,215/6,372; ~98%).  

Then, we searched for motifs of known RBP that might be enriched in target 3’UTRs using the 

MEME suite. Among the identified RBP motifs, were the motifs for HuR, PTBP1 and TIA1, which 

are AREBPs (Figure 88a). Interestingly, HuR stood out of this analysis as the RBP with the highest 

number of enriched motifs and as the RBP with the most statistically enriched motifs (Figure 88b). 

In agreement with this finding, a mass spectrometry-based study identified HuR among EF-

interacting partners in EwS cells [209]. Of note, we also analyzed the length and GC content of 

3’UTR sequences and found that on average, the 3’UTR of EF targets were significantly smaller 

and had a significantly lower GC content than non-target 3’UTRs (Figure 88c-d). GC content is an 

important feature of mRNA stability. For instance, low GC contents can result from 

overrepresentation of AU-rich motifs that are recognized by stabilizing or destabilizing ARE-

binding proteins (AREBPs) [469], [633]. By performing an unbiased heptamer enrichment analysis, 

we found significant enrichment of AU-rich heptamers in the target 3’UTRs (Figure 88e), thus 

confirming our results from the MEME analysis. Altogether, these data suggest that EF might be 

recruited to its decay targets indirectly, through interactions with RBPs, including HuR.   

To test this hypothesis, we compared the list of EF mRNA decay targets with a set of HuR binding 

targets identified from photoactivable ribonucleoside cross-linking and immunoprecipitation 

(PAR-CLIP)-seq study [568]. We found a significant overlap between EF decay targets and HuR 

targets (Figure 89a). GO analysis on the overlapping targets revealed a statistical enrichment for 

the GO terms related to cell division, transcription and cell cycle (Figure 89b). Interestingly, most 

(359/519; 69.2%) of the 519 overlapping mRNAs between EF decay targets and HuR binding 

targets appeared to have at least one HuR PAR-CLIP peak located in their 3’UTR (Figure 90a). The 

same holds true for the 10 representative EF decay targets, all of which were predicted to harbor 

at least one HuR binding site in their 3’UTR, using a bioinformatic prediction tools (Figure 90b). 

Association of HuR was verified for EIF4E, ZEB2 and ATP8B2 transcripts in EwS shA673-1c cells by 

RNA IP. Interestingly, these targets were similarly enriched in RNA-HuR IP whether EF was present 

(-dox) or absent (+dox) (Figure 91). This shows that the presence of EF does not influence HuR 

association with its target mRNAs.  
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a       b       

             

c     d    e  

    

Figure 88. Features of the 3’UTR sequences of EF decay targets. (a) RNA-binding protein motif enrichment 
analysis of target 3’UTRs. 3’UTR sequences of EF decay targets were screened for RNA-binding motifs using 
AME from MEME suite. Enriched motif(s) of RBPs with an adjusted p-value (padj) <0.05 are shown. AU-
rich RNA-binding proteins (AREBPs) are in black. Red arrows indicate RBPs identified in an interactome of 
EF [209]. (b) Table with enriched HuR motifs identified in AME analysis. (c) Comparison of 3’UTR length 
(kb) (d) and GC content (%) between target and non-target 3’UTRs. ****p <0.0001 compared to control 
by two-tailed unpaired Student’s t-test with Welch’s correction (e) Heptamer enrichment analysis of the 
EF decay targets detected in shA673-1c cells. Target and non-target 3’UTR sequences were screened for 
heptamers using regular expression in R. The 10-first most significantly enriched heptamers are indicated 
in blue. p-value threshold (black horizontal dotted line) was determined using bonferonni correction for 
multiple-testing. 
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a      b     

   

Figure 89. Comparison of EF mRNA decay targets with mRNA targets of HuR and GO analysis. (a) Overlap 
between EF mRNA decay targets and HuR binding targets identified in [568]. p-value was calculated using 
Fisher’s Exact Test. mRNA targets without detected half-life in shA673-1c cells were filtered out before 
testing overlap with EF decay targets. (b) Enriched GO terms on the overlapping targets (FDR <0.1). Points 
are scaled by number of genes and ranked according to colored p-values. Enrichment analysis was 
performed with DAVID and p-values were calculated using FDR correction. 
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Figure 90. Features of EF decay targets. (a) Number of genes from overlap in Figure 89a classified relative 
to peak location and count. For each peak location, the total number of genes from overlapping targets 
and from the decay panel is indicated in black and in red, respectively. (b) Length and count of HuR binding 
motifs in the 3’UTRs of the representative set of EF decay targets. nt = nucleotide. 

3'
U
TR

 o
nl
y

In
tro

n 
an

d 
3'
U
TR

In
tro

n 
on

ly

0

50

100

150

200

250

300

N
u

m
b

e
r 

o
f 

g
e
n

e
s

1

2-4

5-8

>8

76

283

160

Peak count

2

7

0



RESULTS 

134 
 

a        

 
b 

   

Figure 91. HuR RNA IP experiment in shA673-1c -/+ dox cells (a) Immunopurification of RNA-HuR 
complexes and RT-qPCR for the decay panel and indicated controls (n ≥ 3 independent experiments). 
Results are shown as means ± SD. (b) Immunoprecipitation (IP) of endogenous HuR in shA673-1c -/+ dox 
cells followed by western blotting analysis for the indicated proteins. 
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Then, we tested whether EF and HuR might associate in coimmunoprecipitation experiments and 

found that EF indeed copurified with endogenous HuR in EwS cells. In contrast, no association 

could be detected with TIA1 (Figure 92a-b). In a reverse approach, HuR copurified with EF (Figure 

92c), supporting the idea that they might be part of the same complex. Then, we sought to 

identify the regions of HuR and EF involved in their interaction. Using different deletion mutants 

of EF and HuR, we located the interaction regions to the FLI1-derived CTAD domain on EF and the 

RRM3 domain on HuR (Figure 93). Both regions were necessary for the interaction to occur.  

a      b 

           

c       

                                                     
Figure 92. Coimmunoprecipitations between enriched AREBPs and EF. (a) Immunoprecipitation (IP) of 
endogenous HuR and (b) TIA1 with EF from shA673-1c cell lysates followed by western blotting (WB) for 
the indicated proteins. (c) Immunoprecipitation (IP) of endogenous EF with HuR from shA673-1c cell 
lysates followed by western blotting (WB) for the indicated proteins. 
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a       b           

    
c       d 

  

Figure 93. Mapping of the interaction between EF and HuR. (a) Immunoprecipitation (IP) of FLAG-tagged 
constructs followed by anti-FLAG and anti-Myc western blotting (WB). Samples are lysates from HEK293T 
cells transfected with FLAG-EF, FLAG-EWS_Nter, FLAG-FLI1_Cter, or control FLAG empty vector (EV); 
together with Myc-HuR. (b) Immunoprecipitation (IP) of FLAG-tagged EF or EF∆CTAD followed by anti-
FLAG and anti-Myc western blotting (WB). Samples are lysates from HEK293T cells transfected with FLAG-
EF, FLAG-EF∆CTAD, or control FLAG empty vector (EV); together with Myc-HuR. (c) Schematic, domain 
structure of HuR-deletion mutants. FL = full-length. (d) Immunoprecipitation (IP) of FLAG-tagged EF 
followed by anti-FLAG and anti-mCherry western blotting (WB). Samples are lysates from HEK293T cells 
transfected with the indicated mCherry-tagged HuR constructs and FLAG-EF. 
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Next, to further test the idea that EF is recruited to mRNAs via binding to HuR, we decided to 

assess the stability of the representative EF mRNA decay targets and the ability of EF to bind to 

these targets in EwS cells after treatment with dihydrotanshinone-I (DHTS), a chemical inhibitor 

of HuR known for interfering with its RNA-binding ability [479], [480] (see chemical structure in 

Figure 96a). To this aim, we preliminarily assessed the viability of shA673-1c cells after exposure 

to various concentrations of DHTS using a resazurin-based cell viability assay (not shown). Then, 

we treated EwS cells with sublethal doses of DHTS (10 µM for 1h) or vehicle (dimethylsulfoxide, 

DMSO) and assessed the stability of the representative EF mRNA decay targets by RT-qPCR. 

Similarly to knocking down EF or CNOT2, treatment with DHTS led to a significant stabilization of 

all EF decay targets (Figure 96b). Importantly, EF and HuR mRNA levels were not affected by DHTS 

(Figure 96c). Moreover, we found that DHTS treatment significantly compromised the ability of 

EF to associate with most of its decay targets (7 out of 10 targets, Figure 95a, control western 

blot in Figure 95b). Altogether, these results support that the RNA-binding ability of HuR is 

important for targeting the decay activity of EF.     

a         b  

        

 

 

 

c       

  

Figure 94. Stability of the decay panel after sublethal treatment with DHTS. (a) Chemical structure of 
DHTS. (b) Heatmap of half-life (HL) detected by RT-qPCR for selected EF decay target genes (decay panel) 
in shA673-1c cells treated with DMSO (vehicle) or with 10 µM DHTS for 1h. Results are shown as means (n 
= 4 independent experiments). (c) Normalized mRNA levels of EF and HuR assessed by in shA673-1c cells 
treated with 10 µM DHTS or vehicle. Results are shown as means ± SD (n = 4 independent experiments). 
mRNA levels are relative to vehicle condition. ns = not significant compared to vehicle condition by one-
sample t-test. 
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Figure 95. EF RNA IP experiment in shA673-1c cells treated with DHTS or vehicle. (a) Immunopurification 
of RNA-EF complexes and RT-qPCR for the decay panel and indicated control genes in shA673-1c cells 
treated with DMSO (vehicle) or with 10 µM DHTS for 1h (n = 3 independent experiments). For each mRNA, 
RIP enrichment is defined as the ratio between its % of input in the EF IP with DHTS and the one in the EF 
IP with vehicle. For each mRNA, RIP enrichment ratio is computed as the ratio between its RIP enrichment 
and the one of control mRNAs. Results are shown as means ± SD. *p <0.05; **p <0.01; ***p <0.001; ****p 
<0.0001; ns = not significant compared to mean RIP enrichment ratio of control mRNAs by two-tailed 
unpaired Student’s t-test. (b) Western blotting analysis of EF after RNA IP in shA673-1 cells treated with 
vehicle (DMSO) or with 10 µM DHTS for 1h. 

Based on our observations that EF associates with CCR4-NOT and HuR associates with EF, we 

hypothesized that EF might bring HuR and CCR4-NOT together in the same complex. To test this, 

we performed endogenous coimmunoprecipitations between CNOT2 and HuR in the presence or 

absence of EF in EwS cells. Strikingly, we found that HuR coimmunoprecipitated with CNOT2, only 

in the presence of EF (Figure 96).  

 

Figure 96. CNOT2/HuR association in the presence/absence of EF. Immunoprecipitation (IP) of 
endogenous CNOT2 followed by western blotting (WB) for the indicated proteins. Samples are total lysates 
from EwS shA673-1c -/+ dox cells.
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8. EF antagonizes the mRNA protective function of HuR 

HuR is a well-described cancer-associated RBP known to positively regulate mRNA stability by 

competing with TTP for AU-rich elements (AREs) [465], [568]. Because HuR normally acts as an 

mRNA stabilizing RBP, it was unexpected to find it associated with an mRNA destabilizing factor 

such as EF. To clarify this issue, we first investigated the effects of silencing HuR on the stability 

of the representative EF decay targets. In EwS cells, HuR KD strongly increased the stability of all 

tested EF targets, supporting the idea that in this cellular context, HuR behaves as an mRNA 

destabilizing factor. Remarkably, when repeating this analysis in EwS cells in which EF expression 

was prevented, we found that HuR KD had the opposite effect and decreased the stability of the 

EF decay targets (Figure 97). Importantly, we previously showed that the presence of EF does not 

influence HuR association with its target mRNAs (Figure 91).  

To go further, we used a previously described HuR reporter assay [627]. This assay uses a Renilla 

luciferase reporter mRNA carrying eight AREs in its 3’UTR (R-Luc-8AU), allowing the specific 

recruitment of ectopically expressed HuR, and a control reporter lacking ARE (R-Luc-0AU) (Figure 

98a). Stabilization of the reporter mRNA is then assessed by measuring luciferase expression and 

calculating a luciferase activity ratio between HuR-transfected and not transfected cells 

(luciferase activity in cells transfected with a HuR expression vector / luciferase activity in cells 

transfected with a control vector). An increase in the luciferase activity is thus a proxy for an 

increase in HuR mRNA stabilizing function. This assay was applied in shA673-1c EwS cells in the 

presence or absence of EF (-dox and +dox, respectively). shA673-1c cells were thus transfected 

either with mCherry-tagged HuR or a control mCherry empty vector together with R-Luc-8AU or 

R-Luc-0AU mRNA reporters and treated or not with dox, to KD EF expression. Consistent with our 

model, preventing expression of EF with dox increased the luciferase activity ratio for the R-Luc-

8AU reporter, indicating that the presence of EF inhibits the mRNA protective effect of HuR 

(Figure 98b-c). As a control, EF KD had no effect on the luciferase activity ratio of the HuR-

insensitive reporter (R-Luc-0AU). Interestingly, we also found that the knockdown of EF in shA673-

1c cells, increased protein production of several targets of the decay panel (Figure 98d). 

Altogether, these observations support the idea that by associating with EF and the CCR4-NOT 

complex, HuR is turned into a destabilizing factor in EwS cells. 
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a          c 

 
b 

 

Figure 97. Stability of the decay panel after HuR silencing in shA673-1c -/+ dox cells. (a) Heatmap of half-
life (HL) ratio detected by RT-qPCR for the decay panel. Results are shown as means (n = 3-4 independent 
experiments). For each target, the HL ratio corresponds to the HL in shHuR condition divided by the HL in 
the shCTL condition. (b) Normalized mRNA levels of EF and HuR assessed by RT-qPCR before and after 
knockdown of HuR in shA673-1c -/+ dox cells. Results are shown as means ± SD (n = 4 independent 
experiments). mRNA levels are relative to –dox shCTL condition. *p <0.05; ***p <0.001; ****p <0.0001; 
ns = not significant by one-sample t-test, or two-tailed unpaired Student’s t-test. (c) Representative 
western blotting analysis of EF, HuR and HSP90 (loading control). Samples are lysates from shA673-1c -/+ 
dox cells before and after knockdown of HuR. 
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a       

                       

b      c 

  

d 

 
Figure 98. HuR reporter assay in shA673-1c -/+ dox cells. (a) Schematic representation of the R-Luc-8AU 
and the R-Luc-0AU mRNA reporters. (b) Luciferase ARE-reporter assay upon EF knockdown. Samples are 
lysates from cells transfected with the R-Luc-8AU or R-Luc-0AU reporters, and mCherry-HuR or control 
mCherry empty vector. Results are shown as means ± SD (n = 3 independent experiments). For each 
condition, luciferase activity with mCherry-HuR was normalized to luciferase activity with empty vector. 
For standardization, the R-Luc-8AU and R-Luc-0AU constructs express Firefly luciferase (F-Luc) and Renilla 
luciferase (R-Luc) from the same bidirectional promoter. **p <0.01; ns = not significant by two-tailed 
unpaired Student’s t-test. (c) Western blotting analysis of mCherry-tagged HuR, endogenous EF and 
GAPDH (loading control). Samples are lysates from shA673-1c -/+ dox cells transfected with the R-Luc-0AU 
or R-Luc-8AU mRNA reporters, and mCherry-HuR or control mCherry empty vector. (d) Western blotting 
analysis of EF, eIF4E, ZEB2 and HSP90 (loading control). Samples are total lysates from shA673-1c -/+ dox 
cells. 

R
-L

uc
-0

AU

R
-L

uc
-8

AU

0.0

0.5

1.0

1.5

2.0

2.5

R
e
la

ti
v
e
 l
u

c
if

e
ra

s
e
 a

c
ti

v
it

y
 r

a
ti

o

-dox

+dox

ns

**



RESULTS 

142 
 

9. The decay function of EF is oncogenic and unravels a new vulnerability towards 

HuR inhibition 

Finally, we investigated whether the decay function of EF might open new therapeutic 

opportunities for EwS. To this aim, we analyzed the sensitivity of EwS and non-EwS cells after 

treatment with various concentrations of DHTS or vehicle (DMSO) for 24h. Strikingly, EwS cells 

were significantly more sensitive to DHTS than non-EwS cells, the only exception being HUVECs 

(Figure 99a), suggesting that the new function of EF in mRNA decay that we identified here might 

reveal a new vulnerability for EwS. Next, we tested whether this higher sensitivity was due to the 

presence of EF or to other alterations present in EwS cells. To this aim, we compared the 

sensitivity towards DHTS of EwS cells (shA673-1c, shSK-E17T and TC71) in the presence and 

absence of EF. As an alternative model, we also included hMSCs transduced with a EF-expressing 

or control vector. In each case, we found that the presence of EF conferred an increased 

sensitivity towards DHTS (Figure 99b). To verify that the higher sensitivity of EwS to HuR inhibition 

was linked to the mRNA decay function of EF, we used a previously described “knockdown/rescue 

system” [145]. Our goal was to replace full-length EF with a decay-defective mutant of EF (i.e., 

∆63EF decay mutant) and to assess the sensitivity of EwS cells towards DHTS. To this aim, we 

treated shA673-1c cells with dox to KD endogenous EF and expressed FLAG-tagged versions of 

full-length EF or of the ∆63EF decay mutant to comparable levels. Very interestingly, we found 

that cells rescued with the ∆63EF decay mutant were less sensitive to DHTS than cells rescued 

with full-length EF (Figure 99c). Together, these data indicate that the decay activity of EF might 

unravel an Ewing-sarcoma specific vulnerability to HuR chemical inhibition.  
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a       b 

              

c       d 

      

Figure 99. Resazurin viability assays with DHTS. (a) Resazurin-based cell viability assay of selected EwS 
and non-EwS cell lines 24h after DHTS addition. Dots indicate IC50 calculated based on a three-parameter 
log-logistic regression for 3 independent experiments. Median is shown (solid line). *p <0.05 using two-
tailed unpaired Student’s t test with Welch’s correction. (b) Resazurin-based cell viability assay of EwS cell 
lines before and after EF knockdown, and MSC before and after EF expression 24h after DHTS addition. 
Dots indicate IC50 calculated based on a three-parameter log-logistic regression for 3 independent 
experiments. *p <0.05 by two-tailed unpaired Student’s t-test. (c) Resazurin-based cell viability assay of 
shA673-1c KD cells expressing either FLAG-tagged EF or ∆63EF; 24h after DHTS addition. Dots and lines 
indicate individual values and means for 2 independent experiments (3 technical replicates each). ***p 
<0.001, ****p <0.0001, ns = not significant compared to vehicle by two-tailed unpaired Student’s t-test. 
(d) Representative western blotting analysis of FLAG-tagged indicated constructs and GAPDH (loading 
control). Samples are cell lysates of shA673-1c KD/rescue EF/∆63EF. 
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Importantly, using spheroid growth assays, we found that shA673-1c cells rescued with ∆63EF 

decay mutant produced significantly smaller spheroids that wild-type EF (Figure 100), thus 

suggesting that the novel molecular function of EF in mRNA decay might contribute oncogenic 

properties to the EF fusion protein. To further test this possibility, we investigated the effect of 

DHTS treatment on shA673-1c cells in spheroid growth and colony formation assays. We found 

that DHTS statistically decreased spheroid growth (Figure 101a-b) and the number of colonies 

(Figure 101c-d) in a dose-dependent manner. Interestingly, we also showed that DHTS treatment 

reduced the migration capacity of shA673-1c cells (Figure 102), thus suggesting that HuR 

inhibition might impede many malignant hallmarks in EwS.  

a       b     

             

Figure 100. Spheroid growth assay with KD/rescue shA673-1c cells. (a) Representative spheroid assay 
picture after 96h for shA673-1c treated with dox or not (NT) and shA673-1c KD cells rescued with either 
FLAG-tagged EF or ∆63EF used in Figure 99c-d. Scale bar = 400 µm. (b) Quantification of spheroid volume. 
Results are shown as means ± SD (n = 4-8). *p <0.05, ***p <0.001, ns = not significant by two-tailed 
unpaired Student’s t-test. 
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a      b 

             

c      d 

           
         

Figure 101. Spheroid growth and colony formation assays in shA673-1c cells treated with DHTS. (a) 
Representative spheroid assay picture at initial, 48h and 96h time points for shA673-1c cells treated as 
indicated and stained with SYTOX green. Scale bar = 200 µm. (b) Quantification of spheroid volume along 
the assay. For each treatment condition, volume is relative to initial time point. Dots and lines indicate 
individual values and means (n = 5-6). *p <0.05, **p <0.01, ****p <0.0001, ns = not significant compared 
to vehicle by two-tailed unpaired Student’s t-test. (c) Representative soft agar assay for shA673-1c cells 
treated with DHTS as indicated. (d) Soft agar assay colony formation quantification. Data are shown as 
means ± SD (n = 3 independent experiments with 2 technical replicates each). **p <0.01, ***p <0.001, ns 
= not significant compared to vehicle by two-tailed unpaired Student’s t-test. 
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a         b 

   

Figure 102. Wound healing assay in shA673-1c cells treated with DHTS. (a) Representative would healing 
assay picture at initial, 12h and 24h time points for shA673-1c cells treated as indicated. Computed 
migration front line (yellow), initial scratch wound (purple) and would closure (%, white) are shown. Scale 
bar = 400 µm. NT = not treated. (b) Quantification of wound closure along the assay. Results are shown as 
means ± SD (n = 3 independent experiments). Statistics at 12h and 24h time points are shown. **p <0.01 
compared to vehicle by two-tailed unpaired Student’s t-test. NT = not treated. 
To further validate our results, we repeated several of the above-described assays using either 

shA673-1c cells after HuR silencing through lentiviral expression of shRNA, or another chemical 

inhibitor of HuR also known to interfere with its RNA-binding ability, namely CMLD-2 [470], [481]. 

Notably, we observed that HuR KD had similar effects as those observed with DHTS, decreasing 

spheroid growth (Figure 103a-b) and the number of colonies (Figure 103c-d). This suggests that 

our observations with DHTS are specific to HuR inhibition and not to side-effects. As for DHTS, we 

also showed that EwS cell lines are more sensitive to CMLD-2 when EF is present (Figure 104a-b). 

Moreover, we observed that treatment of shA673-1c cells with CMLD-2 decreased their number 

of colonies in colony formation assays (Figure 104c-d). Interestingly, we also found that shA673-

1c seeded in medium with DHTS or CMLD-2 are unable to produce healthy spheroids (Figure 105). 

Taken together, these results evidence that the decay function of EF contributes oncogenic 

properties to the EF fusion protein in EwS and that its impairment through HuR inhibition might 

represent a novel therapeutic approach for this aggressive cancer. 
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a     b 

          

c     d    e 

                          

Figure 103. Spheroid growth and colony formation assays in shA673-1c cells after HuR silencing. (a) 
Representative spheroid assay picture at initial, 48h and 96h time points for shA673-1c shCTL/shHuR cells 
stained with SYTOX green. Scale bar = 200 µm. (b) Quantification of spheroid volume along the assay. For 
each condition, volume is relative to initial time point. Dots and lines indicate individual values and means 
(n = 8). *p <0.05, **p <0.01, ***p <0.001, ns = not significant compared to shCTL by two-tailed unpaired 
Student’s t-test. (c) Representative soft agar assay for shA673-1c cells before and after knockdown of HuR. 
(d) Soft agar assay colony formation quantification. Data are shown as means ± SD (n = 4 independent 
experiments). ****p <0.0001 compared to vehicle by two-tailed unpaired Student’s t-test. (e) 
Representative western blotting analysis of HuR and HSP90 (loading control). Samples are cell lysates of 
shA673-1c shCTL/shHuR.  
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a     b 

  
c     d 

              

Figure 104. Viability and colony formation assays in EwS cells treated with CMLD-2. (a) Chemical 
structure of CMLD-2. (b) Resazurin-based cell viability assay of shA673-1c and shSK-E17T cells 24h after 
CMLD-2 addition. Dots and lines indicate individual values and means for 4 independent experiments (3 
technical replicates each). ***p <0.001, ****p <0.0001, ns = not significant compared to vehicle by two-
tailed unpaired Student’s t-test. (c) Representative soft agar assay for shA673-1c cells treated with CMLD-
2 as indicated. (d) Soft agar assay colony formation quantification. Data are shown as means ± SD (n = 3 
independent experiments with 2 technical replicates each). **p <0.01, ***p <0.001, ns = not significant 
compared to vehicle by two-tailed unpaired Student’s t-test. 
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a         b 

      

Figure 105. Spheroid formation assays in shA673-1c cells treated with DHTS or CMLD-2. (a) 
Representative spheroid assay picture at initial and 72h time points for shA673-1c cells treated with DHTS 
or (b) CMLD-2 directly after seeding. Scale bar = 400 µm. 
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Collectively, these results clearly establish a role for the aberrant TF EF in mRNA decay and reveal 

an important clinical context for this new function by showing that targeting EF-mediated mRNA 

degradation via inhibition of HuR is capable to impede the oncogenic potential of EF in EwS 

(Figure 106).  

 

Figure 106. Model illustrating the new molecular function of EF in mRNA decay identified in this work. 
In addition to its roles in transcription and splicing, EF controls decay of mRNA transcripts related to cell 
cycle and cell progression via HuR and CNOT2. At some stage during or after transcription, EF is loaded 
onto specific transcripts via interaction of its FLI1-derived CTAD with HuR and presumably other RNA-
binding proteins. At an undefined stage, EF aids in recruiting the CCR4-NOT deadenylation complex, via its 
capacity to interact with CNOT2 in its N-terminal EWSR1-derived region. The EF-HuR-CNOT2 mRNP 
complex initiates poly(A) tail shortening and ultimately leads to mRNA degradation. Together, the 
transcription, splicing and decay functions of EF orchestrate an EwS gene expression program that sustains 
oncogenic transformation/progression. Targeting of the decay function of EF shed light on a new 
vulnerability in EwS towards HuR inhibition with potential clinical application. 
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SECTION IV    COMPLEMENTARY RESULTS 

The following results are not found in the ‘Results’ section. Although they are here simply listed 

with no more information than those provided by their caption, they will be useful to discuss and 

present future perspectives to this work where they are further described. They are gathered 

here in order to ease the reading of the next sections. To date, we do not plan to include most of 

these results in the publication that we are preparing for submission to ‘Molecular Cell’ journal.  

a      b 

        

Figure 107. FLI1 but not EWSR1 associates with CNOT2. (a) Immunoprecipitation (IP) of indicated FLAG-
tagged constructs followed by anti-FLAG and anti-Myc western blotting (WB). Samples are lysates from 
HEK293T cells transfected with Myc-tagged CNOT2 with either FLAG-EWSR1, FLAG-FLI1, FLAG-EF, or 
control FLAG empty-vector (EV). (b) Immunoprecipitation (IP) of indicated FLAG-tagged constructs 
followed by anti-FLAG and anti-Myc western blotting (WB). Samples are lysates from HEK293T cells 
transfected with Myc-tagged CNOT2 with either FLAG-EWSR1, FLAG-EWSR1_Nter, FLAG-EWSR1_Cter, or 
control FLAG empty-vector (EV). 
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a 

 

b       c 

           

Figure 108. MS2-tethering degradation assay with EWSR1, EWSR1_Cter and FLI1. (a) RT-qPCR analysis of 
the stability of the R-Luc-8MS2 mRNA reporter. Samples are RNA from HeLa cells transfected with R-Luc-
8MS2 and MS2-CP-tagged constructs, and treated for 0, 1, 2, or 4 h with ActD. Dots and lines indicate 
individual values and means, respectively (n = 3 independent experiments). *p <0.05; ns = not significant 
compared to MS2-CP by two-tailed unpaired Student’s t-test. HL = half-life. (b-c) Western blotting analysis 
of the indicated MS2-tagged proteins with anti-FLAG antibody and GAPDH (loading control). Samples are 
total cell lysates from HeLa cells transfected with R-Luc-0MS2 or R-Luc-8MS2 and indicated MS2-tagged 
constructs.   
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Figure 109. Comparison between EF and ERG decay targets. Overlap between decay targets identified in 
shA673-1c cells after EF knockdown and ERG decay targets identified in [120]. Targets without detected 
half-life in shA673-1c cells were filtered out before testing overlap with EF decay targets. p-value was 
calculated using Fisher’s Exact Test. 
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a       b 

                    

c       d 

           

Figure 110. FLI1 and EF but not EWSR1 coimmunoprecipitate with RBFOX2, RBPMS and QKI. 
Immunoprecipitation (IP) of indicated FLAG-tagged constructs followed by anti-FLAG and anti-Myc/HA 
western blotting (WB). Samples are RNAse A-treated lysates from HEK293T cells transfected with Myc-
tagged RBFOX2 (a), HA-tagged RBPMS (b) or Myc-tagged QKI (c), with either FLAG-EWSR1, FLAG-FLI1, 
FLAG-EF, or control FLAG empty-vector (EV). Arrow in panel c indicates QKI-related band. (d) 
Immunoprecipitation (IP) of indicated FLAG-tagged constructs followed by anti-FLAG and anti-HA western 
blotting (WB). Samples are RNAse A-treated lysates from HEK293T cells transfected with HA-tagged 
RBPMS with either FLAG-EF, FLAG-EF∆CTAD, or control FLAG empty-vector (EV). 
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a          b       

  

c          d 

     

Figure 111. Analysis of RBFOX2, RBPMS, QKI and HuR motifs in EF target and non-target 3’UTR regions. 
(a-d) Number of occurrences per kb for the indicated RBPs. Results are shown as mean ± SD. Numbers 
written in bold are means. *p <0.05, **p <0.01, ***p < 0.001, ****p <0.0001 compared to control by two-
tailed unpaired Student’s t-test with Welch’s correction. 
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Figure 112. Occurrences of HuR and QKI binding motifs in EF target 3’UTRs. (a) Length and number of 
HuR and QKI binding motifs in the 3’UTRs of the representative set of EF decay targets. nt = nucleotide. (b) 
Correlation between the number of HuR or QKI (c) binding motifs in target 3’UTRs and their corresponding 
mRNA HL (log2). Linear regression line (dark grey) and 95%-confidence intervals (light grey) are shown. 
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Figure 113. Nucleocytoplasmic fractionation experiments in EwS cells. (a) Western blotting analysis of EF 
and HuR in total, cytoplasmic and nuclear fractions from shA673-1c and shSK-E17T (b) -/+ dox cells. β-
tubulin and lamin B1 were used as control for cytoplasmic and nuclear fraction purity, respectively.   
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Figure 114. Gene ontology analysis of stabilized mRNAs after EF knockdown with PANTHER. Enrichment 
of Gene Ontology (GO) Biological Process terms in genes with significantly increased stability upon EF 
knockdown in shA673-1c cells (FDR <0.05). Points are scaled by number of genes and colored p-value. 
Enrichment analysis was performed with PANTHER and p-values were calculated using FDR correction. 
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Figure 115. ER stress and UPR activation in EF-expressing cells. (a) UPR signaling pathways. Adapted from 
“UPR signaling (ATF6, PERK, IRE1)”, by BioRender.com (2022). Retrieved from 
https://app.biorender.com/biorender-templates.  (b) Western blotting analysis of EF, p-PERK, PERK, IRE1, 
p-eIF2α, eIF2α and GAPDH (loading control). Samples are total lysates from shA673-1c and shSK-E17T -/+ 
dox cells. (c) qPCR analysis of XBP1 splicing in the presence and absence of EF. XBP1u = XBP1 unspliced, 
XBP1s = XBP1 spliced.  

https://app.biorender.com/biorender-templates
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Figure 116. TGFβ signaling pathway. Following the binding of TGFβ to its receptor composed of TGFβR1 
and TGFβR2, effectors transduce signals from the cell surface to the nucleus via either SMAD-dependent 
or SMAD-independent pathways. In the last case, MAPKs are implicated. Adapted from “TGF-Beta 
Signaling Pathway”, by BioRender.com (2022). Retrieved from https://app.biorender.com/biorender-
templates.  
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Figure 117. QKI binding sites in the 3’UTR region of EF decay targets related to TGFβ signaling. Length 
and count of HuR binding motifs are shown for each target 3’UTR. nt = nucleotide. 
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Figure 118. Main mRNA families identified by visual inspection of EF decay targets. Created with 
BioRender.com. 
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Figure 119. Expression levels of HuR in EwS and non-EwS cells. (a) Comparison of HuR (also known as 
ELAVL1) mRNA expression profile between EwS (blue) and non-EwS (gray) cell lines. The plot is generated 
based on DepMap Expression 21Q4 data. ****p <0.0001. (b) Western blotting analysis of EF, HuR and α-
actin (loading control) in shA673-1c -/+ dox cells. 

a       b 

   

Figure 120. Effects of the loss of HuR on cell growth of human cancer cell lines. (a) Hockey plot depicting 
the distribution of HuR gene effect (CERES) scores across human cancer cell lines in CRISPR DepMap 22Q1 
data. EwS cell lines are highlighted in blue. Median value is shown (red). (b) Comparison of gene effect 
(CERES) scores between Ewing sarcoma and either bone cancer or other lineages. p-values calculated using 
two-tailed unpaired Student’s t test with Welch’s correction are shown. 
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Figure 121. AlphaFold2 3D protein structure prediction of human EWSR1 and CNOT2. (a) Protein 
structure of EWSR1. The first 63 aa are delimited by the black arrows. ZnF = zinc finger. (b) Protein structure 
of CNOT2. The presence of an α-helix at the beginning of the NAR domain is shown.   
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Figure 122. AlphaFold2 3D protein structure prediction of human FLI1 and HuR. (a) Protein structure of 
FLI1. The CTAD is delimited by the black arrows. The presence of an α-helix immediately downstream of 
the ETS domain is shown. (b) Protein structure of HuR. RRM = RNA-recognition motif.  
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Figure 123. Other FET::ETS fusions also interact with CNOT2. (a) Schematic, domain structure of other 
FET::ETS fusions. Created with BioRender.com. (b) Heatmap showing mean NLR values for the indicated 
protein pairs (n = 2 independent experiments). CNOT2 is tagged with GLucN1; and FET::ETS fusions are 
tagged with GLucN2. 
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SECTION V    DISCUSSION  

To date, the fusion protein EF is described as an aberrant TF with roles mainly confined to the 

early steps of mRNA biogenesis. Although EF-mediated gene expression deregulation has also 

been proposed to also implicate late post-transcriptional processes [230], this aspect has 

remained elusive for many years. The recent realization that, in addition to transcription, EF can 

actively rewire the mRNA splicing landscape in EwS [119], [209], [213], [214] has prompted to 

further explore the contribution of more remote post-transcriptional processes, such as mRNA 

decay, to the establishment of oncogenic gene expression programs in EwS.  

1. EF actively controls mRNA stability in Ewing sarcoma 

In this work, we provide a substantial body of evidence that EF is a moonlighting fusion TF that 

imposes an aberrant mRNA stability landscape in EwS (Figure 61). Thereby, we demonstrate that 

EF does not only affect early co-/post-transcriptional processes but also late post-transcriptional 

processes. Importantly, we report that EF decreases mRNA stability via an active mechanism: EF 

recruits the CCR4-NOT decay machinery and is targeted to specific mRNA transcripts via binding 

to the RBP HuR. Although we also show that EF significantly modulates the expression of seven 

decay factors, several of our observations make very unlikely the possibility that EF impacts mRNA 

stability only via indirect mechanisms (such as EF function in transcription, deregulation of 

ncRNAs, aberrant rewiring of signaling pathways): (i) the four decay factors that are activated by 

EF (EXOSC5, MPP6, ZCCHC3 and DCP2) and the three decay factors that are repressed by EF 

(ZFP36, ZFP36L1, ZFP36L2) are all known to encode proteins that negatively impact mRNA 

stability [326], [626] (Figure 66a), (ii) loss of EF leads to the destabilization of only a few mRNAs 

(26 mRNAs vs 772 stabilized mRNAs) (Figure 61), (iii) EF associates with most of its decay panel 

mRNA targets (Figure 67), (iv) EF binds to the CNOT2 subunit of the CCR4-NOT decay machinery 

(Figure 70) and associates with several of its catalytic subunits (Figure 72), and (v) the abilities to 

bind to CNOT2 and to trigger mRNA decay are not compromised by the removal of EF DBD (Figure 

83). Therefore, our work adds a new member to the collection of TFs that can directly impact 

mRNA decay. Also, contrary to the majority of the other studies that are related to normal cell 

physiology (see Table 3), our work concerns a disease-defining TF. Therefore, our data indicate 

that TF-mediated mRNA decay (TFMD) might also contribute to disease development.  

In addition, our work adds to a growing body of evidence showing that EF is a multitasking TF that 

governs multiple aspects of mRNA biology, including transcription, alternative splicing but also 

degradation. Based on transcriptome-wide comparisons between the transcriptional, splicing and 

decay targets of EF, we highlight that the different molecular activities of EF control different 

mRNA repertoires at the level of the transcriptome (Figure 82, 83, 85). This indicates that the 

majority of EF decay targets are transcribed from genes that are not regulated, not bound by EF, 

nor producing transcripts whose alternative splicing is regulated by EF. Further supporting this, 

we show that a mutant of EF that is unable to bind to DNA (i.e., EF∆ETS), is still able to destabilize 
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the mRNA targets of full-length EF (Figure 83). Likewise, we show that a decay mutant of EF (i.e., 

∆63EF) is still active in transcription and pre-mRNA splicing (Figure 86-87). Taken together, these 

findings indicate that the different molecular functions of EF are uncoupled (i.e., mechanistically 

independent), although they appear to map to overlapping protein regions (see later). Based on 

these observations, our data tend to rule out the general idea that EF itself imprints its target 

transcripts during mRNA synthesis as previously suggested for ERG [120]. That said, this does not 

exclude that, in rare cases, EF might still be able to imprint some of its transcriptional targets 

(such as AURKA, AURKB, etc.) for later regulation. Altogether, our data indicate that, in general, 

EF does not act as a coupling factor of gene expression responses in EwS. Of note, the questions 

related to gene expression coupling are, in general, not directly addressed in the literature. Our 

approach encourages and provides a roadmap to tackle these critical questions.  

2. EF and P-bodies assembly 

We show that loss of EF decreases the number of PBs in two EwS cell lines (Figure 64). This 

observation might be linked to the decay activity of EF. Indeed, PBs are highly dynamic structures 

and cellular accumulation of poly(A)-shortened mRNAs is known to trigger PBs assembly [386], 

[387]. Also, PBs are known to mostly accumulate mRNAs with AU-rich 3’UTRs [634]. These 

findings are fully consistent with our results as we show that EF decay activity preferentially 

targets mRNA transcripts harboring AREs in their 3’UTR region for deadenylation (Figure 88). 

Therefore, our data points towards a model in which PBs assemble in the presence of EF as a 

result of EF-mediated mRNA degradation. Not mutually exclusive, we cannot exclude that EF 

might also play a direct role in P-bodies biogenesis.  
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3. EF controls mRNA stability via the CCR4-NOT complex 

We show that EF is able to associate with the CCR4-NOT deadenylation complex (Figure 72). This 

result is consistent with the identification of CNOT1, the scaffold subunit of CCR4-NOT, among 

the EF interactors reported in [209] (Figure 23d). Interestingly, two other TFs involved in TFMD, 

namely ERG [120] and EBF1 [537], have also been shown to associate with the CCR4-NOT 

complex, suggesting that this might represent a recurrent theme in TFMD. Strikingly, for all three 

TFs, the recruitment of CCR4-NOT appears to be mediated via direct interactions with the NOT 

module (CNOT2-CNOT3). More specifically, ERG and EF appears to directly interact with CNOT2 

while EBF1 appears to directly interact with CNOT3. Although the NOT module is known to serve 

as a binding platform for RBPs [364], these findings suggest that the NOT module might 

additionally serve as a binding platform for TFs.  

In eukaryotic cells, CCR4-NOT exists under four different forms depending on which deadenylases 

are incorporated [361], [576]. Intriguingly, we show that EF appears to associate with a specific 

form of the complex containing the CNOT6L and CNOT8 deadenylase subunits (Figure 72). In 

contrast, no such preference has been reported for ERG and EBF1. The different forms of CCR4-

NOT might target different mRNA repertoires for deadenylation. We believe that this specificity 

might be exploited by EF to target specific mRNA subsets, although this remains an open question 

in light of our current observations.  

Furthermore, we show that EF interacts with CNOT2 mainly via its LC NTD derived from EWSR1 

(Figure 71). Given that the full ATAD of FLI1 is also able to associate with CNOT2 [120], a small 

fraction of the EF/CNOT2 might also originate from the residual portion of the ATAD found in EF. 

Interestingly, the full LC NTD appears to contribute to the interaction with CNOT2 given that 

successive deletions in this domain progressively abrogate the EF/CNOT2 interaction. These 

observations are compatible with the “scratch model” that has been described for IDRs-mediated 

interactions in which strong interactions are mediated by multiple weak non-covalent bonds (e.g., 

hydrogen bonds, π-π interactions and cations-π interactions) [635], [636]. In this context, deleting 

the first 63 aa was the best compromise we found to build a mutant of EF with impaired ability to 

recruit CNOT2 while preserving its transactivation and phase transition abilities.  

Within the LC NTD, aromaticity represents a critical determinant of EF transcriptional and 

transforming activities [91], [92]. For instance, replacing tyrosines by aliphatic aa (such as serines) 

has been reported to abrogate EF phase transition properties and its ability to recruit the BAF 

complex [92]. Likewise, we find that aromaticity is essential for the EF/CNOT2 interaction. 

Interestingly, using disorder prediction tools, we further show that replacing 17 out of 30 DHR 

tyrosines by aliphatic aa globally increases structural disorder of the EF LC NTD and disruptes the 

EF/CNOT2 interaction. In contrast, when the same DHR tyrosines are replaced by phenylalanines 

(i.e., another aromatic aa), structural disorder of EF LC NTD is not altered and the interaction with 

CNOT2 is conserved (Figure 79-81). Based on this, we can reasonably think that the structural 
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disorder landscape of EF LC NTD per se underlines the importance of aromaticity for EF PPIs both 

in transcription and mRNA degradation.   

Next, we show using two alternative approaches that EF controls mRNA stability via its interaction 

with CNOT2 (and presumably via its association with CCR4-NOT) (Figure 76, Figure 78). An 

interesting question is whether this ability is a neomorphic property of EF or whether it is shared 

with parent proteins EWSR1 and FLI1. Preliminary results using coimmunoprecipitation 

experiments indicate that FLI1 but not EWSR1 is able to associate with CNOT2 (see the section 

‘Complementary Results’, Figure 107a). For FLI1, this result is expected because ERG, which is 

highly homologous to FLI1, can also associate with CNOT2 [529]. In contrast, the inability of 

EWSR1 to associate with CNOT2 is more surprising at first sight. Indeed, the LC NTD which 

mediates the interaction between EF and CNOT2 is also present in wild-type EWSR1. Repeating 

coimmunoprecipitation experiments with FLAG-tagged constructs expressing full-length EWSR1, 

EWSR1 LC NTD (EWSR1_Nter) and EWSR1 CTD (EWSR1_Cter) revealed that the LC NTD is well-

able to associate with CNOT2, although the CTD alone cannot (Figure 107b). Based on this, we 

hypothesize that in wild-type EWSR1, the inhibition of the LC NTD by the CTD (as described in the 

context of transcription regulation in [77]) might compromise the association with CNOT2. In EF, 

the inhibition by the CTD is lost via fusion, which enables the association with CNOT2. This feature 

further illustrates how domain reorganization via fusion can unlock the oncogenic potential of 

parent proteins. Of note, the inability of EWSR1 to associate with CNOT2 diverges from the 

observations about the BAF complex because both wild-type FET proteins and EF appear to 

associate with this complex [637]. 

Consistently with the results shown in Figure 107, we found that MS2-tagged FLI1 but not EWSR1 

or its Cter region can decrease the stability of the R-Luc-8MS2 reporter upon tethering (Figure 

108). From our study on ERG [120], we expect that the ability of FLI1 to decrease mRNA stability 

arises from its association with CCR4-NOT via CNOT2 in its ATAD. These preliminary data might 

indicate that, from the point of view of EWSR1 but not FLI1, the control of mRNA stability 

represents a neomorphic property of EF that is revealed because the EWSR1 CTD is lost via fusion.  

Although FLI1 and EF are both able to decrease the stability of a reporter mRNA upon tethering, 

these proteins might not necessarily be targeted to the same cellular mRNA transcripts. Because 

we do not have access to the endogenous decay targets of FLI1, we started testing the above 

possibility by comparing the decay targets of ERG identified in [120] with those of EF identified 

here. Interestingly, we found a significant overlap between these two datasets (Figure 109). Of 

note, gene ontology analysis on the overlapping targets revealed an enrichment for GO terms 

related to cell division and mitotic cell cycle (not shown). If these findings also verify for FLI1, they 

might reinforce the idea that the control of mRNA stability is a neomorphic property of EF only in 

the point of view of EWSR1. 
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4. EF controls mRNA stability via the AREBP HuR 

Using RIP experiments in EwS cells, we show that EF is able to associate with most of its decay 

panel target mRNAs (Figure 67). Nevertheless, because EF lacks any identifiable RNA-binding 

domain, we expected that EF might not bind directly to its target mRNA transcripts. As ERG binds 

to RBPs via its CTAD [119], [120], we hypothesized this might occur via binding to RBPs given that 

EF CTAD is highly homologous to the one of ERG. Currently, our data indicate that EF might be 

targeted to its mRNAs by binding to HuR (Figure 88-92). In particular, we show that this might 

occur via the FLI1-derived CTAD (Figure 93). Interestingly, we also found that EF can associate 

with other RBPs, such as RBFOX2, RBPMS and QKI (Figure 110a-c), presumably via this region as 

formally shown for RBPMS (Figure 110d). Of note, HuR and QKI have also been identified in the 

interactome of EF [209]. The importance of the CTAD in EF function has hardly been investigated. 

Early studies in NIH3T3 cells (i.e., non-EwS cells) revealed that this domain was necessary for full 

EF-mediated transformation and modulated EF transcriptional function [638]. More recently, 

these observations have been confirmed in EwS cells [145]. Altogether, our findings indicate that 

the CTAD might also serve as a binding platform for RBPs and might thus represent an important 

determinant of EF post-transcriptional functions.  

Interestingly, in addition to pre-mRNA splicing, RBFOX2, RBPMS and QKI have been reported to 

influence mRNA stability [562]–[564], [639]–[641]. Therefore, we also investigated whether EF 

might control mRNA stability via these RBPs. To this aim, we analyzed whether their motifs were 

differently enriched in target vs. non-target 3’UTRs. RBFOX2 binds to UGCAUG motifs at various 

regulatory sites such as in pre-mRNA introns and mRNA 3’UTRs [639]. RBPMS binds to tandem 

CAC motifs separated by variable spacer length mainly in pre-mRNA introns, mRNA CDS and 

3’UTRs [640], [642]. QKI binds to 5-nt YUAAY motifs (Y = a pyrimidine nucleobase). >90% of QKI 

targets contain at least one QKI motif. In ~50% of QKI targets, ~30-nt-long sites containing two or 

more YUAAY motifs separated by variable spacer length are found [643]. QKI recognition motifs 

have mainly been identified in pre-mRNA introns and mRNA 3’UTRs [644]. Because these motifs 

were not all included in the database used for the MEME analysis [645], we analyzed their 

occurrence in target and non-target 3’UTRs using an in-house R script (see the ‘Materials & 

Methods’ section). We used HuR motifs as a control. For QKI, we used the core YUAAY motif. 

Consistently with the MEME analysis, we found that HuR motifs were significantly enriched in 

target 3’UTRs. In addition, we found a similar enrichment for QKI motifs. In contrast, we found 

that target 3’UTRs surprisingly contained a lower number of RBFOX2 and RBPMS motifs (Figure 

111). Importantly, as for HuR, all mRNA targets of the decay panel contained at least one QKI 

motif in their 3’UTR (Figure 112a). Together, these findings suggest that, in addition to HuR, EF 

might also be targeted to its decay targets via association with QKI. Of note, we found that neither 

the number of HuR nor QKI binding sites within target 3’UTRs was correlated with their 

corresponding mRNA HL ratio (Figure 112b-c). Subsequently, we decided to focus on HuR because 

its motifs were the first hits in the MEME analysis.  
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Strikingly, we report that loss of HuR does not abrogate the ability of EF to bind to its target 

mRNAs (not shown), contrary to the treatment with DHTS (Figure 95). To reconcile this result with 

our model, we assumed that, in the absence of HuR, EF is targeted to mRNAs via other RBPs, such 

as AREBPs or QKI. Supporting this, using resazurin viability assay, we found that HuR KD in shA673-

1c cells affects more strongly unselected cells than their selected counterparts (not shown), 

reinforcing the idea that the function of HuR might be complemented after a specific time by one 

or several other RBPs. However, this also suggests that DHTS may not be specific to HuR but may 

also interfere with the RNA-binding ability of other AREBPs. 

Next, we show that HuR KD led to the stabilization of the representative set of EF decay targets 

in EwS cells (Figure 97a). Very interestingly, we show that HuR actually acts as a stabilizing factor 

in the absence of EF and as a destabilizing factor in the presence of EF (Figure 97). Importantly, 

our results indicate that the presence of EF does not impair the ability of HuR to bind to its mRNA 

targets, ruling out the idea that EF might antagonize the mRNA protective function of HuR via 

titration from its target mRNAs (Figure 91). Instead, based on the ability of HuR to 

coimmunoprecipitate with CNOT2 only in the presence of EF (Figure 96), we propose that by 

interacting with both HuR and CCR4-NOT, EF associates its protein partners into the same mRNP 

complex. In turn, this reassociation causes HuR to switch from its canonical stabilizing function to 

a non-canonical destabilizing function. Although HuR has also been reported to destabilize two 

mRNA transcripts [472], [473], HuR is defined as a stabilizing factor. Our data thus reinforce the 

possibility that HuR might also act as a destabilizing factor into specific contexts. In light of this 

finding, it is tempting to speculate that other mRNA-decay associated RBPs might also have non-

canonical stabilizing/destabilizing functions into specific contexts that remain to be defined. Of 

note, QKI has also been described as a stabilizing factor [562]–[564] and thus might also be 

switched into a destabilizing factor upon EF binding. More globally, these findings add on a 

number of evidence showing that PPI networks are dynamically remodeled via fusion [283].  

Since TTP and HuR have opposite roles on mRNA stability [465], [568], it was intriguing to find 

that EF downregulates TTP mRNA transcript (also known as ZFP36) (Figure 66a). Although TTP is 

probably an indirect transcriptional target of EF (not found among EF-bound targets), this 

mechanism might foster the mRNA decay activity of EF by increasing the availability of AU-rich 

mRNA transcripts for targeting via HuR. Interestingly, such synergy has also been evidenced for 

another TF involved in the control of mRNA stability, namely ZFP217. Indeed, ZFP217 appears to 

both sequester the m6A reader protein YTHDF2 and to activate the demethylase FTO in 3T3L1 

cells. The interaction with YTHDF2 is critical for allowing FTO to maintain its interaction with m6A 

sites on various mRNAs [550]. 

In the cell nucleus, HuR has been reported to regulate pre-mRNA splicing [568]. Although we 

focused our attention on mRNA decay, our results are compatible with the idea that EF and HuR 

might also collaborate in the context of pre-mRNA splicing. Supporting this, we found that the 

majority of the overlapping targets between EF decay targets and HuR PAR-CLIP targets contains 

HuR binding sites in both introns and 3’UTRs (Figure 90a).   
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5. Subcellular localization of EF-mediated mRNA decay 

The subcellular localization of the here identified function of EF in mRNA decay remains an open 

question. On the one hand, our observations are compatible with a cytoplasmic localization. 

Indeed, although EF appears to be mainly localized in the cell nucleus which is consistent with its 

canonical role as a DNA-binding TF, we show that EF also appears as discrete cytoplasmic foci in 

two EwS cell lines (Figure 74). In addition, although we did not directly investigate this, we expect 

that EF/HuR interactions occur in the cytoplasm because HuR is known to regulate mRNA stability 

in this compartment. Interestingly, HuR is known to be relocated into the cell cytoplasm under 

stress conditions [646]. Because EF expression causes replication stress [312], we reasoned that 

HuR might be relocated to the cell cytoplasm in the presence of EF. However, in light of our 

current preliminary results using nucleocytoplasmic fractionation experiments (Figure 113), it 

remains unclear whether this might happen in EwS cells. If HuR is indeed relocated to the cell 

cytoplasm via EF, it might point towards a model in which stress-induced HuR relocalization to 

the cell cytoplasm is exploited by cytoplasmic EF molecules to target specific mRNA subsets for 

decay. Finally, using PLA, we show that the EF/CNOT2 interaction occurs in both the cell nucleus 

and cytoplasm (Figure 73). The interaction in the nucleus might take place in the context of 

transcription given than CCR4-NOT has also been described to play a role in this process [360], 

[361] while the interaction in the cytoplasm might take place in the context of cytoplasmic mRNA 

degradation.  

On the other hand, the above considerations do not completely rule out a potential nuclear 

localization for EF-mediated mRNA decay. Indeed, there is no prior objection that HuR might 

control nuclear mRNA stability in addition to pre-mRNA splicing. Moreover, the nuclear EF/CNOT2 

interactions might not necessarily or not only occur in the context of transcription. 
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6. Biological importance of EF-mediated mRNA decay 

In normal cell, TFs and RBPs orchestrate transcriptional and post-transcriptional programs that 

together shape the transcriptome. In turn, the transcriptome shapes the composition of the 

proteome, which eventually governs cell identity and function. It is tempting to speculate that, 

likewise, the RBP-TF chimera EF reshapes the transcriptome of EwS cells via its different functions 

in transcription [92], pre-mRNA alternative splicing [119], [209], and mRNA decay (this work). In 

turn, this aberrant transcriptome reshapes the composition of the proteome, which eventually 

governs EwS biology (Figure 124). Supporting this model, we show that, although EF controls 

distinct mRNA transcripts via its transcriptional, splicing and decay activities (as discussed at the 

beginning of this section), it appears to control several sets of functionally-associated mRNAs and 

thus common biological processes, most notably cell cycle and cell proliferation (Figure 84, Figure 

85b). Importantly, based on spheroid growth assays, we also show that abrogating the decay 

function alone is sufficient to impede EwS malignant hallmarks, thus indicating that EF-mediated 

mRNA decay is important for the oncogenic process in EwS (Figure 100).  

 

Figure 124. Outcome of the transcriptional and post-transcriptional programs in normal cell physiology 
and its EF-mediated deregulation in EwS. See main text for details. Created with BioRender.com. 

Nevertheless, because HuR is known to favor cancer progression by enhancing the stability and 

translation of oncogenic mRNA transcripts, it sounds, at first sight, counterintuitive that EF-

mediated mRNA decay of HuR mRNA targets might play a pro-oncogenic role in EwS.  As further 

illustrated below, I believe that mRNA decay contributes to the oncogenic functions of EF by 

adding another layer of complexity to the regulation of gene expression. To explore how this 

complexity might materialize in EwS biology, I used two different approaches: (i) I performed gene 

ontology analyses of EF decay targets using DAVID and PANTHER tools, and (ii) I visually inspected 

the gene list of EF decay targets. Through this process, I have identified several biological contexts 

for which EwS can take advantage of the new molecular function of EF in mRNA decay. Using the 
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first approach, I found with DAVID tool that GO terms related to cell division, pre-mRNA splicing, 

response to DNA damage and transcription are enriched in EF decay targets (Figure 62). 

Importantly, similar results were obtained with PANTHER tool (Figure 114). Of note, two main 

differences can however be highlighted. First, GO analysis with PANTHER provided more 

significant results than with DAVID. Second, GO analysis with PANTHER revealed the statistical 

enrichment of other relevant GO terms, such as those related to apoptosis, response to unfolded 

protein and protein ubiquitination. Using the second approach, I found that mRNAs belonging to 

the same gene family were present in EF decay targets, suggesting that EF decay activity might 

contribute to the post-transcriptional control of mRNA families in EwS. Hereafter, I discuss the 

contribution of EF-mediated mRNA decay into four biological contexts, including cell cycle 

progression, response to unfolded protein, cell plasticity and post-transcriptional control of 

mRNA gene families.  

6.1. Cell cycle progression 

Aberrant cell cycle progression is a well-known hallmark in cancer. Generally, cancer-associated 

mutations ensure continuous rounds of division by preventing cell cycle exit [647]. In EwS, cell 

cycle control is aberrant [648]. Once again, this is orchestrated by the fusion protein EF which is 

known to modulate various cell cycle regulators, among which NR0B1 [160], Aurora kinases A and 

B [649], p21/CDKN1A [650], cyclin D [206], [651], cyclin E [652], p57/KIP2 [653], TGFβ- [142], IGF- 

[143], [654], and MAPK signaling [655]. Interestingly, we found that mRNAs encoding Aurora 

kinases A and B, cyclins, cyclin-dependent kinases, TGFβ receptors and MAPK proteins were also 

targeted for decay by EF. In particular, we found that well-known partners of Aurora kinases, such 

as AUNIP, FAM, HAUS8, WEE1 and MAD2L, were also present in the list of EF decay targets. 

Together, these observations indicate that, in addition to transcription, EF-mediated mRNA decay 

might contribute to aberrant cell cycle control in EwS. For instance, the decay activity of EF might 

specifically control Aurora signaling. Interestingly, EF is able to directly activate the transcription 

of Aurora kinases A and B [649]. Because EF also decreases the stability of their mRNAs, regulation 

of Aurora expression at the mRNA level belongs to the mode of opposite coupling. As described 

in 2.6.3.1, this mode enables fast and transient gene expression responses characterized by a 

peak-shaped profile (Figure 52). In yeast, periodic mRNA synthesis and decay have been reported 

to co-operate during cell cycle progression [393]. Interestingly, by combining fluorescence 

activated cell sorting (FACS) and single-cell RNA-sequencing (scRNA-seq), a very recent study has 

identified CNOT1, the scaffold subunit of CCR4-NOT, as an important factor for scheduled mRNA 

decay during the mitosis-to-G1 phase transition in human cells [656]. Based on these studies, EF-

mediated mRNA decay of cell cycle regulators like Aurora kinases appears as a plausible 

mechanism allowing the timely progression through the different phases of the cell cycle in EwS, 

and thus participating in the high proliferative status of EF expressing cells.    
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6.2. Response to unfolded protein 

GO analysis with PANTHER revealed that EF decay targets are enriched in transcripts related to 

the unfolded protein response (UPR). UPR is an adaptive cellular mechanism that evolved to cope 

with perturbed proteostasis (i.e., control of protein homeostasis). In tumors, both intrinsic (e.g., 

oncogenes activation, mutations, etc.) and extrinsic factors (e.g., hypoxia, nutrient deprivation, 

acidosis, etc.) are well-known to cause endoplasmic reticulum (ER) stress due to the accumulation 

of misfolded proteins in the ER [657]. By restoring ER proteostasis, UPR activation, observed in 

several cancer models, is thought to contribute to malignant progression [658].  UPR is mediated 

by three main sensors found at the ER membrane, among which the activating transcription factor 

6 (ATF6), the PKR-like ER kinase (PERK), and the inositol-requiring enzyme 1 (IRE1). Upon 

appropriate activation, UPR signaling regulates the activation of genes that ultimately lead to the 

clearance of misfolded proteins (Figure 115a). Importantly, unresolved proteostasis leads to cell 

apoptosis [657].   

The finding that UPR-related mRNAs are enriched in EF decay targets has raised our interest for 

several reasons: (i) UPR signaling has been linked to the growth of solid tumors [657], [659], (ii) 

ATF4, a downstream TF of UPR signaling, has been reported as a direct transcriptional target that 

is activated by EF and regulated via post-transcriptional mechanisms [660], and (iii) NMD, a 

pathway of mRNA decay, has been described to shape UPR. Notably, NMD has been reported to 

delay UPR activation in vitro and in vivo and to schedule UPR termination [398]. Interestingly, 

preliminary results indicate that EwS cells undergo ER stress and UPR activation in a EF-dependent 

manner (Figure 115b-c). In total, 16 UPR-related transcripts were identified among the EF decay 

targets, such as ATF6 (but not ATF4), AMFR, ERO1A, HSPA8/9, HERPUD1, TOR1B, and DNAJB9. Of 

note, the GO term related to UPR is also enriched in HuR PAR-CLIP targets (not shown). On this 

basis, I hypothesized that EF-mediated mRNA decay via HuR might also shape UPR in order to 

support Ewing sarcomagenesis.  

6.3. Cell plasticity  

EwS tumors display a phenotypic plasticity. This feature appears to be acquired through a process 

that resembles partial EMT [5]. EMT is initiated by signaling pathways that sense extracellular 

stimuli, among which transforming growth factor-β (TGFβ) family signaling plays a predominant 

role [233]. EMT is controlled by downstream TFs, including mainly SNAIL, TWIST and ZEB2 factors 

(Figure 116). Interestingly, we found many mRNAs encoding EMT-related proteins in EF decay 

targets, such as TGFβR1/2 (TGFβ receptors 1 and 2), SMAD3, MAPK3/4/7 (mitogen-activated 

protein kinases), ZEB2 and E2F1. E2F1 is a TF that is related to EMT because it binds ZEB2 gene 

promoter and control its transcription. Of note, although not significant, GO term related to TGFβ 

signaling went out with DAVID tool. Moreover, GO terms related to EMT and TGFβ signaling were 

significantly enriched in HuR PAR-CLIP targets (not shown). Supporting this, HuR binding sites in 

the 3’UTR region of all EMT mRNAs can be found (Figure 117). Notably, in ovarian cancer cells, 

HuR has been reported to bind to ZEB2 3’UTR [661]. 
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Interestingly, TGFβR2 is also a well-known direct repressed transcriptional target of EF. Because 

this gene appears to be both transcriptionally-repressed and destabilized at the mRNA level by 

EF, it represents a case of synergistic coupling (Figure 52). Together with the destabilization of 

SMAD3 and MAPK3/4/7, it is tempting to speculate that EF-mediated mRNA decay might 

participate in switching off TGFβ signaling in EwS. Interestingly, ZEB2 and E2F1 are transcriptional 

targets that are activated by EF. Because these genes appear to be both transcriptionally-

activated and destabilized at the mRNA level by EF, it represents another case of opposite 

coupling (Figure 52). As covered previously, transcriptional antagonisms between EF and ZEB2 

functions are one of the models that account for cell plasticity in EwS. In this perspective, the idea 

that ZEB2 mRNA might be targeted by EF for decay while being activated at the level of 

transcription is an amazing finding. Indeed, the EF-mediated mRNA decay of ZEB2 (as well as other 

EMT regulators) might add another layer of regulation to the EMT process in EwS. This hypothesis 

is further supported by the fact that EMT TFs are well-known to be finely regulated at all levels of 

gene expression [233]. Moreover, this might point towards a more integrated model of EwS cell 

plasticity in which post-transcriptional events mediated by EF, CCR4-NOT and HuR are implicated. 

Of note, interestingly, QKI has also been described to regulate the mesenchymal phenotype [662], 

[663]. Altogether, these data indicate that EF, via its transcriptional and post-transcriptional 

functions, might completely rewire TGFβ signaling control in EwS.  

6.4. Post-transcriptional control of mRNA gene families 

Interestingly, by visually exploring the list of EF decay targets, I identified the presence of several 

members belonging to specific mRNA families. These mRNA families were regrouped into four 

main functional categories, including cell cycle progression, signal transduction, transcriptional 

regulation and protein homeostasis (Figure 118). Of note, these categories account for ~20% of 

EF decay targets (148/772). This approach has yield similar findings than the one based on the 

use of GO tools. However, here, we also found that EF controls the stability of 29 TFs, including 

SMAD3, KLF11, 2 ETS factors (ETV5, ETV6), 2 E2F factors (E2F1 and E2F6), 5 ZBTB factors (Zinc 

Finger And BTB Domain Containing) and 18 ZnF factors (C2H2 Zinc Finger). These findings indicate 

that EF-mediated mRNA decay might also indirectly contribute to reshaping transcription in EwS 

by targeting transcripts encoding TFs for decay. In particular, this mechanism might participate in 

the repression of ETS factors, although this remains highly speculative at this stage.   
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7. Inhibition of EF-mediated mRNA decay and clinical relevance of DHTS in EwS 

As many other TFs, the fusion protein EF is considered ‘undruggable’ because it lacks an enzymatic 

activity and contains IDRs. Based on our findings, we hypothesized that the new function in mRNA 

decay might unveil novel therapeutic opportunities for EwS. In this work, we show that EF-

mediated mRNA decay is underlined by two important PPIs, involving the CCR4-NOT complex and 

the AREBP HuR. We reasoned that targeting HuR rather than CCR4-NOT represented the easiest 

and fastest approach to both address the significance of EF decay activity and further validate our 

model for several reasons. First, contrary to the CCR4-NOT complex, many chemical inhibitors of 

HuR are commercially-available and have already been used in in vivo experiments. Next, 

although using small molecule inhibitors of PPIs is clearly an attractive approach in our case, 

screening and validation methods are often time-consuming, especially when interactions involve 

IDRs. Third, because HuR controls many cancer hallmarks at the post-transcriptional level, this 

RBP is generally considered to represent an attractive therapeutic target for cancer [465] but its 

importance has hardly been investigated in EwS. Fourth, very recently, a computational analysis 

identified HuR mRNA transcript as an ideal target for Ewing sarcoma therapy [664]. Based on this, 

we envisioned to target the decay function of EF by inhibiting HuR through the use of either 

chemical compounds (DHTS and CMLD-2) or shRNA. 

DHTS is a natural product found in the roots of Salvia miltiorrhiza, and well-known in traditional 

Chinese medicine practice. This compound has a low molecular weight and belongs to the 

bioactive family of diterpenic tanshinones. Tanshinones are anti-inflammatory agents that are 

notably used in the treatment of cardiovascular diseases [665]. In addition, tanshinones have 

been shown to display anti-cancer properties [666], [667]. In 2015, DHTS is identified via high-

throughput screening of a library of anti-inflammatory agents as capable of interfering with the 

formation of the HuR:RNA complex [479]. The interaction between DHTS and HuR is mediated via 

residues within the RRM1 and RRM2 [479], [668]. By interfering with the mRNA binding properties 

of HuR, DHTS is believed to compromise its post-transcriptional functions in mRNA stabilization 

and translation. Interestingly, DHTS has not been associated with systemic toxicity in vivo [668].  

First, we show that treatment with DHTS increases the stability of the representative set of EF 

decay targets (Figure 94), which further supports our model that EF-mediated mRNA decay 

depends on HuR. Although DHTS has been reported to paradoxically strengthen HuR affinity for 

target mRNAs with longer 3’UTR and higher density of AREs in HeLa cells [668], we found that 

eIF4E and ZEB2 mRNAs, which fall into this category, were also effectively stabilized by DHTS. One 

possible explanation to this discrepancy might be related to cell type differences between HeLa 

and EwS cells.    

Next, we evidence that EwS cells are more vulnerable to HuR inhibition than non-EwS cells (Figure 

99a). Moreover, we report that loss of EF make EwS cells less sensitive to DHTS while ectopic 

expression of EF in hMSCs, otherwise highly resistant to DHTS, make them as sensitive as EwS 

cells (Figure 99b). Together, these results suggest a functional linkage between the vulnerability 
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to DHTS and the presence of EF. Importantly, because sensitivity to DHTS is modulated by HuR 

expression [479], we explored HuR mRNA expression levels in EwS and non-EwS cells using the 

Cancer Dependency Map (DepMap) public database [669]. At first sight, differences in sensitivity 

to DHTS between EwS and non-EwS cells appeared to be due to variations in HuR mRNA 

expression levels (Figure 119a). However, we found no variation in HuR expression at the protein 

level between EwS EFhigh cells and EwS EFlow cells (Figure 119b, Figure 113). These observations 

suggest that variations in DHTS sensitivity, at least between EwS cell subpopulations, is not linked 

to HuR expression levels.  

Based on the above findings, we hypothesized that the higher sensitivity to DHTS might be linked 

to the decay activity of EF. To test this possibility, we envisioned a KD/rescue experiment using 

shA673-1c EwS cells and FLAG-tagged constructs encoding either full-length EF or ∆63EF decay 

mutant. KD/rescue experiments are a very elegant approach to analyze mutants of EF in a relevant 

biological context (used for instance in [145]). In this work, the experimental design was however 

not optimal. Indeed, EwS cells used here are harboring a dox-inducible shRNA targeting the 

breakpoint region of EF. Therefore, upon induction, the shRNA was also able to target the 

ectopically-expressed constructs of EF. Although this aspect did not prevent the ectopic 

expression of our constructs, it would be better to repeat KD/rescue experiments in cells 

harboring a dox-inducible shRNA targeting the 3’UTR region of EF, thus unable to target FLAG-

tagged constructs of EF which are lacking this region. It remains however to establish whether 

targeting the 3’UTR of endogenous EF will ensure a depletion as efficient as targeting the 

breakpoint region. Although a definitive demonstration is lacking here, our KD/rescue results 

tend, so far, to confirm the idea that EF-mediated mRNA decay confers a new vulnerability to HuR 

inhibition (Figure 99c) and contributes to the oncogenic process in EwS (Figure 100). 

Furthermore, our results indicate that the RBP HuR might represent an attractive therapeutic 

target in EwS. HuR is well-known to control malignant hallmarks in various cancer settings. 

Recently, HuR has notably been reported to promote osteosarcoma, the most common type of 

bone cancer before EwS [476], [670]. Strikingly, the importance of HuR into EwS biology has 

hardly been investigated [664]. Here, we show that HuR inhibition compromises cell viability, 

anchorage-independent growth and cell migration of EwS cells (Figure 99-102). However, 

preliminary explorations using the Depmap database revealed that CRISPR/Cas9-based disruption 

of HuR did not affect the proliferation and/or viability of most EwS cell lines (Figure 120a). Again, 

one possible explanation is that, in the absence of HuR, another related AREBP can compensate 

its function. Very interestingly, we found that the essentiality of HuR for cell growth tends to be 

more pronounced in EwS as in other bone cancers (Figure 120b). Although still speculative at this 

stage, this might be functionally-linked to EF-mediated mRNA decay. 

Although HuR chemical inhibition was the easiest and most straightforward approach to further 

validate our model, it remains to establish whether it is a viable therapeutic option in routine 

clinics for treatment of EwS. One important limitation is that DHTS is not effective against EwS 

EFlow cells, which are thought to mediate chemoresistance and relapse in EwS patients [671].  



DISCUSSION 

180 
 

 



PERSPECTIVES 

181 
 

SECTION VI    PERSPECTIVES  

In this section, several perspectives to the present work are covered. A first bunch of them aims 

at either consolidating the present findings by suggesting alternative experiments, or 

complementing them by addressing important open questions (see paragraph 1). Following this, 

another bunch of perspectives with a broader scope are proposed. These ones might provide 

guidelines for future research projects, a number of them being already ongoing in the host 

laboratory (see paragraphs 2 to 5).   

1. Consolidatory/complementary experiments 

1.1. KD/rescue experiments 

As discussed in the previous section, a crucial perspective to this work is to repeat our KD/rescue 

experiments using a more optimal experimental design. Currently, we are designing new A673 

cells that contain a dox-inducible shRNA targeting the 3’UTR region of EF. This should allow us to 

KD endogenous EF without affecting FLAG-tagged ectopically-expressed EF constructs. An 

important verification that was missing in our current experiments will be to assess the quality of 

endogenous EF KD after selection of rescued cell. 

1.2. mRNA stability analysis 

In this work, mRNA stability was investigated using time-course experiments after transcription 

blockage with ActD followed by RNA-seq or RT-qPCR. Although this remains a valid and common 

approach to analyze mRNA stability (used for instance in [120], [537]–[539], [582], [583]), ActD is 

known to disrupt normal cell physiology [586], [672]. Moreover, the contribution of pre-mRNA 

processing is neglected [578], [586], [672]. Together, these considerations imply that computed 

HL using ActD might not represent unperturbed degradation rates. Therefore, to reinforce our 

data, it might be relevant to repeat the transcriptome-wide analysis in shA673-1c using another 

approach. To this aim, many alternatives are available (reviewed in chapter 3). Currently, we are 

investigating the possibility to use a total RNA-seq-based approach using intronic expression as a 

proxy for the synthesis rate.  

Importantly, we obtained consistent changes in mRNA stability for the representative set of EF 

decay targets panel between: (i) two different EwS cells lines after EF KD and, (ii) EwS cell lines 

after EF KD and hMSCs after EF ectopic expression (Figure 63c). Of note, unfortunately, we could 

not perform stability measurements in TC71 cells owing to their high sensitivity to ActD. This 

observation further advocates for the need of alternative approaches when the use of 

transcription blockage is not applicable. To more fully portray the aberrant mRNA stability 

landscape that is imposed by EF in EwS, it might be interesting to perform transcriptome-wide 

mRNA stability analyses in other EwS cells lines as well as in hMSCs.  
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Unexpectedly, we found that, for a representative set of EF decay targets, HuR acts as a 

destabilizing factor in the presence of EF and as a stabilizing factor in the absence of EF. To our 

knowledge, this is the first time that such an antagonism is reported. An important question is 

whether all endogenous mRNA targets of HuR are affected by this antagonism or not. If not, it 

might be interesting to analyze whether this is correlated to specific mRNA features (e.g., specific 

RBP motifs, codon usage, etc.). To this aim, it would be necessary to perform transcriptome-wide 

mRNA stability analyses in shA673-1c -/+ dox shCTL/shHuR cells.  

1.3. Recruitment of the CCR4-NOT complex 

So far, our data point towards a model in which EF associates with CCR4-NOT via the CNOT2 

subunit. To formally demonstrate this, we should test the ability of EF to coimmunoprecipitate 

with deadenylase subunits (CNOT6L and/or CNOT8) in the presence/absence of CNOT2. Although 

less direct, another approach is to analyze poly(A) tail length of a tethered mRNA or specific 

endogenous mRNA targets in the presence/absence of EF after resolution on a polyacrylamide 

gel as used in [350], [622]. 

1.4. A decay mutant of EF with compromised ability to recruit HuR 

A major challenge of this work was to discriminate between EF transcriptional and decay 

activities. EF transcriptional activity is long known to depend on the LC NTD (transactivation), the 

ETS DBD (DNA-binding), and the CTAD (regulatory function) [109], [138], [638]. Using biochemical 

assays, we found that EF decay activity implicates the first 63 aa of the LC NTD and the CTAD. 

Based on this, two decay mutant of EF can be envisioned: ∆63EF and EF∆CTAD. Because the first 

63 aa are only partially overlapping with EF transactivation function and because small fragments 

of the LC NTD fused to FLI1 are sufficient to recapitulate EF activity [92], we hypothesized that 

removing the first 63 aa was a more promising option than removing the full CTAD in order to 

disrupt EF decay activity without compromising EF transcriptional activity. Nevertheless, a more 

precise mapping of the EF/HuR interaction in order to restrict it to a subdomain or a few dominant 

aa might also offer the opportunity to build a second decay mutant of EF (further discussed later).  

1.5. Importance of EF-mediated mRNA decay in EwS cell plasticity 

Cell plasticity is a hot topic in the field of EwS because it is directly related to metastasis, the main 

cause of death in EwS patients. In the chapter 1 of the introduction, I mentionned that one of the 

model underlying EwS cell plasticity is related to a transcriptional antagonism between EF and 

ZEB2, a key TF in EMT regulation. In light of this, the role of EF in the control of ZEB2 mRNA stability 

is an enthusiastic finding. To further explore this aspect, it might be interesting to identify the 

binding sites that are important for HuR binding. If dominant binding sites can be identified, a 

CRISPR-Cas9 EwS cell line harboring compromised HuR binding sites could be generated and used 

into different functional analysis (e.g., spheroid migration assays, etc.) 
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1.6. Subcellular localization of EF-mediated mRNA decay 

The subcellular localization of the EF decay activity remains an open question. Testing the 

colocalization of EF, CNOT2 and HuR using immunofluorescence-based approaches might help in 

addressing this question.  

1.7. Other determinants of EF-mediated mRNA decay 

Although the underlying mechanism remains unclear, the mRNA CDS is an important regulatory 

feature of mRNA stability [426], [673]. Because both CCR4-NOT and HuR have also been related 

to the interplay between translation and decay [646], [674], [675], it might be worth to explore 

codon usage and bias in target vs. non-target CDS.  

2. In-depth characterization of the EF/CNOT2 and EF/HuR interactions 

A more comprehensive characterization of the determinants of EF PPI network should 

undoubtedly inform both Ewing sarcomagenesis and therapeutics. In that context, an important 

perspective to this work is to map more precisely the interactions that we report with CNOT2 and 

HuR. So far, both the EF/CNOT2 and EF/HuR interactions have indeed been mapped to quite large 

protein regions. The EF/CNOT2 interaction was located within the first 63 aa of EF and the NAR 

domain of CNOT2 (59-aa long) while the EF/HuR interaction was located within the CTAD of EF 

(89-aa long) and the RRM3 domain of HuR (82-aa long). To move forward, we have retrieved 

AlphaFold2 3D protein structures of human EWSR1, CNOT2, FLI1 and HuR via the online portal at 

https://alphafold.com/ [676], [677]. Interestingly, we found that: (i) although the first 63 aa of 

EWSR1 are largely disordered, they contain a β-sheet secondary structure (Figure 121a), (ii) the 

NAR domain of CNOT2 contains an α-helix within its first half (Figure 121b), and (iii) the CTAD 

contains an α-helix immediately downstream of the ETS DBD while the remaining sequence is 

highly disordered (Figure 121d), which is in agreement with [145], [678]. Based on this, we asked 

whether the EF/CNOT2 and EF/HuR interactions might be mediated by these secondary 

structures. To address this question, we are now performing in silico analyses. Importantly, our 

preliminary results using docking and molecular dynamics analyses are, so far, confirming our 

biochemical data. In the future, these in silico investigations might also enable us to identify 

dominant amino acids and, in turn, the type of bonds involved in these PPIs (Figure 125). Because 

the LC NTD of EF is rich in tyrosines, we expect that the EF/CNOT2 interaction might at least partly 

be mediated via π-effects. Alternatively, nuclear magnetic resonance might represent a useful 

approach. In the long run, these data would allow us to build more constrained decay mutants of 

EF. Notably, it could potentially help in designing a mutant of EF in its CTAD that is unable to 

recruit HuR without affecting its transcriptional function. Moreover, these structural data should 

constitute an important basis to perform a virtual screening in order to identify small molecule 

inhibitors of the EF/CNOT2 and/or EF/HuR interaction(s). After their experimental validation, 

these iPPIs might represent an attractive drug class for the treatment of EwS.  

https://alphafold.com/
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Figure 125. Main types of non-covalent bonds involved in protein-protein interactions. Created with BioRender.com. 
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3. Recycling oncogenic partnerships 

EF-mediated mRNA decay is underlined by two important PPIs, involving the CCR4-NOT 

deadenylation complex and the AREBP HuR. Interestingly, both of these partners are involved in 

other molecular processes. CCR4-NOT is considered as a master regulator of gene expression and 

has notably been related to the control of transcription [360], [361]. In line with this, an 

interesting question is whether EF and CCR4-NOT might also collaborate in the context of 

transcription. As mentioned previously, the identification of EF/CNOT2 nuclear foci in our PLA 

experiment (Figure 73) is compatible with this possibility. In addition to the control of mRNA 

stability, HuR has been described to control pre-mRNA splicing [568]. Because EF is also involved 

in this process, the fate of the EF/HuR interaction on pre-mRNA splicing regulation is another 

interesting question. The same way of reasoning might also apply to QKI, which is largely known 

as a splicing factor. If EF and CCR4-NOT also collaborate in the context of transcription and if EF 

and HuR also collaborate in the context of splicing, these findings might point towards a model in 

which EF recycles its binding partners into different molecular contexts.  

4. Fusion transcription factor-mediated mRNA decay  

Given that the other FET::ETS fusions have a similar domain composition than EF, it is tempting 

to speculate that they might also promote mRNA degradation. Supporting this, we found that 

several other FET::ETS fusions are also able to interact with CNOT2 using a gPCA-based 

preliminary screening (Figure 123). Moreover, we found that FUS and TAF15 NTD are also able to 

recruit CNOT2 (not shown). Together, these data suggest than these fusions might also be able to 

associate with CCR4-NOT and trigger mRNA deadenylation.  

As discussed in the previous section, our data are compatible with the possibility that the 

remaining Erg-derived ATAD also contributes to the EF/CNOT2 interaction. This contribution 

might be influenced by exon choices or breakpoint location, and thus vary between fusion 

variants as well as between FET::ETS fusions. For example, among EF variants, the contribution of 

the residual ATAD is expected to increase in EF 7/5, 10/5 and 9/4 compared to EF 7/6; and to 

decrease in EF 7/7, 9/7, 7/8 and 10/8 compared to EF 7/6 (Figure 6). Because there is no ATAD in 

EWSR1::FEV 7/2 and in FUS::ERG 7/10, the interaction with CNOT2 is expected to solely originate 

from the FET-derived region. In these two cases, CCR4-NOT might thus represent a neomorphic 

binding partner. 

Next, because all FET::ETS fusions incorporate the CTAD, they are all expected to bind to RBPs, 

and possibly the same RBPs as for EF. Interestingly, HuR has also been reported in the interactome 

of ERG (BioGrid data based on [679]). Nevertheless, the ability to interact with HuR remains to be 

verified for each specific fusion. Indeed, the CTAD of FEV is more divergent than in ERG and FLI1, 

and interaction with HuR might not be preserved in this fusion. More importantly, the CTAD of 

ETV1/4 is significantly shorter than the one of FLI1 and does not share any substantial homology 
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with FLI1 CTAD [638]. Together, these observations indicate that sequence divergences might 

compromise the ability of some fusions to associate via their CTAD with RBPs such as HuR. 

Another interesting question is whether TFMD is a widespread feature of fusion TFs beyond 

FET::ETS fusions. Although the question is completely open for non-FET::non-ETS fusions, it is 

reasonable to think that FET::non-ETS and non-FET::ETS fusions that incorporate a large fraction 

of the ATAD might also associate with CCR4-NOT. Similarly, non-FET::ETS fusions that also 

incorporate the CTAD might also be susceptive to bind to RBPs. These features alone should 

prompt to further investigate an implication into post-transcriptional processes.  

5. Interactome of recurrent oncogenic fusion TFs 

Interactomic data for fusion TFs are crucially lacking in the literature since fusion TF PPI network 

are only available for a few cases, such as EF (EwS) [209], FUS::DDIT3 (liposarcoma) [680], as well 

as NUP98::HOXA9 and SET::NUP214 (leukemia) [681]. This situation is very unfortunate given that 

the discovery of post-transcriptional functions for TFs frequently originated from these type of 

data in the past (e.g., ERG, EBF1, SMAD2/3, KLF4, EF, etc.).  In the future, the systematic 

investigation of the binding partners of pathognomonic and recurrent oncogenic fusion TFs might 

represent a highly useful resource. Notably, it should help in exploring whether other fusion TFs 

are also susceptive to be implicated in mRNA decay. Interestingly, by checking the binding 

partners of FUS::DDIT3 and NUP98::HOXA9, I respectively identified STAU1 and DCP1A. If these 

potential interactions were to be confirmed using biochemical assays, they might point towards 

an unsuspected function for FUS::DDIT3 in the control of SMD and for NUP98::HOXA9 in the 

control of decapping. Of note, although we focused our attention on the CCR4-NOT complex here, 

we do not exclude that EF might also interact with other decay machineries like the RNA exosome 

or decapping proteins as suggested by the interactome of EF identified in [209] (Figure 23d). 

Finally, if the work of mapping PPI for fusion TFs is undertaken, it would be ideal to also 

investigate, for each fusion protein, the binding partners of its parent proteins in order to identify 

neomorphic PPIs. To achieve this, protein complementation assays, such as gPCA or NanoLuc two-

hybrid [682], might represent an attractive approach owing to their amenability to high-

throughput screening. Otherwise, proximity-dependent biotinylation (BioID) and affinity 

purification mass spectrometry (AP-MS) represent well-described alternative methods [535]. 
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SECTION VII    MATERIALS AND METHODS 

1. Provenance of cell lines and cell culture conditions 

HeLa, HEK293T, MCF7, MDA-MD-231 and U2OS cells were purchased from American Type Culture 

Collection (ATCC). HUVEC cells were purchased from Lonza. Ewing sarcoma cell lines shA673-1c 

and shSK-E17T were a generous gift from Dr. Olivier Delattre (Institut Curie, Paris).  The TC71 

Ewing sarcoma cell line was obtained from the German Collection of Microorganisms and Cell 

Cultures (DSMZ). Human bone marrow-derived mesenchymal stem cells (MSC) were kindly 

provided by Dr. Yves Beguin (CHU, Sart-Tilman). All cells were cultured in a 37°C 5% CO2 

humidified incubator with medium supplemented with 10% FBS (Gibco) and 1% Penn/Strep 

(Biowest). HeLa, HEK293T, MCF7, MDA-MD-231 and shSK-E17T were maintained in DMEM high 

glucose (Biowest), U2OS in McCoy’s 5A Medium (Lonza), shA673-1c in DMEM high glucose with 

20 µg/ml blasticidin and 200 µg/ml zeocyn (InvivoGen), TC71 in IMDM (Gibco), HUVEC in 

endothelial growth media-2 (EGM2, Lonza) without heparin and MSC in DMEM low glucose 

(Biowest) with 1% GlutaMax (Gibco). Primary cells with passages between 2 and 5 were used for 

all experiments. All cell lines were routinely checked for mycoplasma by MycoAlertTM 

Mycoplasma Detection Kit (Lonza). 

2. Plasmids and cloning 

Open reading frames (ORF) encoding human EWSR1 and FLI1 were obtained as pDONR223 from 
the human ORFeome v7.1 and v8.1 (The Center for Cancer Systems Biology, Dana-Farber Cancer 
Institute, CCSB-DFCI). The most frequent splicing variant of EF (i.e., between exon 6 of EWSR1 and 
exon 7 of FLI1) was used in all experiments. EF 7/6 was generated from pDONR223-EWSR1 and 
pDONR223-FLI1 using PCR-fusion/Gateway cloning procedure as described in [683]. EF∆ETS 
contains a deletion of 65 aa in its ETS domain and was previously described in [202]. It was 
generated from EF using PCR-fusion/Gateway cloning procedure. EFYS37 was synthesized by 
Integrated DNA Technologies (IDT) company. In this construct, all tyrosines (37 tyrosines) of the 
LC NTD are replaced by serines. SAGQQS, SIGQQS and SFGQQS tyrosine mutants of EWSR1 LC 
NTD were a generous gift from Dr. Kevin Lee [91]. In these constructs, 17 out of 30 tyrosines 
within DHRs are replaced by either alanine (A), isoleucine (I) or phenylalanines (F), respectively. 
EF7/6, EF∆ETS, EF∆CTAD, ∆63EF, EWSR1_Nter, FLI1_Cter, EFYS37, SAGQQS, SIGQQS, SFGQQS and 
deletion mutants of EWSR1 LC NTD were inserted into pDONR223 by BP cloning (Gateway 
recombination technology, Invitrogen) with specific primers flanked at the 5’site by the following 
AttB1 and Attb2 Gateway sites: 5ʹ-GGGGACAACTTTGTACAAAAAAGTTGGC(ATG)-3ʹ (AttB1) and 5ʹ-
GGGGACAACTTTGTACAAGAAAGTTGA-3ʹ (AttB2). All constructs include an ATG initiation codon 
and lack a STOP codon. Inserts from pDONR223 were subsequently transferred by LR cloning 
(Invitrogen) into different destination vectors: pDEST1899 (FLAG N-terminal tag), pCS3MTdest 
(Myc N-terminal tag, Addgene), pDEST475 (HA N-terminal tag, Invitrogen), pGLucN1 or pGLucN2 
(Gaussian luciferase fragment 1 or 2 N-terminal tag) [630], and pDEST-EGFP (EGFP-N-terminal tag, 
Addgene). HA-tagged CNOT3, CNOT6 and CNOT7 were kindly provided by Elisa Izaurralde 
(European Molecular Biology Laboratory, Heidelberg, Germany). pCDNA3.1-mCherry empty 
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vector and pCDNA3.1-mCherry-HuR were kindly provided by Dr. Véronique Kruys (IBBM, ULB, 
Gosselies). For the tethering degradation assay (see below), pDEST1899 Flag-tagged ORFs were 
subcloned in the pN-MS2-CP (MS2 N-terminal tag, described in [684] following classical cloning 
procedure. For GGAA reporter assays, a pGL3-GGAA-Firefly reporter construct was first 
generated. Briefly, two single-stranded oligonucleotides encoding 12 GGAA repeats flanked by 
SacI and XhoI restriction sites (Thermo Fisher Scientific) were hybridized as followed. The 
oligonucleotides were mixed in equimolar amount, incubated for 5 min in boiling water and left 
for cooling down overnight. The resulting dimer was then cloned upstream the SV40 promoter of 
the pGL3-Firefly vector (Addgene) digested with SacI and XhoI restriction enzymes (Thermo Fisher 
Scientific).  

Oligo-GGAA-F:  

5’-CCGGAAGGAAGGAAGGAAGGAAGGAAGGAAGGAAGGAAGGAAGGAAGGAACC 

Oligo-GGAA-R: 

TCGAGGTTCCTTCCTTCCTTCCTTCCTTCCTTCCTTCCTTCCTTCCTTCCTTCCGGAGCT 

For lentivirus-based transduction, a pLENTI-DEST vector was generated by transferring the insert 
from the pDEST1899 backbone vector to a pLENTI purchased from GenScript using XhoI 
restriction sites. All constructs were verified by Sanger sequencing at the GIGA-Genomics facility 
(University of Liege). All cloning and sequencing primers are listed in Table S2. Main plasmid maps 
are available in the ‘Appendix’ section.  

3. Chemicals 

For mRNA decay experiments, cells were treated with 5 µM ActD (Enzo Life Sciences) for up to 4 
or 8h to block transcription. Inhibitors of HuR, dihydrotanshinone-I (DHTS) and CMLD-2, have 
been described elsewhere [479], [481], [668]. They were respectively purchased from Sigma-
Aldrich and MedChemExpress, and were managed according to manufacturer’s instructions. All 
chemicals used in this study were dissolved in DMSO (Carl Roth, A994.1). 

4. Plasmid DNA and siRNA transfection 

For the tethering degradation and GGAA induction assays, HeLa cells were transfected with 

polyethyleneimine (PEI) using 1:2 DNA/PEI ratio. For the Protein Complementation Assay and for 

coimmunoprecipitations, HEK293T cells were transfected with PEI or with a classical calcium 

phosphate procedure, respectively. For transient knockdown of CNOT2, siRNAs purchased from 

Eurogentec (Belgium) were used: siCNOT2, 5ʹ-CAUCUGAGUACUUAACGAAtt-3ʹ; and control siRNA 

(SR-CL000-005). siRNA and DNA-siRNA were transfected into HeLa or shA673-1c cells with 

JetPrime (Polyplus transfection) according to the manufacturer’s instructions. Cells were 

processed at 24-48h or 72h after DNA or siRNA transfections, respectively.  
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5. Plasmid DNA and shRNA transduction  

For stable ectopic (re)expression studies, FLAG-tagged constructs of EF or deletion mutants 

cloned into the XhoI sites of the pLENTI-DEST vector (described previously) were used. These 

constructs were delivered by lentivirus in MSC or shA673-1 cells after knockdown of endogenous 

EWSR1-FLI1. Lentivirus were prepared at the GIGA-Viral Vectors facility. Cells were transduced 

(MOI 100) with protamine sulfate. After 72h, cells were treated for 72h with 7 µg/ml blasticidin 

and then amplified for 2 weeks.  Induction of EF breakpoint-specific shRNA in shA673-1c and shSK-

E17T cells was performed by adding 1 µg/ml of doxycycline (dox) in the medium ex-tempo. 

shA673-1c and shSK-E17T cells were processed after 4 days or 7 days of dox treatment, 

respectively. For stable knockdown of HuR, shRNA constructs were prepared for lentivirus 

delivery and shA673-1c cells were transduced (MOI 20) as described above. Cells were 

subsequently processed or selected with 3 µg/ml puromycin for 72h. shRNA constructs were 

kindly provided by Dr. Véronique Kruys (ULB, IBBM, Gosselies): pLV-H1-EF1alpha-puro-shCTRL, 5’-

GCAGTTATCTGGAAGATCAGGTTGGATCCAACCTGATCTTCCAGATAACTGC-3’; pLV-H1-EF1alpha-

puro-shHuR2, 5’-AAAAGGGAATGGACCAAAGAGTTTCTTGGATCCAAGAAACTCTTTGGTCCATTCCC-

3’. Proper expression of all coding plasmids and knockdown of target genes were verified by 

western blotting and/or qPCR as described below.  

6. Western blotting 

Cells were washed once with cold PBS, collected by trypsinization and centrifugation. The cell 

pellet was directly lysed in Laemmli buffer, ultrasonicated (when necessary), and boiled for 5 min 

at 100°C. Protein extracts were separated by sodium dodecyl sulfate-polyacrylamide gel (SDS-

PAGE) electrophoresis and transferred onto nitrocellulose membrane. Membranes were blocked 

for 1h with 5% non-fat milk or 4% BSA and incubated overnight at 4°C with primary antibodies 

followed by HRP-conjugated secondary antibodies. Proteins were detected by 

chemiluminescence. Images were acquired with ImageQuant LAS 4000 device (GE Healthcare) 

and quantified using ImageJ. All primary antibodies are listed in Table S1.  

7. RNA isolation and quantitative PCR  

For expression studies and mRNA decay analyses, total RNA was isolated using the Nucleospin 

RNA kit (Macherey-Nagel). For RNA-immunoprecipitations, total RNA was extracted from inputs 

or beads with TRIzol Reagent (Thermo Fisher Scientific). Total RNA was then reverse-transcribed 

with random primers using the RevertAid H Minus First Strand cDNA Synthesis Kit (Thermo Fisher 

Scientific). cDNA was diluted between 10- and 300-fold depending on the abundance of targets, 

amplified and quantified in triplicate using FastStart SYBR Green Master mix (Roche) on a 

LightCycler 480 instrument (Roche). In expression studies, relative target mRNA levels were 

calculated with the ΔΔCt method with GAPDH, NDUFA12 and RPL32 as internal controls. For 

mRNA decay analyses, signals were normalized to the average levels of three highly stable mRNAs 

(GAPDH, NDUFA12, and RPL32) and HLs were calculated on the basis of first-order degradation 
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kinetics with GraphPad Prism 8. Primer specificities were evaluated in silico using a blast 

homology search and assessed post-amplification by examination of the melting curve. RT-qPCR 

primers are listed in Table S3. 

8. Subcellular fractionation 

Cells were washed once with cold PBS, collected by trypsinization and centrifugation. The cell 

pellet was resuspended in PBS supplemented with 0.1% NP-40 and 1X cOmplete protease 

inhibitor (Roche), incubated for 5 min on ice and centrifuged at 10,000 g for 10 min at 4°C. The 

supernatant was removed and used as the cytoplasmic fraction. The nuclei were washed twice 

with the lysis buffer and resuspended in Laemmli buffer. Total lysate was prepared by directly 

lysing pelleted cells in Laemmli buffer. Total, cytoplasmic and nuclear fractions were 

ultrasonicated and boiled for 5 min at 100°C before western blotting.  

9. Transcriptome-wide mRNA decay, RNA-seq and analysis  

Biological replicates of shA673-1c cells before (-dox) and after (+dox) knockdown of EF were 

seeded in 6-well plates and treated with 5 µM ActD for 0, 1, 2 and 4h. Total RNA was harvested 

and RNA quality was assessed by electrophoresis (BioAnalyzer). Libraries were prepared with the 

Illumina TruSeq stranded mRNA sample preparation kit (includes an oligo(dT) selection step) and 

single-end sequencing was performed with the Illumina NextSeq 500 instrument by the GIGA-

Genomics facility (University of Liege). RNA-seq read quality was evaluated using FastQC. 

Sequence reads were aligned to the human genome hg19 (UCSC) using STAR [685]. Differential 

expression analysis was performed with DESeq2 [686] on read counts from STAR quant Mode. 

Genes were considered significantly up- or down-regulated if their base 2 logarithm fold change 

was >1 or <-1 and their adjusted p-value was <0.01. Differential stability analysis was performed 

on read counts from STAR quant Mode using R package bridger2 to compute mRNA HLs 

(https://CRAN.R-project.org/package=bridger2). Assuming first-order decay kinetics (see 

equation 1), mRNA HLs were calculated as the ratio between ln2 and the decay constant rate k 

(see equation 2).  

𝑀 =  𝑀0. 𝑒−𝑘.𝑡 (1) 

where M0 is the initial mRNA abundance, i.e., before decay starts.  

𝑡1/2 =  
𝑙𝑛2

𝑘
 (2) 

mRNAs with low expression levels (baseMean <100) were removed from this analysis. bridger2 

outputs were used to compute HL ratio between –dox and +dox conditions. mRNAs were 

considered significantly stabilized or destabilized if their absolute HL ratio was >0 and their p-

value <0.05 using two-sided Fischer’s t-test. mRNAs with high HL in the –dox condition (>24h) 

were removed from the output results. All volcano plots and heatmaps presented in this study 

were generated using GraphPad Prism 8. 

https://cran.r-project.org/package=bridger2
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10.  Luciferase reporter assays 

Luciferase MS2-tethering degradation assays were performed in HeLa cells. Briefly, cells were 

transfected with control MS2-CP or various MS2-CP-tagged constructs, together with a 

bidirectional reporter encoding a control Firefly luciferase (F-Luc) and a targeted Renilla luciferase 

(R-Luc) carrying or lacking 8 repeats of the binding sequence for the MS2 coating peptide in its 

3’UTR (R-Luc-8MS2 and R-Luc-0MS2, respectively) [627]. For each R-Luc construct, the net effect 

of an MS2-CP-tagged protein on the reporter stability over time was normalized to the first time 

point of the kinetic (i.e., not treated with ActD). Luciferase ARE-tethering assays were performed 

in shA673-1c cells previously treated or not with dox. Briefly, cells were transfected with control 

pCDNA3.1-mCherry empty vector or pCDNA3.1-mCherry-HuR vector, together with a 

bidirectional reporter encoding a control Firefly luciferase (F-Luc) and a targeted Renilla luciferase 

carrying or lacking 8 repeats of AU-rich elements (AREs) in its 3’UTR (R-Luc-8AU and R-Luc-0AU, 

respectively). For GGAA reporter assays, HeLa cells were transfected with pGL3-GGAA-Firefly 

vector and various FLAG-tagged constructs, together with pRL-SV40 vector (Promega) to 

normalize for differences in cells count and transfection efficacy. For measuring luciferase 

activities in ARE-tethering and GGAA reporter assays, cell lysis and luciferase measurements were 

performed in triplicate on a TriStar² S LB 942 luminometer (Berthold) with twinlite Firely and 

Renilla Luciferase Reporter Gene Assay System (Perkin Elmer). 

11.  SMN2-MS2 minigene assay 

SMN2-MS2 minigene assays were performed using HeLa cells co-transfected with either control 

empty vectors, or various FLAG- or MS2-CP-tagged constructs, together with SMN2-MS2 

minigene previously described in [119], [632]. After 48h following transfection, cells were washed 

twice with PBS and harvested on ice. A third of the sample was subsequently subjected to western 

blotting analysis. Total RNA was isolated and reverse-transcribed from the remaining sample 

amount as described earlier in this section. Next, RT-PCR amplifications were performed using 

forward and reverse primers of SMN2-MS2 minigene located within exons 6 and 8, respectively 

(see Table S3). Then, PCR products were resolved by electrophoresis on a 12% polyacrylamide gel 

at 180V for 1h. Gels were incubated with GelStarTM fluorescent stain (Lonza) 1:10 000 in a Tris-

Borate-EDTA buffer under gentle agitation for 25 min and washed twice with dH2O. Fluorescence 

was recorded using the Amarsham ImageQuant 800 (Cytiva) camera. Density analysis of the bands 

in the acquired images was performed using the ImageQuant TL software (v.7). Percentage 

spliced in (PSI) were computed based on the ratio between the densitometry values of the long 

isoform and all isoforms. 

12.  Protein complementation assay  

ORFs encoding full-length EF, domains and deletion mutants were cloned in destination vectors 

containing GLucN1 and GLucN2 fragments of the Gaussia princeps luciferase. HEK293T cells were 

seeded in 24-well plates and transfected with 500 ng of the appropriate constructs (GLucN1 + 
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GLucN2), respectively. After 24h, cells were washed with PBS and lysed in 200 µL using the Renilla 

Luciferase Kit (Promega) according to manufacturer’s instructions. 20 μL of lysates were then 

used to quantify luminescence in triplicate on a TriStar² S LB 942 luminometer (Berthold). The 

remaining volume of lysate was mixed with Laemmli buffer for SDS-PAGE analysis and western 

Blotting. 

13.  Immunofluorescence and confocal microscopy 

HeLa, shA673-1c and shSK-E17T cells were seeded on coverslips in 24-well plates. Cells were 

washed with warm PBS and fixed in warm PBS with 4% paraformaldehyde (PAF) for 15 min. Cells 

were then washed in PBS, permeabilized in PBS with 0.5% Triton X-100 for 10 min and incubated 

in blocking solution (PBS with 0.025% Tween- 20 and 10% FBS) for 1h. The coverslips were then 

incubated overnight with primary antibodies and Alexa-conjugated secondary antibody for 1h in 

blocking solution. Nuclei were counterstained with DAPI (Life Technologies, 1:10,000 in PBS) for 

10 min at room temperature in the dark and washed three times for 5 min each with PBS. The 

coverslips were mounted onto microscope slides with ProLongTM Diamond Antifade Mountant 

(Invitrogen). Images were obtained with a Zeiss HR LSM Airyscan 880 confocal microscope using 

a 40x or 63x oil immersion objective at GIGA-Imaging facility (University of Liege), visualized and 

analyzed with Fiji (ImageJ) software. PBs counting was performed on cells reconstituted in 3D 

with IMARIS v9.5.1 software. Surfaces were constructed from DCP1A and EDC4 labeling, 

considering fluorescence signals above a control threshold, and were filtered for a minimum 

volume of 0.01 µm³ or 0.1 µm³, respectively. PBs were counted with the appropriate IMARIS 

software function. Cell number was determined on the basis of the DAPI signal, and the mean 

number of PBs per cell was calculated as the ratio between the total number of PBs in a field and 

the total number of nuclei in the same field. All antibodies used in this study are listed in Table 

S1. 

14.  Number & Brightness (N&B) analysis 

U2OS cells were transiently transfected with JetPrime for the indicated N-EGFP-tagged or mGR-

N525-EGFP constructs, the latest being used as monomeric control. After 24h, images were taken 

using an LSM 780 laser scanning microscope (Carl Zeiss, Inc.) equipped with an environmental 

chamber. We used a 63× oil immersion objective (N.A. = 1.4). The excitation source was a 

multiline Ar laser tuned at 488 nm. Fluorescence was detected with a gallium arsenide phosphide 

(GaAsP) detector in photon-counting mode. N&B measurements were done as previously 

described [631]. Briefly, for each studied cell, a single-plane stack of 150 images (256 × 256 pixels) 

was taken in the conditions mentioned above, setting the pixel size to 80 nm and the pixel dwell 

time to 6.3 μs. In every case, we discarded the first 10 images of the sequence to reduce overall 

bleaching. The frame time under these conditions is 0.97s. Each stack was further analyzed using 

the N&B routine of the “GLOBALS for Images” program developed at the Laboratory for 

Fluorescence Dynamics (University of California, Irvine, CA). The experiments were independently 

repeated two to three times for each treatment/condition. 
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15.  Coimmunoprecipitation 

HEK293T cells coexpressing tagged interaction partners were lysed in IPLS (immunoprecipitation 

low salt; Tris-HCl, pH 7.5 50 mM, EDTA, pH 8, 0.5 mM, 0.5% NP-40, 10% glycerol, 120 mM NaCl) 

with 1x cOmplete Protease Inhibitor (Roche) and 1x Halt Phosphatase Inhibitors (Thermo Fisher 

Scientific). When necessary, cleared cell lysates were incubated at 37°C for 30 min with or without 

10 µg/ml RNase A (Thermo Fisher Scientific). Supernatants were then incubated with anti-FLAG 

M2 agarose beads (Sigma-Aldrich) for 2h at 4°C. Beads were washed once with IPLS, twice with 

IPMS (immunoprecipitation medium salt, IPLS with 500 mM NaCl) and once with IPLS. 

Immunoprecipitates were finally boiled in 2x SDS loading buffer and subsequently analyzed by 

SDS-PAGE and western blotting. For endogenous coimmunoprecipitations, shA673-1c cell lysates 

were prepared with a modified IPLS-HEPES buffer (50 mM HEPES-NaOH, pH 7.4, instead of Tris 

buffer), precleared with Protein A/G magnetic beads (Millipore) for 1h at 4°C, and incubated 

overnight with 1 µg of relevant antibody or normal rabbit (Cell Signaling) or mouse (Santa Cruz) 

IgG. Then, samples were incubated with Protein A/G magnetic beads (Millipore) for 1h at 4°C. 

Beads were washed four times with IPLS-HEPES buffer. Immunoprecipitates were finally boiled in 

2x SDS loading buffer and analyzed by SDS–PAGE and western blotting. All antibodies used in this 

study are listed in Table S1. 

16.  RNA-immunoprecipitation-qPCR analysis 

Dynabeads Protein G magnetic beads (Invitrogen) were incubated with anti-FLI1 antibody 

(ab15289, Abcam), anti-HuR antibody (sc-5261, Santa Cruz), normal rabbit (Cell Signaling) or 

mouse IgG (Santa Cruz) at 4°C overnight with rotation. Cells were not subjected to crosslinking 

prior harvesting. Cells were washed twice with ice cold PBS and pelleted by centrifugation (4°C, 5 

min, 1500 rpm). Cells were resuspended in 1 ml RIPA (50 mM Tris HCl, pH 8.0, 150 mM NaCl, 1.0% 

IGEPAL CA-630, 0.5% sodium deoxycholate, 0.1% SDS) with 1x cOmplete Protease Inhibitor 

(Roche) and lysed for 30 min at 4°C with rotation. Cell lysates were then sonicated on ice with a 

pulser mode (3x 30s with 30s break each) and cleared by centrifugation for 10 min at 4°C and at 

10,000 x g. An aliquot was used for RNA input and was treated with proteinase K before RNA 

extraction. Proteins were quantified with Pierce BCA protein assay kit (Thermo Fisher Scientific). 

For immunoprecipitation, 400 µg of protein were incubated with antibody-loaded Dynabeads 

overnight at 4°C with rotation. Supernatant was removed and beads were washed 5 times with 1 

ml RIPA buffer. RNA-protein complexes were then eluted by incubation with 100 µL of elution 

buffer (Tris–HCl pH 8 100 mM; Na2-EDTA 10 mM; 1% SDS in H2O) for 3 min at 90°C. Proteins were 

digested with Proteinase K treatment and RNA from inputs or beads was extracted with TRIzol 

Reagent (Thermo Fisher Scientific) for RT-qPCR analysis. cDNA was diluted 10-fold. RIP 

enrichment was calculated as a percentage of input, unless otherwise clearly stated. The GAPDH, 

NDUFA12 and RPL32 mRNAs were used as controls. All primers used for RIP experiments are listed 

in Table S3. 
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17.  RNA-binding motif enrichment analysis 

3’UTR sequences of stabilized genes identified in the transcriptome-wide mRNA decay analysis 

were retrieved using biomaRt R package (10.18129/B9.bioc.biomaRt). The FASTA files generated 

were then interrogated for known RNA-binding motifs from the literature [645] using the AME 

software from MEME suite 5.0.2 with default settings [687]. Motifs with an adjusted p-value <0.05 

were considered significant. Control sequences consisted of the 3’UTR region of genes with 

unchanged HL ratio before and after knockdown of EF. Alternatively, the built-in control provided 

by the MEME suite was also used.    

18.  Investigation of intrinsic disorder properties 

Eight algorithms were used with default settings: IUPRED2 [688], VL3 [689], RONN [690], SPOT-

Disorder [691], AUCPred [692], ESpritz [693], Metadisorder [694], and POODLE [695]. Results are 

shown as mean disorder scores from these algorithms.  

19.  Resazurin viability assay 

Cells were seeded in triplicate at a density of 5,000-20,000 cells per well of a 96-well plate 

(Greiner). After 24h, cells were treated with varying doses of DHTS or CMDL-2 inhibitors (1% 

DMSO as control). After 24h, the medium was replaced by medium with 0.1% resazurin (Stemcell 

Technologies) and incubated at 37°C for 2-4h. Then, the medium was transferred to a reading 

plate (Corning, Costar black clear bottom). Finally, fluorescence was recorded at the excitation 

and emission wavelengths of 535/595 nm with a FiterMax F5 microplate reader (Molecular 

Devices). Measurements were normalized to control DMSO and the smallest dose, and IC50 were 

calculated based on a three-parameter log-logistic regression for 3 independent experiments. 

20.  Proliferation assay 

Cells were seeded at a density of 5,000 cells per well in triplicate of a 96-well plate (Greiner). Cell 

growth was monitored and analyzed by time-lapse microscopy (IncuCyte S3, Essen Bioscience, 

Sartorius, 4x objective lens) every 2h for 72h.  

21.  Soft-agar colony formation assay 

shA673-1c cells were resuspended in 0.3% of top agar and seeded in duplicate at a density of 

8,000 cells per well of a 12-well plate with 0.6% bottom agar. The plate was left to solidify at room 

temperature for 30 min. If needed, cells were then treated with varying doses of DHTS and CMLD-

2 inhibitors (1% DMSO as control). Plates were incubated in a cell culture incubator (37°C, 5% 

CO2) for 3 weeks. Colonies were stained with crystal violet (0.1% crystal violet, 20% methanol, in 

dH2O) for 30 min, washed four times with dH2O, imaged with a Nikon D3200 and finally counted 

with ImageJ. 
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22.  Wound healing migration assay 

shA673-1c cells were seeded at a density of 20,000 cells per well in triplicate of a 96-well plate 

(Greiner). At cell confluence, scratch wounds were produced using a WoundMaker device (Essen 

Bioscience). Then, cell migration into the wound was monitored and analyzed by time-lapse 

microscopy (IncuCyte S3, Essen Bioscience, Sartorius, wound mode, 10x objective lens) every 2h 

for 24h. 

23.  Spheroid growth assay 

Spheroids were formed in 96-well plates (Greiner, flat bottoms) previously coated with 1% agar 

prepared in dH2O and sterilized by autoclaving. shA673-1c cells were seeded at a density of 5,000 

cells per well in triplicate in DMEM supplemented with 2% FBS. If needed, cells were treated with 

varying doses of DHTS or CMLD-2 inhibitors (1% DMSO as control) with or without SYTOX Green 

(Thermo Fisher Scientific) directly after seeding or once spheroids were formed. Spheroid growth 

was monitored and analyzed by time-lapse microscopy (IncuCyte SX5, Essen Bioscience, Sartorius, 

spheroid mode, 4x objective lens) every 2h for 96h. 

24.  Statistics 

Unless otherwise indicated, data are presented as mean ± SD, calculated for at least three 

independent experiments. Statistical tests were performed with GraphPad Prism 8 and are 

indicated in each figure legends. Significance in the overlap was determined with Fisher’s Exact t-

test using GeneOverlap R package. p-value thresholds are depicted as follows: *p <0.05; **p 

<0.01; ***p <0.001; ****p< 0.0001; ns, not significant.  
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Table S1. Main reagents or resources used in this work with their source and identifier. NA = not 
available/applicable. 

Reagent or resource Source Identifier 

Antibodies 

Rabbit monoclonal anti-FLI1 Abcam Cat#ab15289 

Rabbit monoclonal anti-FLI1 Abcam Cat#ab133485 

Mouse monoclonal anti-
DCP1A 

Santa Cruz sc-100706 

Rabbit anti-EDC4 Cell Signaling #2548 

Rabbit monoclonal anti-
CNOT2  

Cell Signaling #34214 

Rabbit polyclonal anti-
CNOT6L 

Sigma-Aldrich HPA042688 

Rabbit polyclonal anti-CNOT8 Thermo Fisher Scientific PA5-13451 

Mouse monoclonal anti-HuR Santa Cruz sc-5261 

Mouse monoclonal anti-
GAPDH 

Santa Cruz sc-166545 

Mouse monoclonal anti-
HSP90 

Santa Cruz sc-13119 

Mouse monoclonal anti-β-
tubulin 

Santa Cruz sc-5274 

Goat polyclonal anti-lamin B1 Santa Cruz sc-6217 

Mouse monoclonal anti-FLAG Sigma-Aldrich F3165 

Mouse monoclonal anti-MYC Santa Cruz sc-40 

Rat monoclonal anti-HA Roche ROAHAHA 

Rabbit polyclonal anti-
mCherry 

Abcam ab167453 

Rabbit anti-Gaussian BioLabs E8023S 

Mouse monoclonal anti-PERK Santa Cruz sc-377400 

Mouse monoclonal anti-P-
PERK 

Santa Cruz sc-7383 

Rabbit polyclonal anti-IRE1 Abcam ab37073 
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Reagent or resource Source Identifier 

Rabbit polyclonal anti-EIF2α Santa Cruz sc-11386 

Rabbit polyclonal anti-P-
EIF2A 

Cell Signaling #9721 

Normal mouse IgG Santa Cruz sc-2025 

Normal rabbit IgG Cell Signaling #2729 

Chemicals 

Doxycycline Sigma-Aldrich D3072 

Actinomycin D Enzo Life Sciences BML-GR300-0005 

Blasticidin InvivoGen ant-bl-1 

Zeocyn InvivoGen ant-zn-1 

Puromycin  InvivoGen ant-pr-1 

Spectinomycin Sigma-Aldrich S4014 

Ampicillin Sigma-Aldrich A0166 

Chloramphenicol Sigma-Aldrich C0378 

DMSO Carl Roth A994.1 

Dihydrotanshinone-I Sigma-Aldrich D0947 

CMLD-2 MedChemExpress HY-124828 

Polyethyleneimine (PEI) Sigma-Aldrich NA 

RNAseA Thermo Fisher Scientific  Cat#EN0531 

JetPrime Polyplus 101000027 

FastDigest XhoI (10 U/µL) Thermo Fisher Scientific FD0694 

SacI (10 U/µL) Thermo Fisher Scientific ER1132 

FastDigest PvuII Thermo Fisher Scientific FD0634 

T4 DNA ligase Thermo Fisher Scientific EL0011 
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Reagent or resource Source Identifier 

Resazurin Stemcell Technologies 75005 

cOmplete Protease Inhibitors Roche CO-RO 

Halt Phosphatase Inhibitors Thermo Fisher Scientific 78446 

Anti-FLAG M2 agarose beads Millipore A2220 

Pierce Protein A/G Magnetic 
beads 

Thermo Fisher Scientific 11844554 

Takyon™ No ROX SYBR 2X 
MasterMix blue dTTP 

Eurogentec UF-NSMT-B0701 

Critical commercial assays 

TruSeq Stranded mRNA 
Sample Preparation 

Illumina 20020595 

twinlite Firely and Renilla 
Luciferase Reporter Gene 
Assay System 

Perkin Elmer 6066709 

NucleoSpin Plasmid EasyPure Macherey-Nagel 740727.50 

Nucleospin RNA kit Macherey-Nagel 740955.50 

Experimental model: cell lines and primary cells 

Human: HeLa ATCC CCL-2 

Human: HEK293T ATCC CRL-3216 

Human: U2OS ATCC HTB-96 

Human: MDA-MD-231 ATCC HTB-26 

Human: MCF7 ATCC HTB-22 

Human: HUVEC Lonza C2519A 

Human: shA673-1c Dr. Olivier Delattre NA 

Human: shSK-E17T Dr. Olivier Delattre NA 

Human: TC71 DSMZ ACC 516 

Human: MSCs Dr. Yves Beguin NA 
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Reagent or resource Source Identifier 

Oligonucleotides 

See Table S2 for cloning and sequencing primers 

See Table S3 for PCR, RT-qPCR, and RIP-qPCR primers 

Plasmids 

Human ORFeome v7.1 and 
v8.1 

The Center for Cancer 
Systems Biology (CCSB-
DFCI) 

http://horfdb.dfci.harvard.edu/  

pDONR223 [120] NA 

pDEST1899 [120] NA 

pN-MS2-CP [120] NA 

R-Luc-8MS2 [120] NA 

R-Luc-0MS2 [120] NA 

SMN2-MS2 minigene [119], [632] NA 

pDEST475 [118] NA 

pCS3MTdest [118] NA 

pGLucN1  [630] NA 

pGLucN2 [630] NA 

pDEST-N-EGFP Addgene 122842 

pLENTI-DEST This work NA 

pGL3-promoter Addgene NA 

pGL3-promoter 12xGGAA This work NA 

pCDNA3.1-mCherry empty 
vector 

Dr. Véronique Kruys NA 

pCDNA3.1-mCherry HuR and 
deletion mutants 

Dr. Véronique Kruys NA 

R-Luc-8AU Dr. Véronique Kruys NA 

http://horfdb.dfci.harvard.edu/
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Reagent or resource Source Identifier 

R-Luc-0AU Dr. Véronique Kruys NA 

Software, algorithms and web database 

BioRender BioRender https://biorender.com/   

SnapGene Viewer 5.2.3 SnapGene software https://www.snapgene.com/  

GraphPad Prism 8/9 GraphPad Prism 
https://www.graphpad.com/scientific-
software/prism/  

ImageJ/Fidji [696] https://imagej.nih.gov/ij/  

STAR [653] NA 

DESeq2 [686] 10.18129/B9.bioc.DESeq2  

bridger2 CRAN 
https://CRAN.R-
project.org/package=bridger2  

biomaRt Bioconductor 10.18129/B9.bioc.biomaRt 

GeneOverlap Bioconductor 10.18129/B9.bioc.GeneOverlap 

DAVID [697] https://david.ncifcrf.gov/home.jsp  

PANTHER [698] http://geneontology.org/  

AME [687] https://meme-suite.org/meme/  

DepMap [669] https://depmap.org/portal/   

IUPRED2 [688] https://iupred2a.elte.hu/  

VL3 [689]  

RONN [690] https://www.strubi.ox.ac.uk/RONN  

SPOT-DISORDER [691] 
http://sparks-lab.org/server/spot-
disorder/  

AUCPred [692]  

ESpritz [693] http://old.protein.bio.unipd.it/espritz/  

Metadisorder [694] http://iimcb.genesilico.pl/metadisorder/  

POODLE [695] http://mbs.cbrc.jp/poodle/poodle-l.html  

https://biorender.com/
https://www.snapgene.com/
https://www.graphpad.com/scientific-software/prism/
https://www.graphpad.com/scientific-software/prism/
https://imagej.nih.gov/ij/
https://cran.r-project.org/package=bridger2
https://cran.r-project.org/package=bridger2
https://david.ncifcrf.gov/home.jsp
http://geneontology.org/
https://meme-suite.org/meme/
https://depmap.org/portal/
https://iupred2a.elte.hu/
https://www.strubi.ox.ac.uk/RONN
http://sparks-lab.org/server/spot-disorder/
http://sparks-lab.org/server/spot-disorder/
http://old.protein.bio.unipd.it/espritz/
http://iimcb.genesilico.pl/metadisorder/
http://mbs.cbrc.jp/poodle/poodle-l.html
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Reagent or resource Source Identifier 

RNP Granule Database [377] 
http://rnagranuledb.lunenfeld.ca/RNA/ 
update_notice.php 

AlphaFold2 [676], [677] https://alphafold.com/ 

 

Table S2. Cloning and sequencing primers used in this work. 

Target Directionality Sequence 

Cloning 

EWSR1 1-264 
Forward 

GGGGACAACTTTGTACAAAAAAGTTGGCATGGCGTCCA
CGGATTACAG 

Reverse 
GGGGACAACTTTGTACAAGAAAGTTGACTGCTGCCCGT
AGCTGCTGC 

EWSR1 1-63 
Forward 

GGGGACAACTTTGTACAAAAAAGTTGGCATGGCGTCCA
CGGATTACAG 

Reverse 
GGGGACAACTTTGTACAAGAAAGTTGAGGTCTGCCCAT
AGGTTGC 

EWSR1 64-264 
Forward 

GGGGACAACTTTGTACAAAAAAGTTGGCATGGCCTATG
CAACTTCTTATGG 

Reverse 
GGGGACAACTTTGTACAAGAAAGTTGACTGCTGCCCGT
AGCTGCTGC 

EWSR1 114-264 
Forward 

GGGGACAACTTTGTACAAAAAAGTTGGCATGCAGTCTG
CATATGGCACTCAGC 

Reverse 
GGGGACAACTTTGTACAAGAAAGTTGACTGCTGCCCGT
AGCTGCTGC 

EWSR1 164-264 
Forward 

GGGGACAACTTTGTACAAAAAAGTTGGCATGTATGGAC
AGAGTAACTACAG 

Reverse 
GGGGACAACTTTGTACAAGAAAGTTGACTGCTGCCCGT
AGCTGCTGC 

EWSR1 214-264 
Forward 

GGGGACAACTTTGTACAAAAAAGTTGGCATGGGGCAA
CCGAGCAGCTATGG 

Reverse 
GGGGACAACTTTGTACAAGAAAGTTGACTGCTGCCCGT
AGCTGCTGC 

Insert for cloning 
into pN-MS2 (from 
pDEST1899) 

Forward 
GCCCTCGAGGACTACAAAGACCATGACGGTGATTATAA
A 

Reverse 
GCGCTCGAGCGCTCTAGATCACACCACTTTGTACAAGA
A 

To build pLENTI-
DEST (from 
pDEST1899) 

Forward CGGCTCGAGGCCACCATGGACTACAAAGACCATGACG 

Reverse 
GGCCTCGAGCTATACCACTTTGTACAAGAAAGCTGAAC
G 

Sequencing 

http://rnagranuledb.lunenfeld.ca/RNA/
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Target Directionality Sequence 

pDONR223 
Forward TCCCAGTCACGACGTTGTAA 

Reverse GTAATACGACTCACTATAGG 

pDEST1899 
Forward GACGGTGATTATAAAGATCATGACATCG 

Reverse GGAGTGGCAACTTCCAGGG 

pN-MS2 
Forward CTAAAGTGGCAACCCAGACTGTTGG 

Reverse GGAGGGGCAAACAACAGATGGC 

pDEST475 
Forward CCGTATGATGTTCCTGATTATGCTAGC 

Reverse GGAGTGGCAACTTCCAGGG 

pGLucN1/2 
Forward CAGCTCTTAAGGCTAGAGTAC 

Reverse CACTGCATTCTAGTTGTGGTTTGTCC 

pDEST-N-EGFP 
Forward CATGGTCCTGCTGGAGTTCGTG 

Reverse GCAACTAGAAGGCACAGTCGAGG 

pLENTI-DEST 
Forward GACGGTGATTATAAAGATCATGACATCG 

Reverse CTTCGGCCAGTAACGTTAGG 
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Table S3. PCR, RT-qPCR, and RIP-qPCR primers used in this work. 

Target gene Directionality Sequence 

PCR 

XBP1 u/s 
Forward CCTTGTAGTTGAGAACCAGG 

Reverse GGGGCTTGGTATATATGTGG 

RT-qPCR 

STC2 
Forward ATGCTACCTCAAGCACGACC 

Reverse TCTGCTCACACTGAACCTGC 

DNAJB9 
Forward CTGTATGCTGATTGGTAGAGTCAA 

Reverse AGTAGACAAAGGCATCATTTCCAA 

ATP8B2 
Forward GGGCTCTTCGACATGTTTC 

Reverse GCCAACCCGCCGCATGCAGCG 

FZD1 
Forward CCAAGAGAGGAGCCGAGA 

Reverse CGGCACAAAGTTCCCAG 

RIOK1 
Forward GGCTAAACACAGCAGAGATACC 

Reverse AACTCCCGAGCCTTGGATTCT 

ATG5 
Forward GAGATGTGTGGTTTGGACGA 

Reverse ATTTCAGGGGTGTGCCTTCA 

AURKB 
Forward ATCAGCTGCGCAGAGAGATCGAAA 

Reverse CTGCTCGTCAAATGTGCAGCTCTT 

EIF4E 
Forward ACAAGTCAGTCTGAAACCATCGAAC 

Reverse CTTCATCCTCTTCGGCCACTCCTCC 

CCNK 
Forward CAACGGTGGATGAGTGGTC 

Reverse AGTTCTCCCCGACAGGTTAAG 
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Target gene Directionality Sequence 

ZEB2 
Forward TCTCGCCCGAGTGAAGCCTT 

Reverse GGGAGAATTGCTTGATGGAGC 

GAPDH 
Forward TTGCCATCAATGACCCCTTCA 

Reverse CGCCCCACTTGATTTTGGA 

NDUFA12 
Forward ATGGCATCGTTGGCTTCAC 

Reverse GCCAGTCACGTTGAATTTATGG 

RPL32 
Forward CATCTCCTTCTCGGCATCA 

Reverse AACCCTGTTGTCAATGCCTC 

R-Luc 
Forward TCTTTTTCGCAACGGGTTT 

Reverse GCCCAGTTTCTATTGGTCTCC 

SMN2 
Forward TAATACGACTCACTATAGG 

Reverse TAACGCTTCACATTCCAGATCTGTC 

EF 
Forward AGTTACCCACCCCAAACTGG 

Reverse CCAAGGGGAGGACTTTTGTT 

HuR 
Forward AGGTGATCAAAGACGCCAAC 

Reverse CTGGGGGTTTATGACCATTG 

RIP-qPCR 

STC2 
Forward CCAAGCAAAAGGCTTCACGG 

Reverse TCACGTGGTGCCAATTCTGA 

DNAJB9 
Forward GTGACTTGCGTTGCAGAGTG 

Reverse TCCTTTCTCAACCTTTCAGTAGCA 

ATP8B2 
Forward GGGACCCACAGGGAGACTAT 

Reverse GCTTCCCGGCATGGTACATT 
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Target gene Directionality Sequence 

FZD1 
Forward TCAGCAGCACATTCTGAGGG 

Reverse ATTTCAGGCGCTATCTCCCC 

RIOK1 
Forward TCCTCAGTTCCTTTTCTCGCC 

Reverse CTTCACAGACAGTGCCACGA 

ATG5 
Forward GTTTTGGGCCATCAATCGGAA 

Reverse TCTCCTAGTGTGTGCAACTGT 

AURKB 
Forward CGGGTGCGTGTGTTTGTATG 

Reverse ACAAAGGAGGAGGTAGAAAACAG 

EIF4E 
Forward TGTGGCGCTGTTGTTAATGT 

Reverse ATTGCTTGACGCAGTCTCCT 

CCNK 
Forward TGAAGTGGGTAAGCAGCAGG 

Reverse AGGTGTGAGGACCACTCTGA 

ZEB2 
Forward CTGAACACCCCTGCCCATTT  

Reverse TCAGGCCTAAGCTTACAGTGTC 

GAPDH 
Forward TTGCCATCAATGACCCCTTCA 

Reverse CGCCCCACTTGATTTTGGA 
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SECTION IX    PUBLICATIONS 

Sorting and packaging of RNA into extracellular vesicles shape intracellular transcript levels 

(BMC Biology, 2022) 

Tina O’Grady, Makon‑Sébastien Njock, Michelle Lion, Jonathan Bruyr, Emeline Mariavelle, 

Bartimée Galvan, Amandine Boeckx, Ingrid Struman and Franck Dequiedt 

Background: Extracellular vesicles (EVs) are released by nearly every cell type and have attracted 

much attention for their ability to transfer protein and diverse RNA species from donor to 

recipient cells. Much attention has been given so far to the features of EV short RNAs such as 

miRNAs. However, while the presence of mRNA and long noncoding RNA (lncRNA) transcripts in 

EVs has also been reported by multiple different groups, the properties and function of these 

longer transcripts have been less thoroughly explored than EV miRNA. Additionally, the impact of 

EV export on the transcriptome of exporting cells has remained almost completely unexamined. 

Here, we globally investigate mRNA and lncRNA transcripts in endothelial EVs in multiple different 

conditions.  

Results: In basal conditions, long RNA transcripts enriched in EVs have longer than average 

half‑lives and distinctive stability‑related sequence and structure characteristics including shorter 

transcript length, higher exon density, and fewer 3ʹ UTR A/U‑rich elements. EV‑enriched long RNA 

transcripts are also enriched in HNRNPA2B1 binding motifs and are impacted by HNRNPA2B1 

depletion, implicating this RNA‑binding protein in the sorting of long RNA to EVs. After 

signaling‑dependent modification of the cellular transcriptome, we observed that, unexpectedly, 

the rate of EV enrichment relative to cells was altered for many mRNA and lncRNA transcripts. 

This change in EV enrichment was negatively correlated with intracellular abundance, with 

transcripts whose export to EVs increased showing decreased abundance in cells and vice versa. 

Correspondingly, after treatment with inhibitors of EV secretion, levels of mRNA and lncRNA 

transcripts that are normally highly exported to EVs increased in cells, indicating a measurable 

impact of EV export on the long RNA transcriptome of the exporting cells. Compounds with 

different mechanisms of inhibition of EV secretion affected the cellular transcriptome differently, 

suggesting the existence of multiple EV subtypes with different long RNA profiles.  

Conclusions: We present evidence for an impact of EV physiology on the characteristics of 

EV‑producing cell transcriptomes. Our work suggests a new paradigm in which the sorting and 

packaging of transcripts into EVs participate, together with transcription and RNA decay, in 

controlling RNA homeostasis and shape the cellular long RNA abundance profile. 
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The HTLV-1 viral oncoproteins Tax and HBZ reprogram the cellular mRNA splicing landscape 

(PLOS PATHOGENS, 2021) 

Charlotte Vandermeulen, Tina O’Grady, Jerome Wayet, Bartimée Galvan, Sibusiso Maseko, Majid 

Cherkaoui, Alice Desbuleux, Georges Coppin, Julien Olivet, Lamya Ben Ameur, Keisuke Kataoka, 

Seishi Ogawa, Olivier Hermine, Ambroise Marcais, Marc Thiry, Franck Mortreux, Michael A. 

Calderwood, Johan Van Weyenbergh, Jean-Marie Peloponese,Benoit Charloteaux, Anne Van den 

Broeke, David E. Hill, Marc Vidal, Franck Dequiedt, Jean-Claude Twizere 

Viral infections are known to hijack the transcription and translation of the host cell. However, 

the extent to which viral proteins coordinate these perturbations remains unclear. Here we used 

a model system, the human T-cell leukemia virus type 1 (HTLV-1), and systematically analyzed the 

transcriptome and interactome of key effectors oncoviral proteins Tax and HBZ. We showed that 

Tax and HBZ target distinct but also common transcription factors. Unexpectedly, we also 

uncovered a large set of interactions with RNA-binding proteins, including the U2 auxiliary factor 

large subunit (U2AF2), a key cellular regulator of pre-mRNA splicing. We discovered that Tax and 

HBZ perturb the splicing landscape by altering cassette exons in opposing manners, with Tax 

inducing exon inclusion while HBZ induces exon exclusion. Among Tax- and HBZ-dependent 

splicing changes, we identify events that are also altered in Adult T cell leukemia/lymphoma 

(ATLL) samples from two independent patient cohorts, and in well-known cancer census genes. 

Our interactome mapping approach, applicable to other viral oncogenes, has identified 

spliceosome perturbation as a novel mechanism coordinated by Tax and HBZ to reprogram the 

transcriptome. 
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ERG transcription factors have a splicing regulatory function involving RBFOX2 that is altered in 

the EWS-FLI1 oncogenic fusion (Nucleic Acids Research, 2021) 

Olivier Saulnier, Katia Guedri-Idjouadiene, Marie-Ming Aynaud, Alina Chakraborty, Jonathan 

Bruyr, Joséphine Pineau, Tina O’Grady, Olivier Mirabeau, Sandrine Grossetête, Bartimée Galvan, 

Margaux Claes, Zahra Al Oula Hassoun, Benjamin Sadacca, Karine Laud, Sakina Zaïdi, Didier 

Surdez, Sylvain Baulande, Xavier Rambout, Franck Tirode, Martin Dutertre, Olivier Delattre, and 

Franck Dequiedt 

ERG family proteins (ERG, FLI1 and FEV) are a subfamily of ETS transcription factors with key roles 

in physiology and development. In Ewing sarcoma, the oncogenic fusion protein EWS-FLI1 

regulates both transcription and alternative splicing of pre-messenger RNAs. However, whether 

wild-type ERG family proteins might regulate splicing is unknown. Here, we show that wild-type 

ERG proteins associate with spliceosomal components, are found on nascent RNAs, and induce 

alternative splicing when recruited onto a reporter minigene. Transcriptomic analysis revealed 

that ERG and FLI1 regulate large numbers of alternative spliced exons (ASEs) enriched with 

RBFOX2 motifs and co-regulated by this splicing factor. ERG and FLI1 are associated with RBFOX2 

via their conserved carboxy-terminal domain, which is present in EWS-FLI1. Accordingly, EWS-

FLI1 is also associated with RBFOX2 and regulates ASEs enriched in RBFOX2 motifs. However, in 

contrast to wild-type ERG and FLI1, EWS-FLI1 often antagonizes RBFOX2 effects on exon inclusion. 

In particular, EWS-FLI1 reduces RBFOX2 binding to the ADD3 pre-mRNA, thus increasing its long 

isoform, which represses the mesenchymal phenotype of Ewing sarcoma cells. Our findings reveal 

a RBFOX2-mediated splicing regulatory function of wild-type ERG family proteins, that is altered 

in EWS-FLI1 and contributes to the Ewing sarcoma cell phenotype. 
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SECTION X    APPENDIX 

1. Annotated protein sequence of EF 7/6 (also known as type I splicing variant) 

MASTDYSTYSQAAAQQGYSAYTAQPTQGYAQTTQAYGQQSYGTYGQPTDVSYTQAQTTATYGQTAYATSYG

QPPTGYTTPTAPQAYSQPVQGYGTGAYDTTTATVTTTQASYAAQSAYGTQPAYPAYGQQPAATAPTRPQDG

NKPTETSQPQSSTGGYNQPSLGYGQSNYSYPQVPGSYPMQPVTAPPSYPPTSYSSTQPTSYDQSSYSQQNT

YGQPSSYGQQSSYGQQSSYGQQPPTSYPPQTGSYSQAPSQYSQQSSSYGQQ 

NPSYDSVRRGAWGNNMNSGLNKSPPLGGAQTISKNTEQRPQPDPYQILGPTSSRLANPGSGQIQLWQFLLE

LLSDSANASCITWEGTNGEFKMTDPDEVARRWGERKSKPNMNYDKLSRALRYYYDKNIMTKVHGKRYAYKF

DFHGIAQALQPHPTESSMYKYPSDISYMPSYHAHQQKVNFVPPHPSSMPVTSSSFFGAASQYWTSPTGGIY

PNPNVPRHPNTHVPSHLGSYY 

EWSR1-derived region (aa 1-264) 

FLI1-derived region (aa 265-498) 

ETS DNA-binding domain (aa 326-409) 

Removed in EF∆ETS (aa 326-390) 

CTAD (aa 410-498) 

Removed in EF∆CTAD 

2. Annotated protein sequence of EWSR1 LC NTD  

MASTDYSTYSQAAAQQGYSAYTAQPTQGYAQTTQAYGQQSYGTYGQPTDVSYTQAQTTATYGQTAYATSY

GQPPTGYTTPTAPQAYSQPVQGYGTGAYDTTTATVTTTQASYAAQSAYGTQPAYPAYGQQPAATAPTRPQ

DGNKPTETSQPQSSTGGYNQPSLGYGQSNYSYPQVPGSYPMQPVTAPPSYPPTSYSSTQPTSYDQSSYSQ

QNTYGQPSSYGQQSSYGQQSSYGQQPPTSYPPQTGSYSQAPSQYSQQSSSYGQQSSFRQDHPSSMGVYGQ

ESGGFSG 

Degenerate hexapeptide repeats (DHRs) 

Conserved tyrosines within DHRs (n = 30) 

Tyrosines outside DHRs (n = 7) 

Glutamine 

Spacers 

Black horizontal line indicates FET motif (aa 39-64). 

Arrow indicates breakpoint relative to EF 7/6 (at aa = 264).  
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3. Annotated protein sequence of CNOT2 

MVRTDGHTLSEKRNYQVTNSMFGASRKKFVEGVDSDYHDENMYYSQSSMFPHRSEKDMLASPSTSGQLSQF

GASLYGQQSALGLPMRGMSNNTPQLNRSLSQGTQLPSHVTPTTGVPTMSLHTPPSPSRGILPMNPRNMMNH

SQVGQGIGIPSRTNSMSSSGLGSPNRSSPSIICMPKQQPSRQPFTVNSMSGFGMNRNQAFGMNNSLSSNIF

NGTDGSENVTGLDLSDFPALADRNRREGSGNPTPLINPLAGRAPYVGMVTKPANEQSQDFSIHNEDFPALP

GSSYKDPTSSNDDSKSNLNTSGKTTSSTDGPKFPGDKSSTTQNNNQQKKGIQVLPDGRVTNIPQGMVTDQF

GMIGLLTFIRAAETDPGMVHLALGSDLTTLGLNLNSPENLYPKFASPWASSPCRPQDIDFHVPSEYLTNIH

IRDKLAAIKLGRYGEDLLFYLYYMNGGDVLQLLAAVELFNRDWRYHKEERVWITRAPGMEPTMKTNTYERG

TYYFFDCLNWRKVAKEFHLEYDKLEERPHLPSTFNYNPAQQAF 

NAR domain (aa 351-409) 

Helix (aa 357-369) 

Transactivation domain (aa 359-367) 

 

Figure 126. Schematic, domain structure of the CNOT2 subunit of the CCR4-NOT complex. T = 
transactivation domain. Created with BioRender.com. 

4. Annotated protein sequence of HuR 

MSNGYEDHMAEDCRGDIGRTNLIVNYLPQNMTQDELRSLFSSIGEVESAKLIRDKVAGHSLGYGFVNYVTA

KDAERAINTLNGLRLQSKTIKVSYARPSSEVIKDANLYISGLPRTMTQKDVEDMFSRFGRIINSRVLVDQT

TGLSRGVAFIRFDKRSEAEEAITSFNGHKPPGSSEPITVKFAANPNQNKNVALLSQLYHSPARRFGGPVHH

QAQRFRFSPMGVDHMSGLSGVNVPGNASSGWCIFIYNLGQDADEGILWQMFGPFGAVTNVKVIRDFNTNKC

KGFGFVTMTNYEEAAMAIASLNGYRLGDKILQVSFKTNKSHK 

RRM3 (aa 244-326) 
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5. Decaysome gene list 

Table S4. Manually literature-curated gene list of decay factors (decaysome). Gene symbol, NCBI Gene 
ID and full name are provided for each decay factor.  

Gene symbol NCBI Gene ID Full name 

APPBP2 10513 amyloid beta precursor protein binding protein 2 

BRF1 2972 butyrate response factor 1 

BRF2 55290 butyrate response factor 2 

C1D 10438 C1D nuclear receptor corepressor 

CELF1 10658 CUGBP Elav-like family member 1 

CNOT1 23019 CCR4-NOT transcription complex subunit 1 

CNOT2 4848 CCR4-NOT transcription complex subunit 2 

CNOT3 4849 CCR4-NOT transcription complex subunit 3 

CNOT6 57472 CCR4-NOT transcription complex subunit 6 

CNOT6L 246175 CCR4-NOT transcription complex subunit 6L 

CNOT7 29883 CCR4-NOT transcription complex subunit 7 

CNOT8 9337 CCR4-NOT transcription complex subunit 8 

CNOT9 9125 CCR4-NOT transcription complex subunit 9 

CNOT10 25904 CCR4-NOT transcription complex subunit 10 

CNOT11 55571 CCR4-NOT transcription complex subunit 11 

DCP1A 55802 decapping mRNA 1A 

DCP1B 196513 decapping mRNA 1B 

DCP2 167227 decapping mRNA 2 

DIS3 22894 
DIS3 homolog, exosome endoribonuclease and 3'-5' 
exoribonuclease 

DIS3L 115752 DIS3 like exosome 3'-5' exoribonuclease 
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Gene symbol NCBI Gene ID Full name 

EXOSC1 51013 exosome component 1 

EXOSC2 23404 exosome component 2 

EXOSC3 51010 exosome component 3 

EXOSC4 54512 exosome component 4 

EXOSC5 56915 exosome component 5 

EXOSC6 118460 exosome component 6 

EXOSC7 23016 exosome component 7 

EXOSC8 11340 exosome component 8 

EXOSC9 5393 exosome component 9 

hNRNPD 3184 heterogeneous nuclear ribonucleoprotein D 

IRE1 2081 inositol-requiring enzyme 1 

KHSRP 8570 KH-type splicing regulatory protein 

LSM1 27257 LSM1 homolog, mRNA degradation associated 

LSM2 57819 
LSM2 homolog, U6 small nuclear RNA and mRNA degradation 
associated 

LSM3 27258 
LSM3 homolog, U6 small nuclear RNA and mRNA degradation 
associated 

LSM4 25804 
LSM4 homolog, U6 small nuclear RNA and mRNA degradation 
associated 

LSM5 23658 
LSM5 homolog, U6 small nuclear RNA and mRNA degradation 
associated 

LSM6 11157 
LSM6 homolog, U6 small nuclear RNA and mRNA degradation 
associated 

LSM7 51690 
LSM7 homolog, U6 small nuclear RNA and mRNA degradation 
associated 

MPP6 51678 MAGUK p55 subfamily member 6 

NUDT16 131870 nudix hydrolase 16 

PAN2 9924 poly(A) specific ribonuclease subunit PAN2 

PAN3 255967 poly(A) specific ribonuclease subunit PAN3 
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Gene symbol NCBI Gene ID Full name 

PAPD5 64282 PAP associated domain containing 5 

PAPD7 11044 PAP associated domain containing 7 

PARN 5073 poly(A)-specific ribonuclease 

PUM2 23369 pumilio RNA binding family member 2 

PUM3 9933 pumilio RNA binding family member 3 

SKIC2 6499 SKI2 subunit of superkiller complex 

SKIV2L2 23517 Superkiller viralicidic activity 2-like 2 

SMG1 23049 
SMG1 nonsense mediated mRNA decay associated PI3K related 
kinase 

SMG5 23381 SMG5 nonsense mediated mRNA decay factor 

SMG6 23293 SMG6 nonsense mediated mRNA decay factor 

SMG7 9887 SMG7 nonsense mediated mRNA decay factor 

STAU1 6780 staufen double-stranded RNA binding protein 1 

SUPV3L1 6832 Suv3 like RNA helicase 

UPF1 5976 UPF1 RNA helicase and ATPase 

UPF2 26019 UPF2 regulator of nonsense mediated mRNA decay 

UPF3B 65109 UPF3B regulator of nonsense mediated mRNA decay 

XRN1 54464 5'-3' exoribonuclease 1 

XRN2 22803 5'-3' exoribonuclease 2 

ZC3H12A 80149 zinc finger CCCH-type containing 12A 

ZCCHC3 85364 zinc finger CCHC-type containing 3 

ZFP36 7538 ZFP36 ring finger protein 

ZFP36L1 677 ZFP36 ring finger protein like 1 

ZFP36L2 678 ZFP36 ring finger protein like 2 
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6. Supplementary methods 

6.1. Gateway reactions 

 

Figure 127. Gateway cloning procedure. ccdB gene codes for a toxic protein that acts as a DNA gyrase 
poison. Adapted from “Gateway Cloning”, by BioRender.com (2022). Retrieved from 
https://app.biorender.com/biorender-templates.  

 

 

 

 

 

 

https://app.biorender.com/biorender-templates
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6.2. Plasmid maps 

 

Figure 128. Annotated plasmid map of the pDONR223 vector. attP1 and attP2 are Gateway sites for BP 
cloning. ccdB gene codes for a toxic protein that acts as a DNA gyrase poison. SmR = spectinomycin 
resistance gene. CmR = chloramphenicol resistance gene. ori = bacterial origin of replication. M13F and 
M13R indicate sequencing primer sites. Created with SnapGene. 
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Figure 129. Annotated plasmid map of the pDEST1899 vector. 3xFLAG tag is indicated. attR1 and attR2 
are Gateway sites for LR cloning. ccdB gene codes for a toxic protein that acts as a DNA gyrase poison. 
AmpR = ampicillin resistance gene. CmR = chloramphenicol resistance gene. ori = bacterial origin of 
replication. Created with SnapGene. 
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Figure 130. Annotated plasmid map of the pN-MS2-CP vector. AmpR = ampicillin resistance gene. 
NeoR/KanR = neomycin/kanamycin resistance gene. ori = bacterial origin of replication. Cloning into this 
vector is performed after XhoI digestion. Created with SnapGene. 
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Figure 131. Annotated plasmid map of the pGLucN1 vector encoding the N-terminal moiety of the 
Gaussian luciferase. The vector encoding the C-terminal moiety of the Gaussian luciferase (pGLucN2) is 
identical. attR1 and attR2 are Gateway sites for LR cloning. ccdB gene codes for a toxic protein that acts as 
a DNA gyrase poison. AmpR = ampicillin resistance gene. CmR = chloramphenicol resistance gene. 
Kan/neoR = kanamycin/neomycin resistance gene. ori = bacterial origin of replication. Created with 
SnapGene. 
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Figure 132. Annotated plasmid map of the R-Luc-8MS2 vector. Renilla and Firefly luciferases are encoded 
from a CMV (cytomegalo virus) bidirectional promoter. AmpR = ampicillin resistance gene. ori = bacterial 
origin of replication. MS2 stem loops are indicated. The vector without the MS2 stem loops has a similar 
organization. Created with SnapGene. 
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Figure 133. Annotated plasmid map of the pLENTI-DEST. SFFV = spleen focus-forming virus (promoter). 
IRES = Internal ribosome entry site. attR1 and attR2 are Gateway sites for LR cloning. ccdB gene codes for 
a toxic protein that acts as a DNA gyrase poison. AmpR = ampicillin resistance gene. ori = bacterial origin 
of replication. Created with SnapGene. 
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Figure 134. Annotated plasmid map of the pDEST-N-EGFP vector encoding the N-terminal moiety of the 
EGFP. EGFP = enhanced green fluoresecent protein. attR1 and attR2 are Gateway sites for LR cloning. ccdB 
gene codes for a toxic protein that acts as a DNA gyrase poison. AmpR = ampicillin resistance gene. CmR = 
chloramphenicol resistance gene. NeoR/KanR = kanamycin/neomycin resistance gene. ori = bacterial 
origin of replication. Created with SnapGene. 

 

 


