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Highlights

• The findings guide the design of avatars for training frontline staff in virtual reality to improve their
interactions with customers.

• Using photo-realistic avatars increases confidence in assessing valence and arousal levels.

• Using simple cardboard is effective for assessing the valence and arousal with a sufficient level of confidence.

• High-end virtual reality headsets enhance the sense of presence, creating a more realistic training experience.

• A more nuanced interpretation reveals that the smiles of avatars are predominantly perceived as neutral in
this study.

Abstract

Virtual reality has shown great potential in many fields, especially in business and psychology. By immersing
someone in a new computer-generated reality, it is possible to create realistic, safe, and controllable simulations
for research and training, as well as new three-dimensional-enriched consumer experiences and services. Most
of these environments, especially in the metaverse, rely on virtual representations of people called “avatars”.
The design and non-verbal behaviours of these avatars must be carefully crafted to provide a realistic and truly
immersive experience. This paper aims to understand how avatar non-verbal behaviours (i.e., body posture, facial
expression, and head movement) are perceived by users immersed in a virtual reality context, a very common
situation encountered in many simulations and especially during training. Therefore, the first objective of this
study is to validate, through an experiment with 125 participants, how the audience’s levels of emotional valence
and arousal are perceived in virtual reality. Based on these results, a library of audience non-verbal behaviours
corresponding to different arousal and valence levels is now available for future applications. The experiment also
examines the benefits of using low-end versus high-end virtual reality headsets, and photo-realistic versus cartoon
avatars. The results have implications for the design of realistic, challenging, and interactive virtual audiences.

Keywords: Virtual reality, non-verbal behaviour, avatars, presence, frontline employees, speech perfor-
mance, communication skills, training

1 Introduction

Virtual reality offers tremendous opportunities in business practice due to its ability to provide realistic, safe, and
controllable experiences and services. By immersing individuals in a life-like environment and replicating real-
life situations (Remacle et al., 2021), virtual reality is particularly valuable when human behaviour is a critical
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element of the business process under study. Not surprisingly, virtual reality research is especially prevalent in
the fields of marketing and psychology. Loureiro et al. (2019) studied no less than 150 papers in 115 journals
on the use of virtual reality in marketing. In a special issue on virtual reality in marketing, Boyd and Koles
(2019) provide essential insights into various aspects of virtual reality and its implications for this field. Virtual
reality, but also augmented reality, are now widely used in many business areas, such as tourism (Beck et al.,
2019; Jingen Liang and Elliot, 2021), retail (Bonetti et al., 2018), and health (Howard et al., 2021; Howard, 2017
and van Bennekom et al.,2017. Virtual reality is also widely used in education through training (Vlachopoulos
and Makri,2017; Hainey et al. 2016; Remacle et al.;2023).

A concept related to virtual reality is the metaverse, which Hennig-Thurau et al. (2022, p. 1) define as a
“computer-mediated environment consisting of virtual worlds, within which users can act and communicate in real-
time using virtual people”. In these virtual worlds, if virtual people (also called avatars) are present, their design
and non-verbal behaviours must be realistic to enhance the learning experience. Avatars can be defined as “digital
entities with anthropomorphic appearance, controlled by a human or software, that have an ability to interact”
(Miao et al., 2022, p. 67). Accordingly, the term avatar is used in this study to refer to interactive representations
of people, whether realistic or cartoons. The metaverse and avatars are becoming increasingly popular concepts,
especially in marketing. For instance, in their recent study, Dwivedi et al. (2023) argue that the metaverse has the
potential to revolutionise the way businesses interact with consumers. The authors discuss various applications
of the metaverse in marketing, including brand experiences, customer engagement, and immersive advertising,
highlighting the challenges and ethical considerations associated with using the metaverse in marketing, such as
privacy concerns and potential biases in avatar design.

The present study focuses on public speaking situations where an avatar listens to a user speaking. Public
speaking is a widespread activity in everyday life. Whether in front of a small or large audience, individuals often
need to mobilise their public speaking skills. Psychology research has investigated different activities, such as
presenting research findings, teaching and lecturing in classrooms or professional development workshops (Remacle
et al., 2021; Remacle et al., 2023). There are also more complex situations that involve public speaking, such
as providing psycho-education to patients in individual or group therapy settings, advocating for mental health
policies and initiatives at public events or rallies, leading support groups for individuals with mental health
challenges, and so forth (Freeman et al., 2017).

Focusing on public speaking tasks in various fields and a virtual environment with an interactive virtual
audience (i.e., providing non-verbal feedback) has been the focus of several studies (Chollet and Scherer, 2017;
Chollet et al., 2016a; Chollet et al., 2016b; Batrinca et al., 2013; Chollet et al., 2021; Kang et al., 2016; Glémarec
et al., 2019; Lugrin et al., 2016; Seufert et al., 2022). Virtual reality allows public speakers to practice in a
situation very similar to what they will face in real life. People can practice where, when, and as often as they
need to build their confidence and be ready to give a speech (Scheveneels et al., 2019; Craske et al., 2014). In
addition, the training can be progressive and controlled in terms of the number of participants, their non-verbal
behaviours, and so on, resulting in much more efficient and faster learning (Eckert and Mower, 2020).

Focusing on public speaking tasks in various fields and a virtual environment with an interactive virtual
audience (i.e., providing non-verbal feedback) has been the focus of several studies (Chollet and Scherer, 2017;
Chollet et al., 2016a; Chollet et al., 2016b; Batrinca et al., 2013; Chollet et al., 2021; Kang et al., 2016; Glémarec
et al., 2019; Lugrin et al., 2016; Seufert et al., 2022). Virtual reality allows public speakers to practice in a
situation very similar to what they will face in real life. People can practice where, when, and as often as they
need to build their confidence and be ready to give a speech (Scheveneels et al., 2019; Craske et al., 2014). In
addition, the training can be progressive and controlled in terms of the number of participants, their non-verbal
behaviours, and so on, resulting in much more efficient and faster learning (Eckert and Mower, 2020). There
are also a number of tasks in marketing that involve public speaking: pitching a product or service to potential
customers or investors, giving a progress report to a team or supervisor, presenting a proposal or idea to a group
or board of directors, and interacting with clients. The practical application of this study is improving the public
speaking skills of frontline employees who play a critical role in fostering positive consumer perceptions through
effective communications in face-to-face interactions. Frontline employees play a crucial role in delivering high-
quality services that increase customer satisfaction and loyalty (Maria Stock et al., 2017). In such customer-facing
situations, frontline employees would benefit from public speaking training. However, providing effective training
for these employees can be a challenging task, particularly in the context of rapidly evolving service technologies
and complex service encounters (Larivière et al., 2017; Robinson et al., 2020, Dwivedi et al., 2023). Virtual reality
has also emerged as a promising technology for employee training, providing an immersive and interactive learning
experience that can improve their skills, knowledge, and confidence in dealing with customers. Indeed, virtual
reality technology has become increasingly popular in frontline employee training across a range of industries
(De Keyser et al., 2019) due to its ability to simulate real-life situations, allowing trainees to develop and practice
their skills in a safe and controlled environment.

Whilst the benefits of virtual reality for training purposes have been demonstrated, blind spots remain in the
precise application and design of this technology to maximise training effectiveness and foster positive perceptions
among trainees. Specifically, the trainee-avatar interaction is relevant to understanding the impact that the
listening avatar in the simulated environment may have on the trainee practising public speaking. Indeed, the
immersed person must perceive these listening avatars as realistic in order to provide a truly immersive and

2



effective experience. However, the impact of the avatar’s perceived responses on the trainee and the resulting
sense of presence in the virtual reality environment remain unclear. Furthermore, the development of accurate
and authentic non-verbal avatar behaviour is still in its infancy. Therefore, the first objective of this study is to
investigate how virtual reality users perceive the levels of emotional valence and arousal of avatars. The second
and third objectives concern a more in-depth analysis of the sense of presence using different types of headsets
and different avatar qualities. In sum, this study aims to investigate how avatars are perceived and the benefits
of using different headsets or graphics.

2 Theoretical Development

One of the key benefits of virtual reality in training frontline employees is its ability to simulate real-life service
encounters and practice situational skills. According to Lloyd and Luk (2011), interaction behaviours that lead
to feeling comfortable in the service encounter are crucial to creating a positive customer experience. Virtual
reality can help trainees develop these behaviours by creating realistic simulations of different service encounters,
allowing them to practice their skills in a safe and controlled environment. This can help build confidence and
reduce anxiety in real-life service encounters. In addition, virtual reality can provide a platform for role-playing
exercises that are effective in developing the skills and behaviours required for successful service encounters.
Solomon et al. (1985) suggest that role theory can be used to understand the dynamics of service encounters, with
service employees and customers playing specific roles in the interaction. Virtual reality can provide a platform
for employees to practice different roles and scenarios, allowing them to develop a better understanding of the
service encounter dynamics and how to respond effectively. Furthermore, virtual reality can help improve the
quality of service encounters by enhancing employees’ non-verbal communication skills. According to Sundaram
and Webster (2000), non-verbal communication plays a critical role in service encounters, with cues such as facial
expressions, gestures, and tone of voice conveying important information to customers. Virtual reality can also be
used to simulate various non-verbal cues, allowing employees to practice their communication skills and become
more effective in conveying information to customers. As the question of how frontline employees respond to
consumer emotions in service encounters is still a black hole (Rafaeli et al., 2017), virtual reality can help address
this question.

In addition, virtual reality can provide a cost-effective and scalable solution for training frontline staff (Hilken
et al., 2022). Farrell et al. (2001) suggest that conceptualizing service encounters is important for understanding
employee behaviour and how it affects customer perceptions of service quality. However, traditional training
methods, such as classroom teaching and on-the-job training, can be time consuming and costly. Virtual reality
can provide a cost-effective solution for training large numbers of employees, allowing organizations to scale their
training programs without incurring high costs. Deng et al. (2019) highlight the importance of technology infusion
in frontline service delivery. They argue that technological advances have changed the nature of service encounters
and created new opportunities for service providers to improve the customer experience. However, they also note
that effectively integrating technology in service encounters requires adequate training and support for frontline
staff. Virtual reality can be an effective tool for such training by simulating realistic service encounters in a
controlled environment. However, research on the appropriate design of a virtual reality environment for frontline
employee training is still lacking (Khandelwal and Upadhyay, 2021).

In the context of public speaking in general, virtual reality can improve communication self-efficacy (Remacle
et al., 2023) and speaking performance (Chollet and Scherer, 2017), especially when the audience (the listening
avatar) is interactive (Wörtwein et al., 2015; Goberman et al., 2011). The avatar’s reactions can have a significant
impact on the speaker’s emotions and performance (Pertaub et al., 2002; Poeschl, 2017; Kleinsmith et al., 2015).
As shown in Chollet et al. (2015) and Chollet et al. (2021), interactivity in virtual reality is also an important
part of the training process. Therefore, it is essential to know if the user perceives the interactions between
the avatar and her/himself in the virtual environment as representative of reality and how each interaction is
interpreted. Two dimensions related to emotion and affect are essential: the level of arousal and emotional
valence. According to Chollet and Scherer (2017) arousal can be understood as the avatar’s level of alertness,
while valence corresponds to how positively or negatively the avatar feels toward the speaker or the presentation.
Specifically, body postures, facial expressions, and head movements are found to express some degrees of arousal
and valence (Argyle and Ingham, 1972; Knapp et al., 2013).

In the context of service encounters, marketers face the challenge of creating positive experiences that meet
or exceed customer expectations. To achieve this goal, marketers can use the concepts of valence and arousal,
which are critical in shaping customer perceptions and behaviours during service encounters. A positive emotional
response to a service encounter can lead to more favourable perceptions of the service provider and the service itself,
resulting in higher customer satisfaction and loyalty (Babin and Attaway, 2000; Brady et al., 2001). However,
negative emotional responses and excessive arousal can have the opposite effect, resulting in lower customer
satisfaction and loyalty. Negative emotional responses can lead to negative word-of-mouth , which can have a
significant impact on a service provider’s reputation (Smith and Wheeler, 2002). In addition, excessive arousal can
lead to anxiety and discomfort, which can negatively impact the overall experience and result in lower customer
satisfaction (Liao and Chuang, 2004). Valence and arousal are important concepts in marketing, particularly
in the context of service encounters. They play a critical role in shaping customer perceptions and behaviours,
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thereby influencing their satisfaction and loyalty. By designing service encounters that promote positive emotional
experiences and appropriate levels of arousal, service providers can increase customer satisfaction, loyalty, and
ultimately business success. It is therefore important to gain a better understanding of how frontline employees
perceive the emotional valence and arousal of avatars in virtual reality.

This leads to two hypotheses linking emotional valence and arousal to body postures, facial expressions, and
head movements.

H1: Avatar smiles and nods are associated with positive valence by users, frowns and head shakes with
negative valence, and raised eyebrows are mostly neutral.

H2: Higher levels of avatar facial expressions, head movements, and forward postures are positively related
to higher levels of arousal perceived by participants.

Following Slater’s (2003, p. 1) terminology, immersion is what the technology delivers from an objective
point of view, or the objective level of sensory fidelity a virtual reality system provides. Presence is the human
response to immersion, i.e., the participant’s subjective sense of being in the virtual place. It is the “observer’s
sense of psychologically leaving their real location and feeling as if transported to a virtual environment” (Weech
et al. 2019, p. 2). It has long been known that presence can affect user performance (Nash et al., 2000). For
a virtual reality environment and its associated goals to be effective (in this case, training frontline employees
to adequately respond to the emotions of avatarised consumers), the presence and the immersion components of
virtual reality must be as high as possible.

To study variations in presence due to the immersive quality of the virtual reality environment, the device used
to display the virtual reality is of paramount importance (Flavián et al., 2019; Leveau and Camus , 2023). Indeed,
low-end virtual reality headsets, i.e., smartphones in Samsung Gear VR Cardboards (see Figure 1), and high-end
virtual reality headsets, i.e., Meta Rift S headsets (see Figure 2) are expected to lead to significant differences in
the sense of presence. Due to hardware limitations, the low-end headset is not expected to perform better than the
high-end headset (higher display resolution, wider field of view, more accurate tracking, amongst others), and the
latter is often the preferred choice in terms of sense of presence (e.g., Selzer et al., 2019). The reasons for this are
cost, ease of operation, and portability. As Amin et al. (2016) explain in comparing immersion in the Cardboard
and Oculus Rift headsets, a high-end headset is expensive, requires professional technical operation, and is less
mobile than Cardboard with its affordability (only a smartphone is needed in addition to the Cardboard) and
ease of use. A high-end headset can thus make virtual reality inaccessible to everyone or enable mass adoption
(a hundred people at a time). Amin et al.’s, 2016 results suggest that Cardboard is capable of providing an
acceptable level of immersion. Similar results may be derived when assessing valence and arousal between low-
end and high-end headsets. Should this be the case, it may be possible to address the challenges of affordability
and widespread adoption at a lower cost. This leads to the third hypothesis regarding the device used.

Figure 1: Low-end headset: Samsung Gear Virtual
Reality headset

Figure 2: High-end headset: Oculus Rift
S headset

H3:

a. Both headsets, including the low-end, are capable enough to accurately evaluate emotional valence
and arousal with confidence.

b. High-end headsets provide a higher sense of presence than low-end headsets.

The third objective concerns the quality of the avatars used. In the event that virtual reality and the metaverse
come to fruition, avatars will assume the role of our digital representations or embodiments (Kim et al., 2023).
Most often the virtual audience is represented by “simplified” cartoon avatars (in terms of the method used to
create them), but interactive three-dimensional avatars have the highest level of the digital object continuum, as
Koles and Nagy (2021) explain. Several studies examine the importance to users of the creation of their avatars
(Sibilla and Mancini, 2018; Schrader, 2019; Kang and Kim, 2020; Seymour et al., (2018). For example, Seymour
et al., 2018 examine whether participants have different affinity, trustworthiness1, and preferences for avatars with
two levels of realism (one almost human-realistic and one a cartoon). Another study (Seymour et al., 2021) shows
that participants who interacted with the human-realistic avatar in a two-dimensional video display had a positive
experience, rated the avatar as more trustworthy, had more affinity, and preferred it. The level of confidence in
their answers was therefore higher when they dealt with human-realistic avatars. When the same questions were

1Trust can be applied to information systems as explained in Wang and Benbasat (2005))
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asked of participants immersed in virtual reality, the affinities and preferences were even stronger. Similar results
were found for robots and their anthropomorphism. For example, Letheren et al. (2021) found in their work that
consumers prefer a higher level of humanness and a moderate to high level of sociability. Other studies emphasise
the importance of anthropomorphism in promoting trust and positive responses (Kim et al., 2019; Van Pinxteren
et al., 2019; Murphy et al., 2019; Fraune et al., 2020; Belanche et al., 2021; Yao et al., 2023). Regarding the
comparison of avatar non-verbal behaviours, Krumhuber et al. (2009) show a high degree of correspondence
between the effects produced by synthetic and human smiles. In addition, Cafaro et al. (2016) highlight that first
impressions may determine important relationship decisions. The final question therefore examines whether fully
rigged three-dimensional photo-realistic models can significantly improve participants’ perceptions of the avatar’s
arousal and valence or their confidence level. The desire for this comparison lies in the ease of avatar creation.
In the context of a virtual audience, it would be possible to create a virtual environment with avatars that look
like the people supposedly present in the real context (Schrader, 2019). The last hypothesis is therefore related
to the method used to create the avatars.

H4: Compared to cartoon avatars, photo-realistic avatars improve the level of confidence of users.

3 Methodology

3.1 The Virtual Reality Environment

The avatars and the environment were created by three-dimensional animation specialists, technical artists, and
three-dimensional game artists working in a research lab at our university. The technical artists used the Unity
three-dimensional engine. The three-dimensional artists used the Blender and Maya software. The photo-realistic
avatars were created and animated using the Reallusion suite.

The virtual reality environment (see Figure 3) depicts an office with the avatar behind a desk, animated (see
Section 3.2 for the possible animations) as he listens to the immersed participant for at least 15 seconds. The
environment was designed to represent a common interaction between a frontline employee and a customer, such
as in the context of a banking, insurance, or real estate agency appointment. The environment was optimised
to support the highest quality virtual reality experience possible using an autonomous low-end Samsung S7
smartphone and a high-end Oculus headset connected to a computer (HP Omen) with a virtual reality-compatible
graphic power unit (NVIDIA GeForce GTX1070 graphics card) and processor (Intel(R) Core(TM) i7-8550U CPU
@ 1.80GHz 1.99 GHz). Due to the relative simplicity of the scene, it was not necessary to drastically reduce the
complexity of the three-dimensional avatars.

Figure 3: Screenshot of the virtual reality environment used for the experiment

Eight avatars were created for this experiment, represented in Figure 4 in their neutral state in the Unity
software. Thus, in the virtual reality environment, these images represent the quality of the avatars, not their
non-verbal behaviours. To determine whether the method used to create the avatars influenced participants’
perceptions of the avatar’s arousal and valence or their interpretation of the audience’s confidence levels, half
were cartoon avatars and half were photo-realistic avatars based on real people. Photo-realistic avatars are
created from photos of real people (women and men) who gave informed consent. The software used is Character
Creator with the plugin HeadShot, which is part of the Reallusion suite. The avatars were then enhanced by
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three-dimensional artists and animated by three-dimensional animators. For the sake of diversity and to avoid
gender bias, half of the avatars are female and half male. In terms of origin, four avatars are European, two are
Indian with a dark complexion, and two are African.

Figure 4: Avatars created using two different methods. The first row represents cartoon avatars and the
second row photo-realistic avatars.

3.2 Non-Verbal Behaviours

The avatars and their animations were created by three-dimensional and technical artists. Several animations were
created for different types of avatars (male or female avatars of European, African, or Indian origin). To define
the sets of animations, the results of Chollet and Scherer (2017) were used as a basis. The parameters considered
in their study include: posture (forward, backward, neutral), amount of averted gaze (0, 25, 50, 75, or 100%),
direction of averted gaze (sideways, down, or up), type of facial expression (smile, frown, or raised eyebrows),
facial expression frequency, head movements (nod or shake), and head movement frequency. Considering all these
parameters for a true immersion virtual reality experiment is excessive and unnecessary, since the will is not to
study the valence and level of arousal for each possible combination. In fact, only the most common non-verbal
behaviours of an audience are needed. Therefore, the results of Chollet and Scherer (2017) were used to define
appropriate combinations that are expected to represent positive, neutral, and negative valence with a low or high
level of arousal. For example, a head nod is expected to have positive valence in contrast to a head shake, and a
forward posture is expected to have a higher level of arousal. Table 1 displays the parameters used. It leads to
144 possible combinations (9 postures x 4 facial expressions x 4 head movements).

In order to reduce the number of manageable combinations in the experiment, a set of 40 non-verbal behaviours
(as described in the next section) was randomly selected. In this selection process, a priori clear animations (e.g.,
smile and nod), neutral animations, and more ambiguous animations (e.g., smile and shake) were intentionally
kept to broadly cover the set of possibilities.

3.3 The Virtual Reality Conditions

An experiment was conducted to determine whether a set of predefined animated avatars were interpreted in
virtual reality to express different levels of valence and arousal. Each participant had to rate the level of valence
and arousal for 20 animated 15-second sequences. Across participants, 40 sequences (i.e., combination of postures,
facial expressions, and head movements) were tested. Table 2 shows these animations.

The avatars and animations were divided into four sets2. Each set contains one male and one female avatar,
one photo-realistic version and one cartoon version. Ten animations were randomly attached to each of these two
avatars.

2Throughout this paper, a distinction is made between the animations (sequences), which are divided into sets, and
participants divided into groups.
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Table 1: Parameters of non-verbal behaviour

Postures (P) Facial expressions (F) Head (H)
1: Backward posture – Arms crossed 1: None 1: None
2: Backward posture –Arms stand 2: Smiling 2: Nod
(elbows on the table with hands crossed) 3: Frowning 3: Shake
3: Backward posture – Arms behind head 4: Eyebrows raised 4: Questioning
4: Upright posture – Hand on hand
(hands on the table, one on top of the other)
5: Upright posture – Hands together
(hands crossed on the table)
6: Upright posture – Hands separated
7: Forward posture – Hands together
8: Forward posture – Arms stand
(elbows on the table with hands crossed)
9: Froward posture – Arms crossed

Table 2: Sequences

Seq. 1 Seq. 2 Seq. 3 Seq. 4 Seq. 5 Seq. 6 Seq. 7 Seq. 8 Seq. 9 Seq. 10
P1F3H4 P3F4H2 P7F2H2 P7F2H4 P7F3H3 P7F4H3 P7F4H4 P9F1H2 P9F2H3 P9F3H3
Seq. 11 Seq. 12 Seq. 13 Seq. 14 Seq. 15 Seq. 16 Seq. 17 Seq. 18 Seq. 19 Seq. 20
P2F2H3 P2F4H2 P3F3H3 P3F4H3 P4F4H1 P4F4H3 P5F3H1 P7F3H1 P8F4H1 P9F1H3
Seq. 21 Seq. 22 Seq. 23 Seq. 24 Seq. 25 Seq. 26 Seq. 27 Seq. 28 Seq. 29 Seq. 30
P2F1H2 P2F4H4 P3F1H2 P3F3H2 P3F4H4 P4F1H2 P5F1H4 P6F3H4 P7F1H1 P7F1H2
Seq. 31 Seq. 32 Seq. 33 Seq. 34 Seq. 35 Seq. 36 Seq. 37 Seq. 38 Seq. 39 Seq. 40
P1F3H1 P2F4H3 P3F2H3 P3F4H1 P4F1H3 P4F2H2 P6F3H3 P7F1H4 P7F4H3 P8F3H4

Each participant in the experiment viewed 20 sequences from one of the four sets. The sequences were
randomly presented. For the first three sets, all the experiments were conducted using an autonomous low-end
virtual reality headset based on a Samsung S7 smartphone and the Samsung Gear virtual reality adapter, an
improved version of the Google Cardboard. The experiment was repeated for the Set 3 sequences using a high-
end Oculus headset connected to a computer with an Nvidia Geforce GTX1070 graphics card. The experiment
for Set 4 was also conducted using a high-end Oculus headset connected to a computer with an Nvidia Geforce
GTX1070 graphics card.

3.4 The Experiment Settings

The present study was approved by the Ethics Committee of the Faculty of Psychology, Speech Therapy, and
Educational Sciences of a European University (file number: 1920-81). The participants were recruited voluntarily
through a targeted advertisement sent via the official university e-mail. A website was created and participants
had to register and provide informed consent after receiving a full description of the study. Once registered, they
were given an anonymous identifier that allowed them to access the online questionnaire once the experiment
began. Based on a power test, 24 participants were required to rate each animation in order to draw valid
conclusions. 125 participants took part in the experiment. The participants were immersed in a virtual reality
environment to rate the valence and arousal of a single avatar. They were divided into 5 groups by order of
registration3. To test the third hypothesis (a and b), the same animation settings were used for the third and
fourth groups, but with different headsets.

After being given the definitions of valence and arousal (written at the beginning of their online questionnaire)
as defined in Section 2, participants were asked to wear the provided headset (Cardboard and Samsung S7, or
Rift S headset). The virtual reality application contained the list of animations to be viewed. The 20 animated
sequences were presented in random order. Each participant had to watch each animation for at least 15 seconds
(at the end of the 15 seconds, the sequence repeated endlessly until the participant moved on), and each animation
was played in its entirety before moving on to the next one. In addition, the sequence was restarted as often
as necessary. For each of the 20 animations, using their computer or smartphone, they responded to an online

325 participants for the first group with the Samsung Gear, 25 in the second group with the Samsung Gear, 25 in the
third group with the Samsung Gear, 25 in the third group with the Oculus, 25 for the fourth group with the Oculus. The
first three groups used the Samsung Gear, i.e., the low-end headset, and the two other groups the Oculus, i.e., the high-end
headset.
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questionnaire set up for this experiment. Participants had to remove the headset after each sequence to complete
the questionnaire. They were asked to rate their level of arousal (7-point Likert-type scale from very low to
very high) and valence (7-point Likert-type scale from very negative to very positive), as well as their level of
confidence for each of their answers (7-point Likert-type scale from very unconfident to very confident). They
could also write down open-ended comments about the video they had watched.

After watching all the sequences (post-immersion), participants answered some questions (in the online ques-
tionnaire) about the sense of presence they experienced in the virtual reality environment. The French-Canadian
version of The Gatineau Presence Questionnaire (Laforest et al., 2016) was used (Bouchard and Robillard, 2019).
It is a 4-item questionnaire scored on a percentage scale. As Laforest et al., (2016, p. 4) explain, Gatineau
Presence Questionnaire consists of four items: “1) the feeling of being there, 2) the perception of the experience
as real, 3) the awareness of the virtual environment as artificial, and 4) the feeling of being in the physical office
instead of a virtual environment”. The last two items were scored in reverse, and the average percentage was
computed to obtain the global score for the Gatineau Presence Questionnaire and thus the sense of presence in
general. In the following, these items will be summarised as 1) presence in virtual reality, 2) level of realism, 3)
level of artificiality, and 4) spatial awareness. At the end of the experiment, participants completed the online
sociodemographic questionnaire, reporting any recent events that might have altered their perception, such as an
upsetting or joyful event.

A total of 125 people (64 men and 58 women) participated in the study, with an age range between 17 and
62 (with an average of 27.25), and most are Belgian (with French as mother tongue).

4 Results

This section analyses emotional valence and level of arousal for the parameters of the non-verbal behaviours
separately (posture, facial expression, and head movement). Then, the sequences presented in Table 2 are analysed
for emotional valence and level of arousal. The two subsequent sections compare the use of the low-end and
high-end headsets, and photo-realistic versus cartoon avatars. Finally, the results of the Gatineau Presence
Questionnaire are presented.

4.1 Analysis of Posture, Facial Expression, and Head Movement

This section first presents the levels of arousal and valence attributed by participants for each parameter (posture,
facial expression, and head movement). The global goal is to identify in the list of possibilities the behaviours
that are clearly associated with specific levels of valence (positive, neutral, negative) and arousal (high, neutral,
low). An association is clear when all participants, or at least the vast majority, interpret a behaviour in the
same way. If the interpretations differ significantly among participants, special care must be taken when using
them. A Chi-square test was performed to see if the participants’ responses were equally distributed between
negative interpretations (responses 1 to 3 in the Likert-type scale) and positive interpretations (responses 5 to 7
in the Likert-type scale)4. The aim is to determine whether the difference between the proportions of positive
and negative interpretations is statistically significant. For the sake of brevity, Table 3 summarises the results of
the statistical tests. The full analysis can be found in the Appendix (see Tables A1 and A2).

In order to determine whether some postures are more significant than others in assessing valence or arousal,
ANOVA tests were conducted. Only significant results are presented in this section. Among the backward
postures, the crossed arms posture is considered the most negative (p-value = 0.041). Similarly, among the head
movements associated with negative valence, head shaking expresses the most negative valence. Furthermore,
although arousal is almost always perceived as positive, the degree of positivity differs between postures, facial
expressions, and head movements (p values < 0.001).

4.2 Library of Animated Avatars

A particularly interesting question is how the combination of the parameters (postures, facial expressions, and
head movements) is perceived. Some combinations may enhance the arousal or valence perception, or conversely,
blur the results. The perception of the different sequences presented in Table 2 is next analysed. Figures 5
and 6 show the results for emotional valence and arousal. Each row in the figure corresponds to a particular
sequence, where the distribution of responses is shown according to the legend below the figure (responses from 1
to 7 represent the 7 points of the Likert-type scale). The three percentages represent the proportion of negative
responses (1 to 3), neutral responses (4), and positive responses (5 to 7). The sequences are ordered by the
percentage of positive responses (decreasing) and then by the percentage of negative responses (increasing). The
first row is thus the most positive sequence for the parameter assessed, and the last is the most negative. For
example, for emotional valence, Sequence 36 (P4F2H2: an avatar with an upright posture, hands on top of each

4Throughout this paper, and for the sake of clarity, all responses from 1 to 3 in the Likert-type scale are referred to as
“negative” and all responses from 5 to 7 in the Likert-type scale are referred to as “positive”. However, the words “negative”
and “positive” need to be used with care. For valence, it can be understood as negative and positive levels, for arousal, as
low and high levels.
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Table 3: Interpretations of the Chi-square tests

Interpretation Interpretation
valence arousal

Postures
P1 Backward posture – Arms crossed - +
P2 Backward posture – Arms down - +
P3 Backward posture – Arms behind the head - +
P4 Upright posture – Hand on hand / +
P5 Upright posture – Hands together - /
P6 Upright posture – Hands separated in front - +
P7 Forward posture – Hands together / +
P8 Forward posture – Arms down - /
P9 Forward posture – Arms crossed - +
Facial expressions
F1 Neutral / +
F2 Smiling / +
F3 Frowning - +
F4 Eyebrows raised - +
Head movements
H1 Neutral - +
H2 Nod + +
H3 Shake - +
H4 Questioning - +

other, a neutral facial expression, and nodding his head) is perceived as having the most positive emotional
valence, while Sequence 14 (P3F4H3: an avatar with a backward posture, hands behind his head, frowning eyes,
and shaking his head) is perceived as having the most negative emotional valence (see Figure 5). For level of
arousal, Sequence 11 (P2F2H3: an avatar with a backward posture, elbows on the table, a smiling face, and
shaking his head) is perceived as having the highest level of arousal, whereas Sequence 30 (P7F1H2: an avatar
with a forward posture, hands together, a neutral face, and nodding the head) is perceived as having the lowest
level of arousal (see Figure 6).

To determine which sequence is associated with a particular level of valence and arousal, further tests were
conducted (using the same method as explained in Section 4.1), and three groups emerged (see Figures 5 and 6,
and Table 4):

• Sequences for which the difference between the proportion of negative and positive responses is statistically
significant and for which there are more positive than negative responses. These are the sequences above
the green line in the figures.

• Sequences for which the distribution of the Likert-type scale responses are equally distributed between
negative responses and positive responses. These are the sequences between the green and the red line in
the figures.

• Sequences for which the difference between the proportion of negative and positive responses is statistically
significant and for which there are more negative than positive responses. These are the sequences below
the red line in the figures.

Comparing the results from the previous section (see Table 3) and this section (see Figures 5 and 6) shows
that sometimes non-verbal behaviours are separately perceived in same way, but their combination leads to a
different perception. For example, regarding emotional valence, in Sequence 4 (i.e., P7F2H4: an avatar with a
forward posture, with elbows on the table, head tilted), all the non-verbal behaviours were separately perceived
as neutral or negative, but their combination led to positive valence. In this case, a smile seems to be perceived as
positive and outperforms the evaluation of other non-verbal behaviours. Another example of the level of arousal
is Sequence 29 (i.e., P7F1H1: an avatar with a forward posture, without any facial expression or head movement).
In this sequence, all the non-verbal behaviours separately were perceived as representing a high level of arousal.
However, their combination led to a perception of low arousal.

A closer look at the categories in Table 4 shows that some non-verbal behaviours dominate over others.
For example, every time an avatar shakes his head (sequences associated with the third head movement, i.e.,
P*F*H3), it is perceived as having negative emotional valence and a high level of arousal, regardless of the
associated posture or facial expression. Similarly, when the avatar nods his head (sequences associated with the
second head movement, i.e., P*F*H2), it is mainly perceived as having positive emotional valence. Sometimes,
depending on the other parameters (posture and facial expression), it is perceived as neutral, but never as negative,
as expected. This confirms the first hypothesis.
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Figure 5: Valence per sequence evaluated on a seven-point Likert scale. All sequences above the green
line are perceived as positive, and all sequences under the red line are perceived as negative.

Figure 6: Arousal per sequence evaluated on a seven-point Likert scale. All sequences above the green
line are perceived as positive, and all sequences under the red line are perceived as negative.
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Table 4: Sequences per level of valence and arousal
(Please refer to Tables 1 and 2 for the meaning of the parameters and sequences)

Negative valence Neutral valence Positive valence
Low level of arousal ∅ Seq. 27: P5F1H4 ∅

Seq. 29: P7F1H1
Seq. 30: P7F1H2

Neutral arousal Seq. 07: P7H4H4 Seq. 15: P4F4H1 Seq. 02: P3F4H2
Seq. 19: P8F4H1 Seq. 22: P2F4H4 Seq. 26: P4F1H2

Seq. 25: P3F4H4
Seq. 34: P3F4H1

High level of arousal Seq. 01: P1F3H4 Seq. 23: P3F1H2 Seq. 03: P7F2H2
Seq. 05: P7F3H3 Seq. 24: P3F3H2 Seq. 04: P7F2H4
Seq. 06: P7F4H3 Seq. 38: P7F1H4 Seq. 08: P9F1H2
Seq. 09: P9F2H3 Seq. 12: P2F4H2
Seq. 10: P9F3H3 Seq. 21: P2F1H2
Seq. 11: P2F2H3 Seq. 36: P4F2H2
Seq. 13: P3F3H3
Seq. 14: P3F4H3
Seq. 16: P4F4H3
Seq. 17: P5F3H1
Seq. 18: P7F3H1
Seq. 20: P9F1H3
Seq. 28: P6F3H4
Seq. 31: P1F3H1
Seq. 32: P2F4H3
Seq. 33: P2F2H3
Seq. 35: P4F1H3
Seq. 37: P6F3H3
Seq. 39: P7F4H3
Seq. 40: P8F3H4

It also seems that when the avatar raises his eyebrows (sequences associated with the fourth facial expression,
i.e., P*F4H*), the level of arousal is perceived as neutral, except if shaking his head at the same time (sequences
associated with the fourth facial expression and the third head movement, i.e., P*F4H3). In this case, it is
perceived as having a high level of arousal.

Some links between emotional valence and the level of arousal can be inferred. If the avatar’s emotional
valence is perceived as positive or negative, the associated level of arousal is never low.

This confirms the second hypothesis.

4.3 Comparison Between Low-end and High-end Headsets

This section investigates whether there is a difference in the confidence of assessing emotional valence and level
of arousal when different headsets are used. T-tests were used to answer these questions. For consistency, only
the results for the third set of non-verbal behaviours are compared. As explained in Section 3.3, both low-end
and high-end headsets were used for the sequences of the third set. Therefore, only Sequences 21 to 40 will be
considered in this section. The results of the comparison between these two headsets in terms of sense of presence
are presented in Section 4.5).

The confidence level for the valence rating does not differ between the low-end headset (meanlow = 5.972) and
high-end headset (meanhigh = 5.96) (p-value=0.863). The confidence level for the arousal rating does not differ
between the low-end headset (meanlow = 6.252) and the high-end headset (meanhigh = 6.266) (p-value=0.820).
For both tests, the headset used does not influence the confidence level, and confirms Hypothesis 3a.

4.4 Comparison Between Photo-realistic and Cartoon Avatars

Valence does not differ between the cartoon and the photo-realistic avatars (meancartoon = 3.476, meanphoto =
3.519, and p-value=0.427), nor does arousal (meancartoon = 4.681, meanphoto = 4.687, and p-value=0.427).
For both tests, the non-verbal behaviours of the avatars are perceived in the same way for valence and arousal,
regardless of the quality of the graphics used to represent them.
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Finally, the seek was to determine whether the confidence level improves when assessing the level of valence
and arousal for photo-realistic avatars. The confidence level for the valence rating is statistically different between
the cartoon avatars and photo-realistic avatars (meancartoon = 5.729, meanphoto = 6.228, and p-value < 0.001),
as is the confidence level for the arousal rating (meancartoon = 6.067, meanphoto = 6.577, and p-value < 0.001).
Both tests confirmed Hypothesis 4.

4.5 Sense of Presence

Overall, participants rated presence in virtual reality as 66.76% on average based on the Gatineau Presence Ques-
tionnaire. Participants found their experience half realistic (average of 51.1%), and the virtual reality environment
highly artificial (average of 84.16%). They forgot about their presence in the actual room (average of 58.32% for
spatial awareness). The average of these four items is 65.085%.

T-tests, on the results of the Gatineau Presence Questionnaire for both the low-end and high-end head-
sets, were performed. On average, presence in virtual reality does not differ between headsets (meanlow =
64.78%, meanhigh = 65.35%, and p-value = 0.962). Apart from the level of artificiality (meanlow = 83.33%,
meanhigh = 85.58%, and p-value = 0.498), using the high-end headset compared to the low-end headset in-
creases presence in virtual reality (meanlow = 62.46%, meanhigh = 73.14%, and p-value = 0.002), the level
of realism (meanlow = 46.44%, meanhigh = 57.3%, and p-value = 0.018), and decreases spatial awareness5

(meanlow = 66.9%, meanhigh = 45.4%, and p-value < 0.001). Thus, there is a significant difference for presence,
realism, and spatial awareness. Only artificiality does not seem to have changed, which is confirmed by a t-test.
As a result, using the high-end headset improves the sense of presence in general6. This supports Hypothesis 3b.

5 Qualitative Assessment

In this study, participants were given the opportunity to provide written comments on the avatars as they watched
the sequences, allowing them to nuance their responses or provide valuable insights into their experiences. This
section is not intended to be exhaustive, but rather to highlight certain aspects mentioned in the previous sections
or add further insights.

First, participants felt able to imagine realistic situations that went beyond the sense of presence. As one
participant noted, “This is an attitude that my boss could have.”

Second, participants found it more difficult to evaluate emotions due to the absence of micro-expressions.
One stated, “There are not enough micro facial expressions”. On the other hand, the high-end headset provided
a more detailed avatar, which interestingly made participants perplexed. As one participant mentioned, “The
corner of the mouth changes everything. It looks like he is mocking or if we agree on a sensitive issue. Never sure
about the level of alertness.”

Third, some comments related to the potential difficulty of interpreting some expressions. Three different
participants who watched an avatar smiling and shaking her head mentioned“The smile doesn’t go with the head
movement, it looks like mockery”, “Her smile looks fake”, and “I don’t like her wry smile”. Cultural specificities
also played a role in participants’ interpretations. Without context, it was sometimes difficult to determine the
meaning behind certain behaviours. As one participant pointed out, “If I had a European person in front of me,
they would say yes, but if it was an Indian person, they would say no”, when referring to a shake of the head.

In addition, participants sometimes expressed their own emotional reactions to the avatar’s emotions, which
was not a specific aspect of the study. As one participant noted, “The sighs suggest an indifferent behaviour,
which annoys me” or “He’s scary, he doesn’t look happy, I want to run away”.

Finally, participants also expressed their own perceptions of the avatar’s emotions: ”She looks quite angry”
or ”He looks happy and joyful”.

6 Discussion

This study examines how people perceive a virtual audience provided by virtual reality technology and how to
select non-verbal behaviours to faithfully represent a range of audience reactions. The main contributions can be
summarised as follows.

First, the study of perceived emotional valence and arousal for predefined parameters individually and in
combination provides insights into how different combinations of non-verbal behaviours can be used to express
specific levels of valence and arousal. Second, the comparison of the valence and arousal results when using low-
end versus high-end virtual reality headsets shows that the sense of presence is improved with high-end headsets.
Third, the comparison of the valence and arousal results when using cartoon avatars versus photo-realistic avatars
shows that photo-realistic avatars improve the confidence level of participants’ judgments without changing their
assessment of valence and arousal. The results provide a typology of perceptions of valence and arousal, while

5This means that with the high-end headset, participants are more likely to forget they are in the actual room.
6In the Gatineau Presence Questionnaire, spatial awareness is rated in reverse order to presence in virtual reality and

level of realism.
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clearly identifying the sequences associated with positive, neutral, and negative valence, and a low, neutral, or
high level of arousal.

This study builds on the results of Chollet and Scherer’s (2017) work focused on participants creating combi-
nations of non-verbal behaviours from a list (body postures, facial expressions, and head movements) to express
the desired level of arousal and valence. In the present study, the focus is on immersed users’ perceptions of some
of the resulting non-verbal combinations in virtual reality rather than only on how creators might build such
combinations in a two/three-dimensional setting (as in Chollet and Scherer (2017)). Moreover, their experiment
was conducted on a flat screen via the web, rather than in a full virtual reality setting (with a head-mounted
display), so it is unknown whether their results can be generalised to virtual reality. The aim of this present
study is to determine whether the experiment medium influences the results. Another area of interest is the
measurement of valence and arousal for specific non-verbal behaviours separately.

An interesting observation from these findings is the perception of smiles. In this study, smiles are primarily
neutral, and raised eyebrows are associated with negative valence. This finding is notable because smiles are
typically perceived as positive. However, based on participants’ comments, this may be due to the fact that
participants cannot distinguish between genuine and fake smiles. This ambiguity may be influenced by the
combination of the smile with other non-verbal behaviours in the sequence, such as head shaking. This analysis
is consistent with Krumhuber et al.’s (2009) work on smiles.

Furthermore, this study shows that photo-realistic avatars can increase confidence levels by making it easier
for participants to associate the avatar’s non-verbal behaviours with real-life experiences (as also highlighted in
the qualitative assessment and in De Keyser et al., 2019). This idea is consistent with Seymour et al. (2021) who
find increased trustworthiness and affinity with human-realistic avatars. Despite the uncanny valley phenomenon
implying an aversion to near-realistic avatars, our findings are consistent with Seymour et al. (2021). Indeed, they
conclude that it is now possible to overcome the uncanny valley using real-time-rendered human realistic avatars,
and we believe our similar results support this notion.

In addition, this study shows that emotional valence is easily perceived regardless of the headset used, although
high-end headsets provide more accurate details. Valence may not be directly affected when non-verbal behaviour
combinations are easily visible. However, arousal levels can be influenced by facial expressions, with high-end
headsets providing clearer details, particularly around the eyes, resulting in higher perceived arousal. This is
consistent with Orús et al. (2021), as high-end headsets enhance the participant’s sense of presence, making it
easier to associate the avatar’s non-verbal behaviours with real-life experiences. Surprisingly, high-end headsets do
not increase confidence levels, possibly because their effect is already evident in the arousal assessment. Another
explanation can be linked with the uncanney valley effect, as explained in Di Natale et al. (2023). The comparison
between low-end and high-end headsets highlights the effectiveness of future virtual reality training environments
using simple Cardboard, addressing issues of affordability and mass diffusion.

In this study, the Gatineau Presence Questionnaire was used to measure the sense of presence in virtual reality.
The average score obtained is 65.085%, consistent with the studies of Laforest et al. (2016) and Bouchard et al.
(2017) who report scores between 48.11% and 65.73%. The lower than expected presence score in this study may
be due to the time and disorientation of leaving and re-entering the virtual reality environment, as explained in
Schwind et al. (2019). Moreover, asking participants about their sense of presence can lead to biased results and
the so-called break-in-presence, as discussed in Jerald (2015) and Slater and Steed (2000).

Overall, this study demonstrates the complexity of interpreting non-verbal cues and emotions in virtual
environments. The participants’ comments shed light on the subjective experiences and the impact of various
factors on their perceptions.

These findings have significant implications for the use of virtual reality technology in training frontline staff
and improving their interactions with consumers. By identifying specific non-verbal behaviours associated with
certain levels of emotional valence and arousal, this study offers guidance on designing avatars in virtual reality
for training purposes. For example, using photo-realistic avatars can improve participants’ confidence in their
valence and arousal judgements, potentially leading to more effective training outcomes. Similarly, using high-
end virtual reality headsets can enhance the sense of presence, resulting in a more realistic training experience.
Understanding the link between non-verbal behaviours and emotional valence and arousal can help tailor training
content to specific situations and interactions that employees may encounter with customers. This can lead to
more targeted and effective training programs, ultimately resulting in improved employee behaviours and better
customer experiences.

7 Limitations and Future Research

This study has a number of limitations that should be taken into account when interpreting the results. One such
limitation is the fact that certain sequences were performed exclusively by either female or male avatars, despite
attempts to control for gender-related factors. This limitation may have influenced the results, and future research
could address this issue by using a more balanced design that includes an equal number of male and female avatars
executing all sequences. In addition, future research could explore the complex ways in which gender may interact
with other factors, such as emotional valence and arousal levels, to better understand the impact of gender on
avatar non-verbal behaviours. Another limitation relates to the need for caution when interpreting the results
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and their generalizability to different populations. For instance, the interpretation of nods varies across cultures,
and this factor may have influenced the present results. Moreover, the number of combinations of animations that
we were able to test in this study was limited due to the nature of the experiment based on true virtual reality
immersion. Finally, the methodology is limited by the need for participants to leave and re-enter the virtual
reality environment to complete the questionnaire, which may also have influenced the results.

The participants’ comments also highlight the complexity of interpreting emotions in virtual environments
and the need to consider cultural influences when analysing virtual interactions. This unexpected finding provides
insights into how participants perceive and internalise emotions, offering potential avenues for future research.

In conclusion, this study provides valuable insights into the emotional design of avatar non-verbal behaviours
in the virtual reality context. Furthermore, thanks to the typology developed in this paper, it is now clear which
sequences to choose in order to demonstrate specific levels of arousal (low, neutral, and high) and emotional
valence (negative, neutral, and positive). This can be very useful when designing new virtual reality environments
for training to determine the non-verbal behaviour to employ in response to a particular situation. As well as
contributing to understanding virtual interactions, this research opens up new possibilities for applications, such
as public speaking training, highlighting the virtual reality potential to simulate future scenarios.

Future work will therefore aim to use these avatar non-verbal behaviours to elicit appropriate responses from
the avatars during a user’s training in virtual reality, such as gradually increasing the induced anxiety or rewarding
good performance. There will be two types of avatars: other participants (trainees, experts, teachers, etc.) and
artificial intelligence driven avatars (Butt et al., 2021). A study on automatic methods based on statistical,
machine learning, and natural language processing methods to implement real-time feedback from the audience
to the speaker’s presentation is under consideration. While the first application being considered next is the
training in front of multiple avatars (public speaking in general), the present results could be useful in many other
contexts.
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Chollet, M., Wörtwein, T., Morency, L.-P., and Scherer, S. (2016b). A multimodal corpus for the assessment
of public speaking ability and anxiety. In Proceedings of the Tenth International Conference on Language
Resources and Evaluation (LREC’16), pages 488–495.
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A Appendix

A.1 Analysis Of Postures, Facial Expressions, And Head Movements

A Chi-square test was conducted to see if the participants’ responses were evenly distributed between negative
interpretations (answers 1 to 3 in the Likert-type scale) and positive interpretations (answers 5 to 7 in Likert-type
scale)7; first for valence (Table A1) and then for the arousal (Table A2). The aim is to determine whether the
difference between the proportions of positive (denoted with p+) and negative interpretations (denoted with p−)
are statistically significant. The p-values obtained for this test are presented in the two tables. If the difference
between the proportions of positive and negative interpretations is not statistically significant, it is denoted with
“/”. If not, and if there are more positive than negative interpretations, it is denoted with “+”. If there were more
negative than positive interpretations, it is denoted with “-”. The two percentages correspond to the proportion
of participants with a negative interpretation (1, 2, or 3) and a positive interpretation (5, 6, or 7). The proportion
of neutral answers (4) is thus not in the table but can be easily derived8.

Table A1: P-values and interpretations for valence per non-verbal behaviour. (Please refer to Table 1
and Section 4.1 for the notations)

Proportions P-value Interpretation
p− p+

Postures
P1 Backward posture – Arms crossed 48% 32% < 0.001 -
P2 Backward posture – Arms down 49% 30% < 0.001 -
P3 Backward posture – Arms behind the head 55% 15% < 0.001 -
P4 Upright posture – Hand on hand 40% 39% 0.887 /
P5 Upright posture – Hands together 56% 22% < 0.001 -
P6 Upright posture – Hands separated in front 64% 21% < 0.001 -
P7 Forward posture – Hands together 38% 38% 0.918 /
P8 Forward posture – Arms down 52% 21% < 0.001 -
P9 Forward posture – Arms crossed 50% 30% 0.002 -
Facial expressions
F1 None 36% 41% 0.185 /
F2 Smiling 38% 43% 0.305 /
F3 Frowning 57% 26% < 0.001 -
F4 Eyebrows raised 50% 23% < 0.001 -
Head movements
H1 None 50% 28% < 0.001 -
H2 Nod 22% 60% < 0.001 +
H3 Shake 70% 14% < 0.001 -
H4 Questioning 38% 29% 0.028 -

7Throughout this paper, and for clarity, all responses from 1 to 3 in the Likert-type scale will be referred to as “negative”
and those from 5 to 7 in the Likert-type scale as “positive”. The words “negative” and “positive” must be used with caution.
For valence, it can be understood as having negative and positive levels. For arousal, it can be understood as low and high
levels.

8100 % minus the two other percentages.
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Table A2: P-values and interpretations of the test where the null hypothesis is p− = p+ for arousal per
non-verbal behaviour. (Please refer to Table 1 and Section 4.1 for the notations)

Proportions P-value Interpretation
p− p+

Postures
P1 Backward posture – Arms crossed 21% 52% 0.0006 +
P2 Backward posture – Arms down 18% 68% < 0.001 +
P3 Backward posture – Arms behind the head 26% 51% < 0.001 +
P4 Upright posture – Hand on hand 23% 60% < 0.001 +
P5 Upright posture – Hands together 43% 40% 0.8262 /
P6 Upright posture – Hands separated in front 16% 70% < 0.001 +
P7 Forward posture – Hands together 29% 56% < 0.001 +
P8 Forward posture – Arms down 34% 53% 0.0536 /
P9 Forward posture – Arms crossed 24% 60% < 0.001 +
Facial expressions
F1 None 31% 52% < 0.001 +
F2 Smiling 18% 66% < 0.001 +
F3 Frowning 22% 58% < 0.001 +
F4 Eyebrows raised 29% 55% < 0.001 +
Head movements
H1 None 33% 50% 0.0004 +
H2 Nod 22% 60% < 0.001 +
H3 Shake 18% 65% < 0.001 +
H4 Questioning 35% 47% 0.0049 +
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