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Chapter I

Introduction

“[...] the relation between narratives and economic outcomes is likely to

be complex and time varying. The impact of narratives on the economy

is regularly mentioned in journalistic circles, but without the demands of

academic rigor. [...] But, the advent of big data and of better algorithms

of semantic search might bring more credibility to the field.” (Shiller,

2017, p. 48)

We are witnessing the advent of the digital age. The amount of information

available to decision-makers, academics, and any other economic agent is

growing at a dizzyingly fast and exponential pace: the World Economic Forum

estimates that up until 2020 about 59 zettabytes (= 59 billion terabytes) of data

was created worldwide1. They project this number to reach 175 zettabytes by 2025,

a more than threefold increase in just five years.

To harness all the possibilities of this newly available information, statisticians

and computer scientists are developing a growing number of tools to handle and

make sense of all this “Big Data”. In the context of finance research, Goldstein

et al. (2021) identify three key properties that define what constitutes “Big” data:

1) it is large in size; 2) it presents a high dimensionality; 3) it is encoded in a complex

structure.

The current growth in data is driven by the rapidly increasing digital footprint

individuals are leaving all over the world. A large portion of it comes in the form of

various and rapidly evolving social media platforms that capture a growing amount

of information and opinions. News outlets and blogs cover events and companies

with ever-increasing depth, and their analyses are constantly growing in number.

Customers and users leave reviews and opinions about firms and experiences on a

growing number of platforms, which allows economic agents to form increasingly

1www.weforum.org/agenda/2021/05/world-data-produced-stored-global-gb-tb-zb
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more informed decisions.

Consequently, an important portion of this new data comes in the form of text,

which by nature fits under the “Big Data” definition: textual datasets quickly reach

large sizes of multiple gigabytes, generally much bigger than numerical row-column

tables traditionally used in finance and economics. Text is also highly dimensional

and innately unstructured, requiring dedicated machine learning techniques from

the field of Natural Language Processing (NLP) to uncover humanly understandable

relationships between written documents and economic quantities.

Numerous economic outcomes are shaped by subjective perceptions and expecta-

tions of economic agents. For example, how employees perceive their workplace will

have a direct impact on the performance of the firms they work for (Harter et al.,

2002; Huang et al., 2015b; Green et al., 2019). Understanding the motivations and

perceptions of key stakeholders has the potential to guide decision-makers in taking

appropriate action to maximize corporate and societal value.

Another example is financial markets. By definition, they reflect the expectations

of investors by medium of stock prices, which correspond to the equilibrium between

supply and demand forces. As a result, any change in price, in excess of priced risk

factors, is either a consequence of a revision in investor expectations about future

cash flows, or a change in perceived risk.

What information do investors rely on to update their expectations? Word-of-

mouth and insider information arguably plays a large part2, but a growing body

of evidence is showing that media and other sources of publicly available informa-

tion have a causal impact on financial markets. In his presidential address, Shiller

(2017) reviews how narratives spread and their importance for investing decisions.

Following this argument, if media play a role in shaping narratives, then, by in-

terpreting news using textual analysis, finance researchers have an opportunity to

better understand the underlying drivers of market movements. In turn, this can

lead to making better investment recommendations, improving capital allocation

and guiding investors to satisfy their individual needs and risk aversion.

An intuitive metric that can be extracted from textual data is sentiment, for

example by relying on classifiers that rank documents on a scale going from negative

to positive tone. Both textual analysis and sentiment are notions that have been

2Roll (1988) provocatively states that, even in hindsight, finance researchers are only able to explain
a small fraction of the variation in stock returns. This finding has remained remarkably robust
over the ensuing thirty years. Recently, Boudoukh et al. (2019) suggested that identifying relevant
information from news, might help challenge this assertion. Therefore, with the progress made
in NLP techniques, we might be at the dawn of a change in paradigm regarding our ability to
explain what drives asset prices.
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gaining traction in the economics and finance literature in recent years, indicating

their growing potential to address economic problems and bring new valuable insights

for finance researchers.

Consider figure I.1 below: it shows the proportion of working papers hosted in

the National Bureau for Economic Research (NBER) database3 which include the

keywords “textual analysis” and “sentiment”. It shows that both subjects have re-

ceived a quickly rising attention from the academic literature. While textual analysis

was virtually non-existent before 2012, its interest has risen sharply among finance

academics, especially over the past five years. Similarly, sentiment is a topic that is

playing a growing role in modern research, especially in the area of financial markets,

since the occurrence of this keyword has roughly doubled over the past fifteen years.

Figure I.1. Proportion of papers hosted on the NBER website including the keywords
“textual analysis” (left) and “sentiment” (right). 15-year trends from January 2006 to
December 2021.

Figure I.1 highlights which areas of economics and finance have predominantly

used the new opportunities brought forth by text analytics: while overall, less than

3% of all papers in the NBER database make use of textual analysis, this number

reaches almost 10% of all papers in the corporate finance section, and concerns just

about 15% of all papers related to financial markets. This observation fits naturally

with the objectives of this thesis: we use different measures of sentiment extracted

from text to address questions related to asset pricing on one hand, and to inform

decision-makers in corporate finance on the other.

It is important to define what we mean by sentiment throughout the different

chapters of this thesis. Since this notion has become a very popular quantity of

interest, different definitions are in use in different contexts. For example, a common

definition when linking investor sentiment to uncertainty or investor irrationality is

3www.nber.org/papers?page=1&perPage=50&sortBy=public date

9



the following: “Investor sentiment, defined broadly, is a belief about future cash flows

and investment risks that is not justified by the facts at hand.” (Baker and Wurgler,

2007, p. 129). However, this definition is specific to a particular research question,

and is generally not the one we rely on when talking about sentiment.

Instead, we rely on the following definition, which appropriately reflects the

multi-faceted nature of sentiment and its ability to provide relevant insights into

a wide variety of research questions in economics and finance:

“Sentiment is the disposition of an entity toward an entity, expressed via

a certain medium.” (Algaba et al., 2020, p. 514).

In particular, in their review of the literature of text analytics in finance, (Algaba

et al., 2020, p. 513) coined the term “sentometrics” as being “the computation of

sentiment from any type of qualitative data, the evolution of sentiment, and the

application of sentiment in an economic analysis using econometric methods.”. This

encompasses our usage of sentiment in the different chapters of this thesis.

In particular, we make use of two specific sentiment measures. First, we seek to

proxy for the content of news stories published in the financial press. We want to

understand how news can influence investors in their revision of expectations about

a firm. To achieve this, we rely on a sentiment measure computed on the text of

those news stories that captures the tone, i.e., the polarity of the information. In

this context, sentiment is the disposition of a journalist (the first entity), toward a

firm (the second entity), expressed via an online textual news feed (the medium). In

particular, we seek to link this sentiment and the associated changes in investor ex-

pectations to questions in asset pricing related to the origin of anomaly returns, and

help understand why certain firm characteristics predict cross-sectional differences

in expected returns.

Second, we seek to proxy for the perception of a key stakeholder in any firm:

employees. We achieve this by identifying key complaints that employees (the first

entity) make about their employers (the second entity), in written reviews that they

post on a social media platform called Glassdoor (the medium). With this form of

sentiment, our objective is to inform decision-makers in corporate finance: we seek

to assess how changes in firm ownership affect this sentiment measure, and thus the

welfare of employees.

The rest of this introduction is structured as follows. In section I, we provide

broader context to the thesis and give the reader an overview of the literature in

finance dealing with sentiment and textual analysis. First, we motivate the search

for sentiment in news by documenting the numerous causal links that the literature
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has established between the media and financial markets in section I.A. Section

I.B reviews the data sources of “Big Data” this literature has typically resorted to.

In section I.C, we document which textual processing techniques the literature has

usually relied on to extract sentiment from text, and investigate some state-of-the-

art techniques in NLP that could provide new insights from text in future research.

Finally, section II highlights the four main research questions that this thesis seeks

to address, and section II.D provides an overview of the structure of the dissertation.

I. Literature Review

A. The causal impact of media on financial markets

Why study the content of financial media? As shown in figure I.1, in finance

and economics, it is the area related to financial markets that has received the most

attention. This feature might be explained by the growing literature showing a

robust causal link between media and financial markets.

The existence of those links invites researchers to further understand the content

of media to guide academics and practitioners alike in their quest to enhance their

understanding of drivers of asset prices and updates in investor expectations. In this

section, we briefly go over some of these documented causal impacts.

News from the financial press can alleviate market frictions by improving the dis-

semination of information. Consistent with this hypothesis, Fang and Peress (2009)

find that low media coverage firms earn higher returns, even when controlling for

usual risk factors. Similarly, Peress (2014) finds evidence that media help to dis-

seminate news and to incorporate them into stock prices. Engelberg and Parsons

(2011) propose an experiment that captures the specific effect of media reporting,

by analyzing differentiated reactions to the same news in different states receiving

different media coverage of the same event. They document that local media cover-

age is strongly linked to local trading patterns. Dougal et al. (2012) find evidence

suggesting that the bias of different journalist cause different market reactions, cap-

tured through significant fixed effects on days when those journalists write news in

the Wall Street Journal.

Foucault et al. (2016) find that trading rapidly on information is crucial for

high-frequency traders, suggesting that public information gets gradually assimi-

lated. Kogan et al. (2021) highlight the role played by news in social media. When

fraudulent news are exposed in a company, not only do investors discount all fraud-

ulent information, but the effect spills over to all news published on the social media
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platform.

Importantly for chapters II, III and IV, news have also a causal impact on market

anomalies. Da et al. (2014) and Hillert et al. (2014) find evidence linking media

coverage to the momentum anomaly, as the latter increases with media coverage.

Finally, Engelberg et al. (2018) show that anomaly returns are elevated on news-days

compared to non-news-days.

B. Sources of relevant sentiment for economic applications

As shown above, we are witnessing a rapid boom in the number of papers in

finance that make use of media and text to tackle economic questions. To help oth-

ers navigate this quickly evolving research corpus, several systematic reviews of this

emerging literature have started to flourish4. Recently, Loughran and McDonald

(2020) provided an update to their initial influential review. Particularly relevant

to this thesis, both because of its scope, and because of its extensive focus on “sen-

tometrics” Algaba et al. (2020) provide and extensive review of both the usage of

sentiment in economic applications and the methods employed to handle “Big Data”

in the context of text.

The field of machine-read text and natural language processing dates back at

least to the 1950’s, with an emphasis put on language translation and mapping

of syntactic structures (Chomsky, 2009). Unfortunately, those first efforts had little

success at their initial objectives. It was only in the late 1980’s that natural language

processing experienced a second coming, with a different mindset: the modern idea

relies on representing semantic structures using statistical and probabilistic models.

Hochreiter and Schmidhuber (1997) were the first to propose recurrent neural net-

works, marking an important milestone in our ability to capture complex structures

inherent to textual data.

From there on, and with the rise of the internet and the need for search engines,

NLP has progressed rapidly over the past two decades, being able to perform a wide

array of tasks with increasing success. Those include Document Summarization,

Machine Translation, Text-to-Speech and Speech-to-Text Conversion, Indexing, and,

of particular relevance for this thesis, Topic Discovery and Modeling, and Sentiment

4Early attempts include Li et al. (2010), Kearney and Liu (2014), and Loughran and Mcdonald
(2016). Given the continuous development of this research area recently, more updated reviews
have followed. Gentzkow et al. (2019a) and Lewis and Young (2019) mainly provide an overview
of methods that can be used to extract relevant information from text and applications in the
context of finance. Das (2019) and Allen et al. (2020) offer a more global view about the future of
financial technologies (FinTech) and the role that big data and natural language processing will
have in it.
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Analysis.

Those methods have gradually found their way into social sciences, and the

fields of economics and finance, in particular, were among the first to leverage their

new possibilities. Nonetheless, this early work leveraging NLP only appears at the

beginning of the 21st century, often used in a context where the aim is to measure

the impact of public information on market movements. Some of the earliest seminal

studies include Antweiler and Frank (2004); Das and Chen (2007) and Tetlock (2007).

From then on, NLP has been used in a wide variety of social sciences, from politics

to history. The rise of social media has further accelerated this trend.

Relevant textual information for social scientists can come in a variety of forms.

As mentioned above, in this thesis we focus mainly on two types of sources. First, we

use news articles, specifically dedicated about company news. News outlets are an

important source of new information, which have been a natural point of interest of

the literature. The most important and used data providers in that domain include

Dow Jones’ (in particular the Wall Street Journal), Factiva, and Reuters, the latter

being our chosen source of news.

Making use of those raw data, commercial providers have started providing senti-

ment metrics databases for news. Those usually assign sentiment scores along a set of

predefined dimensions (polarity, uncertainty, emotional indicators, etc.). Examples

of such databases used in the financial academic literature include Thomson Reuters

MarketPsych (TRMI), Thomson Reuters News Analytics (TRNA), and Ravenpack.

In particular, we use TRNA in chapters II and IV of this thesis, and describe its

sentiment metrics and construction in detail in section II.

The second data source that we use in this thesis consists of reviews left on

websites that can fall under the umbrella term of social media. In particular, we

collect reviews of workers about their employers on Glassdoor.com. Glassdoor has

the advantage of providing a straightforward sentiment metric which is presented as

a score, in which the reviewer rates the company along different dimensions on a scale

from one to five stars, similar to what happens on other websites, such as Amazon

or TripAdvisor. Several papers have leveraged those ratings. For example, Green

et al. (2019) document that firms where employee ratings increase subsequently

earn higher returns, or Huang et al. (2020), who find that outlook ratings forecast

future operating performance. However, those papers just use the ratings left by

employees. Our chapter V provides additional insights into employee sentiment, by

refining the approach and grouping the content of the written reviews along a set of

topics. This allows us to extract the main dimensions of employee complaints from
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the documents.

Other textual sources have also been shown to provide useful information for

various finance and economics-related applications. Examples include annual reports

(Lopez-Lira, 2020), CEO letters (Boudt and Thewissen, 2019), earnings conference

calls (Price et al., 2012; Jiang et al., 2019) and earnings press releases (Huang, Teoh,

and Zhang, 2014b; Boudt, Thewissen, and Torsin, 2018; Arslan-Ayaydin, Thewissen,

and Torsin, 2021), announcements of central banks (Picault and Renault, 2017), and

10-K filings (Jegadeesh and Wu, 2013; Campbell et al., 2014; Hoberg and Lewis,

2017).

Another popular source of text is Twitter, especially in the present context

in which people increasingly gather their news from social media. Azar and Lo

(2016) for example, analyze tweets mentioning the Federal Open Market Committee

(FOMC) and find that tweets can help predict future returns. Other studies have

also used tweets to forecast earnings and returns (Ranco et al., 2015; Bartov et al.,

2017). To link social media sentiment to market movements, Renault (2017) and

Agrawal et al. (2018) use StockTwits, which is a social media platform specifically

dedicated to comment on financial assets.

C. Methods to extract sentiment from text

To classify texts into sentiment metrics, the literature has come up with a

plethora of approaches. Here, we group them in three broad categories, as is of-

ten done in the literature: lexicon-based classifiers, supervised learning classifiers,

and (semi-) unsupervised learning classifiers.

The first approach relies on classifying text using human-constructed lists of

words, i.e., dictionaries dedicated to a specific task. Tetlock (2007) and Tetlock et al.

(2008) provided seminal pioneering work using a general-purpose lexicon of words

(called the “Harvard IV-4 psychosocial dictionary”) to classify news articles based

on the fraction of negative terms. Their findings are also economically important, by

showing that news have the ability to predict future earnings and market movements.

To improve this approach, Loughran and Mcdonald (2011) proposed a lexicon

specifically dedicated to classify text in financial contexts. This dictionary has been

used by others seeking to measure positive vs. negative sentiment in their specific use

cases5. Other examples include Larcker and Zakolyukina (2012), who build their own

5See for example Calomiris and Mamaysky (2019) and Glasserman and Mamaysky (2019) who
compute topic-specific news sentiment by leveraging this lexicon, or Jiang et al. (2019) who use it
to evaluate manager sentiment in corporate financial disclosures, and find that manager sentiment
inversely predicts stock returns. Ahmad et al. (2016) use this lexicon to measure the impact of
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model to detect deceptive speech in earnings conference calls, or Baker et al. (2016),

who use human-annotated text to quantify economic uncertainty, which serves as a

powerful predictor of aggregate investor investment, output, and employment.

Much of the literature has spent significant efforts to build sentiment classifiers

based on supervised machine learning approaches. Most often, those methods have

shown promising performance, either to classify text with precision out-of-sample,

or to nowcast or forecast economic indicators. These types of approaches can take

many forms, and several of those have permitted to make discoveries of significant

economic importance.

The hallmark of supervised classifiers is that they rely on outcome data that

predefines the sentiment categories along which the classification needs to occur.

This annotation can either be done manually, or be embedded in the data.

For example, Jegadeesh and Wu (2013) classify words using a regression ap-

proach, as either positive or negative, based on how the market reacts to words

appearing in 10-Ks. Manela and Moreira (2017) construct a news implied volatil-

ity index (NVIX), where news are classified to capture uncertainty using a support

vector machine (SVM) depending on the level of the VIX. Their measure appears

economically meaningful, as high NVIX appears to be followed by periods of high

expected returns. Gentzkow et al. (2019b) and Engelberg et al. (2021) use a LASSO-

based estimator to measure how closely speech of republicans and democrats in

congress are. This allows them to draw inferences on political partisanship.

Earlier papers often used hand-annotated text to train their machine learning

classifiers. Antweiler and Frank (2004) find that bullishness of messages posted on

Yahoo! Finance can predict market volatility, and weakly stock returns. Li (2010)

documents which firm characteristics best predict tone in firm 10-Ks. Huang et al.

(2014a) show that investors react more strongly to negative tone in analyst reports,

and that the latter are capable of forecasting future earnings growth. All those

studies have in common that their classifier algorithm is a Naive Bayes classifier,

which relies on human-annotated datasets.

More sophisticated techniques of machine learning have also been employed to

help classify text. One crucial challenge with textual data is its extremely high

dimensionality: the number of combinations of words that are possible far exceed

anything that a modern computer can handle. Therefore, it is necessary to repre-

sent textual data in a more condensed fashion which captures the essential features

without losing the essential information.

negative news on stock returns. Others, like Barbaglia et al. (2021) propose their own dictionary
by enriching the original Loughran and Mcdonald (2011) lexicon.
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Motivated by this, the literature has made important progress to propose ever

more performant vector space models (VSM). The idea of a VSM is to map text into

a vector space of reduced dimension, along which all words have a representation

which can be used to measure the similarities and relationships between terms. By

leveraging advances in deep learning, and the aforementioned enormous amounts of

terabytes of data available on the internet as learning corpus, recent models of this

sort have achieved impressive results for different tasks in natural language process-

ing, such as question answering, machine translation, or summarization (Radford

et al., 2019). Progressively, those models are outperforming any carefully hand-

annotated datasets6.

Finally, the third group, unsupervised text classifiers, in particular with the aim

of deducing topics from text, have found significant traction in the finance literature.

One of the most popular models to achieve this task is Latent Dirichlet Allocation

(Blei et al., 2003, LDA). The idea of LDA is to represent observations made of

atomic elements (in this case, documents made of individual words) as a mixture

of an unobserved group of those atomic elements (in this case, topics made from

logically connected words). The advantage of LDA, is that it does not require

human annotation and achieves highly coherent topics. This is also the method that

we employ in chapter V to identify the complaints of employees.

In the literature, multiple papers have used it to answer economic-related ques-

tions. Bybee et al. (2021) use it to summarize business news into humanly inter-

pretable topical themes, and find that the representation of certain themes in the

media is particularly useful to explain a wide range of economic indicators. Calomiris

and Mamaysky (2019) use it to find themes, whose sentiment is particularly useful

to predict future market movements. Hoberg and Lewis (2017) use it to find abnor-

mal text in corporate disclosures to detect fraud. Finally, Larsen et al. (2021) use

it to extract themes from the media which are useful to predict changes in inflation

expectations.

The first of the two sentiment measures used in this thesis is our news tone

measure, which seeks to serve as a proxy for the content of news stories published in

the financial press. We detail the construction and all considerations relating to this

6One of the most influential Vector Space Models has been Word2Vec (Mikolov et al., 2013), which
is capable of predicting words based on surrounding terms in the text, and can thus leverage
context, which is a fundamental feature of language. Pennington et al. (2014) developed GloVe,
which is another VSM, which aimed at outperforming Word2Vec. However, today the state-of-
the-art method is probably BERT (Bidirectional Encoder Representations from Transformers)
(Devlin et al., 2018) and its numerous offspring models that leverage deep learning techniques to
develop language models. As of today, this seems like one of the most prominent directions in
which the field of natural language processing seems to be heading.
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tone measure in section II. Tone is one form of sentiment of an entity about another

entity, which captures a measure of polarity ranging on a scale going from “good”

to “bad”. We refer to tone as being a semantic measure that aims at capturing

how positive (negative) a given text is about an entity. In contrast, we refer to tone

written in cursive as our specific variable of interest capturing the tonality of news

stories about a given firm over a certain period of time. Notice that we may use

tone and polarity interchangeably, as in our context both refer to a measure on a

continuum between two poles: the likelihood of text about an entity being positive

against the likelihood of it being negative.

Tone relies on this second group of classification algorithms, namely on a su-

pervised learning approach. The training set relies on hand-annotated news stories,

where human analysts classify them as either positive, negative, or neutral. Further-

more, prior to performing the algorithmic classification task per se, the procedure

relies on representing the text in a VSM, as described above. The vector space

representation is not as advanced as the most recent state-of-the-art models such

as BERT described above, but generally does a good job to perform a classification

that closely matches the assessment of a human analyst7.

Our second measure of sentiment used in this thesis relies on an unsupervised

classification method, in particular on LDA8. Sentiment of the first entity (the em-

ployees) about the second (the employer) is captured by a more subtle measure

made up of several dimensions. For instance, we represent each text along a set of

25 topics, which are automatically generated by the algorithm, and that we label

to capture the main ideas. Thanks to this representation we are able to find which

employees are more susceptible to complain about low salaries, which ones worry to

be laid off, or which ones are preoccupied by red tape or inefficient procedures in

their company.

Dictionary-based, supervised and unsupervised classification algorithms have

their own strengths and weaknesses. For example, when using dictionaries, re-

searchers have the advantage of having a clear mapping of how inputs cause texts

to be classified in a specific output. Their main drawbacks however, is that they

are limited to the vocabulary defined ex-ante, and that they are unlikely to capture

complex semantic relationships.

Supervised classifiers can overcome these limitations, especially with recent ma-

chine learning advances and the above-described VSM. Generally, they are able

7Details on how the VSM is constructed, as well as the performance (precision and recall) of the
classification algorithm are provided in appendix A.

8Technical details are provided in section II.
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to leverage much greater amounts of data and to model complex non-linear rela-

tionships. As a consequence, their main drawback is that their classification can

ultimately appear too “black box”. It lacks the simplicity and ease of interpretation

of a model predicting a linear increase in output “y” if variable “x” increases.

Finally, unsupervised classifiers are able to model complex relationships along

naturally relevant dimensions that do not appear evident ex-ante to the researcher.

However, their main drawback is that their output is often highly sensitive to the

input parameters chosen by the researcher and that subsequently, the output might

be highly dependent on subjective interpretation. Some procedures to select ap-

propriate input parameters exist, but it is hard to benchmark such models against

“optimal outcomes”.

II. Research questions and contribution

The goal of this thesis is not to provide new methods to capture sentiment

from media, nor to improve on the methodology of existing ones, seeking to make

actionable low-dimensional representations of textual data. Rather, our objective is

to tackle economically relevant questions in finance, for which a relevant proxy of

sentiment was previously not available. Our goal is to show that leveraging the new

sources of information can shed light on phenomena that until now were still poorly

understood.

We seek to provide answers to the following four questions.

A. Do value stocks earn a premium due to the way they react to earn-

ings announcement news?

Market anomalies earn significantly elevated premia on news- and earnings announcement-

days (EAD) (Engelberg et al., 2018). We investigate the origin of this news-premium

for value stocks by looking at the content of firm-specific news stories on EAD. We

proxy news content with a sentiment measure that we call news tone, and find that

i) the EAD premium of value stocks is fully concentrated on bad news-days, and

ii) growth stocks are much more sensitive to bad news on EAD. An asymmetric

response comes about, where value firms appear more resilient to negative media

coverage during announcements. Our results fail in attributing the premium to dy-

namic risk exposures. Nonetheless, we discuss two potential frameworks that do not

go against our observed results: the biased investor expectations and the investor at-
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tention hypotheses. We review how both explanations have the potential to explain

why the EAD value premium is a bad-news premium.

B. What do commonalities in anomaly portfolio returns tell us about

theories seeking to explain market anomalies?

What drives anomaly returns? This question has been a primary driver of the

asset pricing literature over the past thirty years. As a result, many studies have

proposed theories to explain their persistence over time, making predictions about

the drivers of anomaly portfolio’s unexpected returns. Some theories predict cross-

sectional commonalities in revisions to cash flow expectations (i.e., CF news), while

others rely on discount rate shock (i.e., DR news) comovement. Still other theories

rely on exposures to systematic CF news risk, while others argue that firms with

certain characteristics will share greater sensitivities to aggregate DR shocks. To

guide research in understanding the source of anomaly returns, we extend the work

of Lochstoer and Tetlock (2020), and propose a detailed anomaly portfolio decom-

position that allows us to characterize cross-sectional CF and DR news comovement

which is specific to each portfolio’s long and short leg.

Overall, firms sharing similar anomaly characteristics also share common CF

news. Yet, we find significant heterogeneity in unexpected return drivers across

anomaly portfolios: Value, small, and loser stocks are those among which we doc-

ument the most significant comovement in CF news. Contrary to DR shocks, CF

news commonalities also vary over time, depending on aggregate CF and DR news

indicators. Certain anomalies, such as for value and loser stocks, exhibit stronger co-

movement during recessions and negative aggregate CF shocks, suggesting a height-

ened sensitivity to systematic CF risk. In other portfolios, such as among growth

and winner firms, we observe that CF commonalities increase in periods of aggregate

DR stress, such as high investor sentiment and risk aversion. Overall, our results

can help researchers navigate the existing literature on market anomalies, by reject-

ing certain theories (i.e., theories relying on commonalities in DR shocks) and by

reconciling others by separating long and short leg news comovement (e.g., theories

explaining the value anomaly based on exposures to aggregate CF risk, and theories

relying on aggregate DR risk).
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C. What drives a firm to become a value and momentum stock?

The value and momentum anomalies appear as two opposing phenomena. The

literature documents several contrasts between the two, suggesting negatively corre-

lated forces driving the returns of the two anomalies. While the literature shows that

both anomalies exhibit inverse exposures to systematic risk following market crashes,

we shed new light on the opposite drivers behind the two anomalies. We find that

value firms are akin to long-term loser socks, which experienced a sustained price

decline driven by negative CF shocks and negative news tone; yet they are compen-

sated by positive DR shocks, leading to high expected returns. Momentum stocks

contrast, in that they experience a price increase driven both by positive CF news

and positive media coverage; yet also experience negative DR shocks. The negative

DR shocks only materialize years later, as we document a short-term overreaction

to CF shocks: we find that cumulated CF shocks over the past four years positively

predict the next quarter’s return. Overall, our results contrast the value anomaly as

reversal and the momentum anomaly as continuation patterns, echoing the calls of

Cochrane (2011) for a joint explanation of both anomalies.

D. Do private equity firms operate at the expense of target firm em-

ployees?

There is a profound contrast between the press that private equity (PE) firms

receive from politicians in the media9, and the often positive aspects brought by

PE firms documented by academics10. Attacks center around PE practices that

are supposed to affect employees at target firms, who some argue are at the short

end of the stick so that the controlling PE funds can turn in profits. We address

this question by reviewing the change in perception of employees at target firms of

leveraged buy-out (LBO) deals. We compute this sentiment based on the textual

analysis of reviews written on the platform Glassdoor.com.

We find that employee satisfaction decreases following changes in corporate own-

9There are many examples, often related to bankruptcies of PE-owned firms that lead to nu-
merous job losses. An example of direct attacks aimed at PE firms includes this quote from
senator Elizabeth Warren in a letter to Sun Capital: “years of financial tricks and outright lies
to workers are shameful”, and this “financial engineering [...] common in the private equity
industry [...] is an egregious betrayal of the people who dedicated their careers to Shopko.”
(https://twitter.com/forrespect/status/1152265448550993920/photo/1).

10A few examples that the literature documents include that following LBOs productivity improves
(Davis et al., 2014), innovation thrives (Lerner et al., 2011), resilience to economic downturns
improves (Bernstein et al., 2019), or that operational processes get streamlined (Bernstein and
Sheen, 2016a).
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ership, especially following LBOs where the target was previously publicly listed.

Moreover, our textual analysis highlights cross-sectional differences across employ-

ees induced by the arrival of PE firms: non-managers experience a sharper drop in

welfare than managers, which is driven by worries about layoffs, cost-cutting, and

lack of management care. The latter issue is particularly worrisome, as it is the com-

plaint affecting employee welfare the most. Nonetheless, we document that certain

issues become less frequent following LBOs than after other merger and acquisition

deals: issues related to operational processes such as internal politics, lack of com-

munication, slow processes, and overtime, appear less frequently. This allows us a

draw a complete and nuanced picture of the problems that employees face when a

PE sponsor takes over.

Structure of the dissertation

The rest of the dissertation is structured in such a way that each chapter tackles

one of the questions above. Chapter II investigates why value firms earn a premium

on earnings announcement, by looking at the content of news stories. Chapter

III aims at guiding theories for anomaly premia by uncovering commonalities in CF

and DR news shared among stocks with similar anomaly characteristics. Chapter IV

investigates why value and momentum portfolios are driven by opposite unexpected

return news and highlights the correlated differences in media coverage. Chapter

V investigates how employees perceive corporate ownership changes, by extracting

sentiment from written employee reviews on Glassdoor.com. Finally, chapter VI

concludes by reviewing the main findings of the thesis and discussing implications

for future research.
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Chapter II

The Earnings Announcement Day News Value

Puzzle

DARE Wale‡ LAMBERT Marie‡ MORENO Nicolas‡
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ABSTRACT

This paper investigates the role played by news on the premium earned by value

stocks on earnings announcement days (EAD). We find that the entirety of the

dynamic premium is concentrated on bad-news EAD, suggesting that accounting

for news content matters. Our results fail to support sufficient conditions to at-

tribute the premium to dynamic risk exposures, despite controlling for hundreds

of bad-news-specific candidate risk factors. However, our empirical results support

necessary conditions for either biased investor expectations or cross-sectional differ-

ences in investor attention to hold as valid explanations. The relative resilience of

value firms to bad news on EAD, and the asymmetric patterns in news sensitivity

when conditioned on trading volume, are pieces of evidence supportive of necessary

conditions predicted by those models.

‡Wale Dare, Marie Lambert and Nicolas Moreno are affiliated with HEC Liège, Management School
of the University of Liège.
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I. Introduction

Market anomalies earn elevated returns on earnings announcement days (EAD).

Engelberg, Mclean, and Pontiff (2018) show that this phenomenon is robust across

a large set of anomalies. The phenomenon even extends beyond EAD: similar return

premia for long leg stocks of anomaly portfolios exist on any news-day in general. The

source of this premium remains puzzling, as it appears to be difficult to reconcile

within a classical systematic risk framework. However, while the premium exists

on information-days, the content of the news themselves has until now remained

overlooked. This paper aims at bringing a more in-depth understanding of this

premium by exploring cross-sectional differences in news content sensitivity.

We focus on the EAD premium concerning value stocks in particular. To capture

the media content of a firm, we use news tone as a proxy for the news published by

the financial press. News tone represents an intuitive dimension of any news article:

“How likely is the article’s text to be positive or negative for the concerned firm?”.

Based on its method of computation, this measure captures the probability that a

human analyst would classify a news article from Thomson Reuters as either positive

(tone=+1) or negative (tone=-1), for a given firm of interest. This exogenous and

daily proxy for news content allows us to make two novel contributions to understand

the premium of value stocks on EAD.

Our first contribution is to show that earnings announcements are not the only

important factor in the generation of elevated anomaly returns: the content of the

news during EAD also matters. Indeed, compared to other news-days, differences

between value and growth stocks are particularly strong on EAD. On those days,

growth stocks are more sensitive to tone, but this elevated sensitivity only occurs

on bad news releases. Importantly, we are able to fully link the EAD anomaly

premium to the subset of bad EAD news. Controlling for this “bad news effect”

entirely captures the dynamic premium of value stocks on EAD, suggesting that the

EAD-value premium is, in fact, a bad news premium.

Beyond cross-sectional differences, the fact that on average stock returns are

robustly higher on earnings announcement days has been documented for decades1.

For example, Ball and Kothari (1991) find a strong EAD premium that is robust to

increases in systematic risk exposure. Even years later, researchers found that the

premium continues to exist (Cohen et al., 2007) and that it is a global phenomenon,

occurring worldwide across different markets (Barber et al., 2013). Yet, to this

1For early papers that document an earnings announcement premium, see for example Penman
(1984), Chambers and Penman (1984), Kross and Schroeder (1984), and Chari et al. (1988).
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day, the origin of this premium remains subject to debate. Broadly speaking, two

theoretical strands currently co-exist that seek to explain its occurrence.

The first theory relies on the idea that announcing firms face a dynamic expo-

sure to a systematic risk factor. It has the advantage of explaining the persistence

of the premium, which appears not to be arbitraged away over the years, despite

being well-known to investors. Savor and Wilson (2016) propose the following ex-

planation for the nature of this dynamic risk: Announcing firms provide valuable

information to investors about the aggregate market that they can use to revise their

expectations about systematic factors. Therefore, the more a firm’s announcement

informs investors about the aggregate economy, the more the market beta of that

firm should spike on EAD, resulting in a positive premium. Their empirical results

support this hypothesis and Patton and Verardo (2012) also find that firms with

news have elevated betas when looking at intraday data.

Another class of theories seeking to explain the EAD premium revolves around

the investor attention hypothesis of Barber and Odean (2008). The idea is that

individual investors tend to buy stocks that are getting the most media coverage or

significant attention-grabbing events. Because of their limited attention capabilities

and the considerable pool of candidate firms to invest in, their focus is overwhelm-

ingly biased towards companies sending the most visible cues. Furthermore, when

a negative signal about a company comes up, those same investors will likely sell

stocks they already own rather than researching other firms to sell short2. Since

earnings announcements are a cue driving focus on a firm, the resulting prediction

is that attention-constrained investors will push prices up on EAD by creating a net

buying pressure on announcing firms. Chapman (2018) provides evidence in favor of

this hypothesis by showing that announcements drive up EDGAR searches (i.e., lead

to higher investor attention), that first-time investors are biased to buy announcing

firms, and that pre-announcing firms see their EAD premium weakened.

Our second contribution aims at investigating whether the “alpha” of value firms

on EAD can be explained away in light of the newly identified bad-news nature of

the premium. Since our central finding is that cross-sectional differences in the EAD

premium depend on the content of the news, we review the theoretical frameworks

within which cross-sectional variability can arise on EAD. We identify three hypothe-

2Insofar as arbitraging the behavior of individual investors and taking short positions is required,
this theory also predicts a positive link between the EAD premium and trading frictions. For
example, Cohen et al. (2007) and Barber et al. (2013) find that the magnitude of the EAD
premium increases with idiosyncratic risk. Furthermore, they argue that the premium might be
difficult to arbitrage away, given that it would require high levels of portfolio turnover to buy and
sell all the announcing firms in a quarter.
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ses that could lead to the observed “bad-news” EAD-value premium: cross-sectional

differences in either i) dynamic risk exposures ii) mispricing and biased expectations,

or iii) investor attention on EAD. Each hypothesis makes different predictions about

necessary (and sometimes sufficient) conditions for it to hold, which we can explore

empirically.

The first hypothesis relies on the extension of the above notion that announcing

firms face dynamic increases in risk sensitivity. If cross-sectional differences exist

in this dynamic risk exposure, in particular on bad-news EAD, then it might be

possible to link the EAD value premium to this phenomenon. A distinct advantage

of this framework is that testing a sufficient condition to infer its causal relationship

with the dynamic EAD premium can empirically be set up: If bad-news announcing

firms load positively on a systematic risk factor, and this exposure fully captures

the EAD premium, then it would be sufficient evidence to validate this model.

Engelberg et al. (2018) leverage this notion and explicitly test if the premium

for stocks in anomaly long portfolios are caused by a dynamic risk exposure to the

market factor or the long-minus-short anomaly portfolio return. Like them, we find

a positive exposure to these dynamic risk factors. However, despite controlling for

the dynamic risk exposure, the EAD premium of anomalies remains unchanged and

strong, suggesting that they do not fit the requirement to be the driver of the EAD

value premium. We further extend this approach and investigate if cross-sectional

differences in systematic factor sensitivity specifically occur on bad-news EAD; but

again the premium remains robust and unchanged.

Furthermore, since traditional factors fail to explain the anomaly EAD premium

within the dynamic risk framework, we test if exposure to unconventional systematic

factors, including aggregate volatility and news tone, could be driving the elevated

returns. Again, controlling for those factors leaves the EAD value premium un-

changed. We also seek to uncover if any other form of co-movement in stock returns

that can be statistically extracted might be an appropriate dynamic risk factor.

When decomposing stock returns using a principal component analysis (PCA), we

find that no common factor in returns among the first seven-hundred principal com-

ponents (making up about 99% of all the existing variation in returns) captures the

EAD value premium in a dynamic setting. Therefore, over multiple extensions, we

strengthen the findings of Engelberg et al. (2018) that cross-sectional differences in

the EAD premium are likely not driven by systematic risk exposures.

The second hypothesis that can explain cross-sectional differences in reactions to

news on EAD relies on mispricing and biased expectations. The idea is that investors

26



revise their overly optimistic or pessimistic priors to accurately reflect future cash-

flow expectations on days when news are released to the public. This framework

predicts an asymmetric response to news of value and growth stocks on EAD. The

necessary condition for this hypothesis to hold true is that either value (growth)

stocks react less (more) to bad news than growth (value) stocks on EAD, or that

value (growth) firms react more strongly (weakly) to good EAD news.

Our results support this necessary condition, as we observe an asymmetric re-

action, where value stocks have a relatively more muted response to bad news on

EAD relative to growth stocks. Conversely, we find no overreaction to good news

of growth stocks, suggesting that if investors form biased expectations, it must be

that mispricing gets corrected on bad-news EAD. Specifically, if investors are overly

optimistic (pessimistic) about growth (value) stocks, then a piece of bad news for

the latter will trigger an abnormally large (small) negative price adjustment.

Basu (1977) already theorized that erroneous expectations will impact the for-

mation of stock prices. A large corpus of research argues in favor of the existence

of such expectational errors. In asset pricing, several authors leverage this notion

to explain market anomalies3. Greenwood and Shleifer (2014) provide survey evi-

dence in favor of investor over-extrapolation of past performance. Even managers

themselves might be subject to such biases: Bradshaw et al. (2006) find that firms

over-optimistic in their financing decisions subsequently earn low stock returns.

La Porta (1996) and La Porta et al. (1997) provide evidence in favor of system-

atic biases differing across book-to-market characteristics. In this framework, the

biased expectations hypothesis relies on the idea that growth (value) stocks are more

(less) sensitive to bad news because investors over-extrapolate past performance. By

definition, growth stocks experienced a more positive past performance compared to

value firms given their relatively higher price levels. In turn, those firms get often

labeled as “glamour” firms. Our novel news dataset allows us to shed new light and

further justify this notion: growth firms tend to get both significantly more media

coverage, as well as a significantly more positive tone in their media coverage. Fol-

lowing this hypothesis, this “glamourous” bias would lead investors to form overly

optimistic expectations about growth firms relative to value firms; which finally get

adjusted when reality hits with bad news on EAD.

Engelberg et al. (2018) also argue that the biased expectations explanation likely

3Several popular models based on expectational biases seek to explain asset price behaviors that
are otherwise challenging to reconcile in the classical framework of rational expectations (see for
example De Bondt and Thaler (1985), Barberis et al. (1998), Daniel et al. (2001) or Barberis et al.
(2015)).
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fits best with their results. They show that analyst forecasts are overly optimistic

about stocks in long legs of anomaly characteristics. Moreover, consistent with bi-

ased expectations, Skinner and Sloan (2002) document a similar asymmetry, where

growth stock prices have stronger adverse reactions to disappointing earnings sur-

prises. To explain the value anomaly, they rely on quarterly stock returns and

earnings surprises. Here lies another key distinction of our study and added value

of our dataset: we can leverage daily news tone to highlight the unique patterns of

earnings announcement days compared to any other news day.

The third hypothesis that can explain the EAD-value premium relies on cross-

sectional differences in investor attention (Barber and Odean, 2008). As detailed

above, attention-constrained investors will predominantly be driven to buy stocks

that attract their focus in the first place, for example through increased media

attention. Yet again through the attention mechanism or because of short-sale con-

straints, those same investors will be more likely to sell stocks they already own when

negative news hit those firms. This hypothesis, therefore, predicts as a necessary

condition that high-attention stocks will experience a sharper drop in price when

bad news are released.

Since growth stocks have particularly strong negative reactions to bad EAD news,

if those firms are also on average better “attention-grabbers” than value stocks, then

this hypothesis falls in line with our results. Previous studies show that individual

investors tend to be more prone to buy stocks that get important or extreme news

events (Lee, 1992; Hirshleifer et al., 2008; Lawrence et al., 2018), no matter the

direction of the news. Moreover, past performance might also be an important

driver of investor attention, as Aboody et al. (2010) show that firms with the largest

past price increases tend to earn abnormally high returns on EAD and to attract

individual investors. Hence we look at media properties of value and growth stocks.

We find that past price increases and low book-to-market correlate with subsequent

media coverage and extreme news tone, which further suggests that growth firms

are more likely to attract investor attention both prior to and during EAD.

Lamont and Frazzini (2007) also connect the premium around EAD to increases

in trading volume. Consistent with the investor attention hypothesis, they argue

that small, unsophisticated investors might drive these patterns. If it is bad and

not good news that matter on EAD for attention-constrained investors, this idea

predicts that on bad EAD news with high volume, growth stocks will experience

relatively sharper price declines than value stocks. Conversely, differences between

value and growth stocks should be much smaller on good EAD news, since the bias
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of selling stocks already owned does not apply.

This is exactly the pattern that we observe empirically: the difference in returns

between value and growth stocks returns increases exponentially as abnormal trading

volume levels increase on bad news EAD. However, there is virtually no return

differential between value and growth stocks on good EAD news, even for the highest

levels of abnormal trading volume.

Finally, we propose an additional empirical test to compare predictions made by

the biased expectations and the investor attention frameworks. We rely on the well-

studied post-earnings announcement drift (PEAD) (Ball and Brown, 1968), which

is the robustly documented4 tendency of stock prices to continue drifting in the

direction of the earnings surprise in the days and weeks following the announcement.

Interestingly, the biased expectations hypothesis and the investor attention hy-

pothesis make opposite predictions regarding price drifts following announcements

in the cross-section. If bad news on EAD allow for the correction of a mispric-

ing error, we would anticipate no significant price drift for growth stocks following

bad EAD news if the price effectively went back to a just level on EAD. However,

the investor attention hypothesis relies on strong negative price movements driven

by sales of attention-constrained investors. As a result, this theory would predict

that cross-sectionally the PEAD should be weaker for bad-news growth stocks, as

the initial sharp price drop would in that case not reflect an initial adjustment of

mispricing.

Based on this framework, our empirical results provide further support for the in-

vestor attention hypothesis. Following good EAD news, we observe no cross-sectional

differences in the PEAD behaviors5. However, following bad EAD news, growth

stocks experience a relative reversal compared to value firms: this suggests that the

initial overreaction to bad news on EAD warrants a subsequent re-adjustment and

is possibly not fully a reflection of mispricing adjustment.

The rest of the paper is structured as follows. Section II describes the data used

in the paper and discusses key differences of our tone measure relative to previ-

ously used measures of earnings surprises. We document our main results related to

negative tone asymmetry in section III.A. In section III.B we test a large array of

dynamic risk factor candidates. Sections III.C and III.D discuss the biased expec-

4Several studies keep documenting the existence of the PEAD in modern times. See for example
Bernard and Thomas (1989); Mendenhall (2004); Sadka (2006) and Chordia et al. (2009).

5Consistent with the well-documented PEAD, we find that unconditionally, returns keep being
significantly higher (lower) in the days following positive (negative) tone announcements. This
suggests that our tone measure is able to capture similar surprises as the standardized unexpected
earnings (SUE) metrics used in the PEAD literature.
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tations hypothesis and the investor attention hypothesis, respectively, as alternative

theoretical frameworks, and section IV concludes.

II. Data

A. News tone

We label the measure of sentiment that we use in this paper news tone6. We ob-

tain this proxy for news content from the Thomson Reuters News Analytics database.

This database recollects all the US firm-specific news stories that were published in

the Reuters news feed7 starting in January 2003. For each of these news stories,

Reuters computes a score8 which aims at capturing the tonality employed by the

author of the text about a specific company. Importantly, the computation of the

semantic score is independent of the interpretation that a potential reader could

make based on her prior knowledge. Therefore, it is the way in which the author

spins the story and his choice of vocabulary that will be determinant. Consider the

following two examples provided by TRNA:

1. “An explosion occurred in Iraq today, killing 20 people.”

2. “A horrific explosion occurred in Iraq today, murdering 20 people.”

The second version of the story contains loaded words (horrific, murdering) that

unambiguously point towards a negative event. The tone of the first story is more

neutral. Therefore, TRNA will assign a more negative score to the second story.

In the TRNA database, sentiment is computed at the entity level, i.e., at the

firm level. Indeed, instead of providing the general tone of a news article, TRNA

parses the text to identify entities, such as companies, by their names or tickers for

example. This is an important feature for us, as it allows for the computation of

firm-specific news tone.

In appendix A, we detail the procedure that Thomson Reuters employs to com-

pute firm-specific news sentiment measures. In a nutshell, the approach consists of

6We refer to tone as being a semantic measure that aims at capturing how positive (negative) a
given text is about an entity. In contrast, we refer to tone written cursive as our specific variable
of interest capturing the tonality of news stories about a given firm over a certain period of time.
Notice that we may use tone and polarity interchangeably, as in our context both refer to a
measure on a continuum between two poles: the likelihood of text about an entity being positive
against the likelihood of it being negative.

7In a sub-sample of 50.000 news stories, the original source of the news items were traced back
to Thomson Reuters (48%), PR Newswire (26%), BusinessWire (23%), Regulatory news services
(1%) and other miscellaneous news sources (2%).

8The description of the present procedure is based on the Thomson Reuters White Paper for version
1.1 of TRNA.
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first representing the text of each news article in a reduced dimensionality space.

Their approach is similar to the VSM described in chapter I. They call this step of

reducing the vector space “feature extraction”, which they achieve thanks to a model

trained by human-annotated data. Finally, they input this low-dimensionality rep-

resentation of text into a three-layered back-propagation neural network algorithm

to compute the probability that a news falls in either of the following three groups:

“Negative”, “Neutral”, or “Positive”, such as the output of each news-firm pair leads

to the following:

IP(pos) + IP(neg) + IP(neut) = 1 (II.1)

Appendix A provides statistics on the classification accuracy and precision of the

method.

Let’s consider an example to better illustrate the resulting output that we get to

work with:

————————————————

“JP Morgan Chase, Barclays, Goldman Sachs to load CDW IPO.

NEW YORK, March 7 (Reuters) - Technology products retailer CDW,

which was taken private by Madison Dearborn Partners LLC and Provi-

dence Equity Partners for $7.3 billion in 2007, has hired banks for an initial

public offering later this year, people familiar with the matter said. CDW,

which sells products from companies including Apple, Hewlett-Packard and

International Business Machines online and through its catalog, has hired

JPMorgan Chase, Barclays PLC and Goldman Sachs Group to lead the of-

fering, the people said on Thursday. The proposed IPO could raise about

$750 million.”

In this example, multiple entities are brought up. The article mentions banks,

i.e., JP Morgan Chase, Barclays, and Goldman Sachs; private equity sponsors, i.e.,

Madison Dearborn Partners and Providence Equity Partners; clients, i.e., Apple,

Hewlett-Packard, and IBM; and finally there is the target company, CDW. Thomson

Reuters computes a separate score for each of those companies, which it recognizes

thanks to its hand-annotated dictionary of entities and the part-of-speech tagging

described above.

For example, let’s assume that we are interested in gathering information about

Goldman Sachs. TRNA will first provide us with a Relevance score. This score,

which ranges between 0 (the entity is irrelevant in the article) and 1 (the story

is fully dedicated to the entity), indicates how prevalent a company is in a given

31



story. In the news article above, Goldman Sachs has a moderate relevance score

of 0.47. This score is again based on the part-of-speech tagging: firms appearing

in the headline, being mentioned multiple times and appearing as the main subject

will have higher relevance scores. For example, CDW has a relevance of 0.91 in the

above article9.

Next, TRNA provides us with the classification probabilities. In the above article,

Goldman Sachs gets the following score assignment: IP(pos)=0.62, IP(neut)=0.15,

and IP(neg)=0.23. Overall, the tone is thus positive, which seems reasonable since

Goldman Sachs here is involved in an IPO transaction which probably will earn

them fees for their services. Along the same line of reasoning, TRNA assigns a high

probability of the news being positive for CDW, as the latter is showing the promise

of raising additional money for its operations.

Several studies in economics and finance have utilized TRNA to capture the

sentiment content of news stories. Some of the most impactful papers that have used

this data include Hendershott et al. (2015) and Heston and Sinha (2017) to handle

firm-level problems, Calomiris and Mamaysky (2019) to forecast macroeconomic

movements, or even Smales (2014) in the context of commodities. Other papers

that have used TRNA include Uhl et al. (2015); Gotthelf and Uhl (2019); Allen

et al. (2019); Griffith et al. (2020) and Uhl and Novacek (2021).

Of particular interest for the validity of the data is Calomiris and Mamaysky

(2019), who have replicated their results with TRNA and their sentiment classifi-

cation measure, leading to highly correlated indicators and similar results in their

analyses.

Our sample of news stories covers the period going from January 1st 2003 to

December 31st 2017. We match the Reuters entities with the CRSP/Compustat

database by using CUSIP identifiers.

We apply a set of filters before including a news story to our final sample: First,

we impose that a company needs to have a relevance score of at least 0.8 or more10.

This is done to reduce noise and discard news stories that likely will have only

a moderate effect on the perception of a company’s future expected cash-flows and

9As a side note, our relevance score indicates how likely a news is going to have a given firm
as a primary protagonist. We acknowledge that an additional limitation of our matric is that
all news get the same, and thus ”matter the same”. In reality, certain news will reflect more
strongly a firm’s changes in expected cash-flows and discount rates, but our relevance measure is
unfortunately not able to distinguish those particularly important news.

10This threshold is motivated by the work of Boudoukh et al. (2019), who show that to capture
unexpected news from the media it is important to filter out poorly relevant news. It also follows
previous studies using TRNA who have used relevance thresholds ranging anywhere between 0.35
(Heston and Sinha, 2017) and 1 (Smales, 2015).

32



discount rates. Second, we seek to eliminate repetition by discarding all news stories

with a low novelty. In particular, only novelty scores of 0 over the past 24-hours

are considered11, i.e., no similar news about this particular firm has to be published

over the past 24-hour cycle, to avoid news repeating the same information over

two succeeding days and thus drown the signal in noise. This decision is especially

relevant in this chapter, where we work with daily data.

We end up with 2.25 million individual news stories. Since our analysis relies on

matching the polarity of said news stories to stock returns, we compute news tone

for each firm over our chosen trading period as follows:

tonei,t =
1

Ni,t

Ni,t∑
j=1

IP(pos)j − IP(neg)j (II.2)

where Ni,t is the number of news stories for company i over period t, and IP(pos)j

and IP(neg)j are the individual positive and negative probabilities for each individ-

ual story concerning firm i, as defined in equation (II.1). Thus, news tone is simply

the average difference between positive and negative probabilities. Scaling by the

number of stories over the period allows us to compute a variable that is system-

atically comprised between -1 (i.e., all news over period t about firm i are negative

with a probability of 100%) and +1 (all probabilities are 100% positive).

Since we use daily stock returns, the chosen time interval t is equal to one trading

day, going from 15 minutes prior to market close (i.e., 3:45 p.m. ET) up to 15 minutes

to following market close time12.

B. Discussion on news tone

Notice that news tone is a measure that we obtain from probability outputs of a

classification model. We could have used simple categorical polarities (-1, 0, and +1),

but chose to capture news tone by averaging the individual probabilities over a day

for a firm for two reasons. First, appendix A shows the existence of a linear increase

in concordance between the TRNA classification probability and human analysts.

We interpret this as a sign that the greater the positive (negative) probability, the

more distinctively positive (negative) a news is, hence giving us a greater chance

11This decision is directly motivated by Tetlock (2011), who shows that stale news are more likely
to cause noisy price movements, usually unrelated to firm cash-flows and that are only transitory
in nature.

12In chapter IV, we focus on quarterly returns and thus aggregate tone over a longer period of one
quarter, which matches with the data frequency.
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to distinguish moderately bad information from very bad news. Second, since our

tone measure potentially encompasses multiple news on a given day, working with a

continuous variable allows us to give more weight to news with large probabilities,

thus diminishing the risk of missing out on important news signals.

We acknowledge that we proxy for the entire content of text with a single tone

measure, whereas news text might also contain other types of semantic information,

relevant to explaining changes in investor expectations. For example, independently

from vocabulary allowing to distinguish “good” from “bad” news, some features of

the text might inform investors about the (un)certainty of a given news. Depending

on her priors, an investor might interpret certain news as being likely to happen

(and thus give them a heavy weight), whereas another might find this information

irrelevant. However, capturing all the subtleties of text is very difficult, and humans

themselves might not agree on how to interpret the same piece of evidence. This is

why we limit ourselves to an easily interpretable metric, i.e., the likelihood that a

human analyst would classify the news as good or bad for a firm.

In the literature, measures of sentiment take different forms and can have different

objectives. For instance, based on the idea that noise traders can influence asset

prices13, Baker and Wurgler (2006) seek to define “sentiment” as anything that

influences arbitrage forces, either through impacts on investor optimism or pessimism

or through their propensity to speculate. When thinking about “investor sentiment”,

the literature often makes reference to this popular measure, for which Zhou (2018)

provides a review, and to which Huang et al. (2015a) has developed a noteworthy

extension to predict aggregate returns.

Much closer to our tone measure, Tetlock et al. (2008) quantify firm-specific

sentiment by counting the proportion of negative terms in individual news articles.

They find that more negative news forecast negative earnings and that news have

a stronger impact when focusing on fundamentals. Further focusing on fundamen-

tals, many studies investigating market phenomena around earnings announcements

rely on standardized earnings suprises14, which can for example be computed as

the difference between analyst forecasts and realized earnings. Other papers proxy

for firm-specific information by extracting manager tone from financial disclosures

(Jiang et al., 2019) or by quantifying the tone of press releases present in 8-K filings

published on the SEC website (Boudt, Thewissen, and Torsin, 2018).

Our tone measure is agnostic about the underlying causes of why a piece of news

13See for example the model of De Long et al. (1990).
14Many papers rely on this kind of measure. Some examples relevant in the context of this study
include Ball and Kothari (1991), La Porta et al. (1997), or Skinner and Sloan (2002).
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might be “good” or “bad”. News in Thomson Reuters might reflect fundamental

information, for example by reporting that a company exceeds (= positive tone) or

misses (= negative tone) expectations. They might also reflect investor sentiment

which might appear independent from fundamentals going forward at first sight.

For example, if news stories relate past price movements or events related to recent

social media perceptions (think about the coverage received by GME following the

social media hype in January 2021).

Ultimately, tone depends on the spin of the story. Therefore, our underlying

assumption is that our measure captures relevant differences in expectations. For

example, a 10% growth in revenues might appear like a positive change in a vacuum,

but if the expectations were of 20%, the market might be heavily disappointed. This

is the strength of our measure: if realizations miss the mark of expectations, it gets

translated into the vocabulary employed in the news. Finally, compared to other

measures that could be obtained from earnings calls or accounting information, our

measure also consistently computes tone on every single day with stable assumptions,

over a wide range of events and news-worthy information, always differentiating

between the news that are presented as being either good or bad.

C. Sample Statistics

For our sample of daily data, the 2.25 million stories translate into 1.50 million

news-return day pairs. This corresponds to ∼ 14% of all daily return observations

which are matched to a news tone measure. On average, news tone is positive, as

the raw tone measure equals 0.21. Therefore, the average news is more positive than

a no-news day, to which we assign a tone of 0. We observe a lot of variability, as

overall the standard deviation of raw tone is equal to 0.40.

The rest of our data comes from the merge of the CRSP and Compustat databases.

Daily stock returns, prices, number of shares outstanding, and trading volume come

from CRSP, while we collect book-equity data from Compustat. We adjust stock

returns by subtracting delisting returns if available. We compute market equity at

the end of December of year t-1 by multiplying the number of shares outstanding

by the stock price. We compute book-equity as in Fama and French (1993) at the

end of June to ensure valid book-to-market data for the year is public. We classify

firms as “Growth” for a year if their book-to-market is in the lowest quintile at the

end of June, and classify them as “Value” if they appear in the highest quintile. We

adjust daily stock returns by subtracting delisting returns when available. Due to

data availability of the tone measure, our sample goes from January 1st, 2003 up to
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December 31st, 2017.

Finally, notice that we furthermore standardize the tone measure by subtracting

the average of all observations and dividing by the standard deviation. This scaling

results in tone values with a mean centered in 0 and with a standard deviation equal

to 1, which eases the interpretation of regression coefficients15.

Table I - Summary Statistics. This table reports summary statistics of the main
variables of interest throughout this study. The left half reports the statistics estimates
for the EAD subsample only, while the right half reports the statistics for the sample of
observations outside EAD. “Value” and “Growth” refer to all observations classified as
value and growth stocks, respectively. “All” includes all firms. “T-stat DiffAll” reports the
estimate for the Welch t-test difference between the mean estimates between value and all
other stocks, and growth and all other firms. AV ol is the abnormal trading measure as in
Lamont and Frazzini (2007), which is equal to the ratio of a day’s trading volume divided
by the trailing 365 average. All other variables are described in the main text.

EAD Non-EAD

Mean Std Skew Kurt Min Max
T-stat
DiffAll

Mean Std Skew Kurt
T-stat
DiffAll

tone
All -0.23 0.74 -0.20 0.00 -2.40 1.72 0.00 1.01 -0.23 -0.46
VAL -0.31 0.77 -0.13 -0.10 -2.39 1.72 -12.07 -0.06 0.99 -0.16 -0.38 -33.56
GRO -0.21 0.73 -0.20 -0.06 -2.38 1.72 1.07 0.03 1.03 -0.25 -0.53 2.76

surp
All -0.01 0.19 -0.38 3.49 -1.32 1.10 0.00 0.13 -0.96 21.19
VAL -0.01 0.19 -0.47 4.50 -1.03 0.98 -7.85 0.00 0.12 -0.86 27.23 -4.45
GRO 0.00 0.20 -0.36 2.63 -1.09 1.10 -0.76 0.00 0.15 -0.95 16.00 -0.68

NDay
All 0.53 0.50 -0.10 -1.99 0.00 1.00 0.14 0.34 2.14 2.56
VAL 0.44 0.50 0.24 -1.94 0.00 1.00 -26.23 0.11 0.31 2.53 4.39 -81.09
GRO 0.59 0.49 -0.38 -1.85 0.00 1.00 24.28 0.17 0.38 1.73 1.01 160.88

Bad
All 0.18 0.38 1.70 0.88 0.00 1.00 0.04 0.20 4.67 19.84
VAL 0.17 0.37 1.77 1.14 0.00 1.00 -1.28 0.04 0.18 5.03 23.32 -16.09
GRO 0.20 0.40 1.53 0.34 0.00 1.00 10.80 0.05 0.22 4.10 14.78 82.01

Good
All 0.08 0.28 3.02 7.11 0.00 1.00 0.05 0.21 4.38 17.15
VAL 0.06 0.24 3.58 10.78 0.00 1.00 -12.45 0.03 0.18 5.27 25.81 -74.08
GRO 0.10 0.30 2.72 5.40 0.00 1.00 7.80 0.06 0.24 3.73 11.88 93.68

AV ol
All 3.44 4.16 4.19 22.58 0.00 33.35 1.26 1.98 8.86 110.54
VAL 3.33 4.66 4.07 19.92 0.00 33.34 -0.66 1.28 2.26 8.07 89.62 16.44
GRO 3.77 4.16 4.01 21.12 0.00 33.35 16.97 1.26 1.90 9.13 117.24 9.54

Table I presents summary statistics about the variables of interest in this study,

in particular the standardized tone measure described above. Overall, we find that

value stocks get much more negative media coverage than average. Their average

news tone is -0.06, which is significantly worse than average, whereas the average

news article about growth firms has a tone of 0.03. News tone is also significantly

15e.g., a regression coefficient of 5% related to tone could be read as follows: “a one standard
deviation increase in tone implies a 5% increase in return”. We privilege this scale for its intuitive
interpretation.
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less positive on EAD, and value stocks keep having worse news than the others.

Standard deviation of tone also decrease on EAD, suggesting that news are more

centered around the mean. The distribution of tone is negatively skewed, suggesting

ample negative tails and a greater proportion of very bad news than very good news.

This asymmetry is also reflected in the minimum and maximum values of tone.

As a robustness concern, we compute an alternative measure to tone, which we

label surp, for “surprise”. It is defined as the tone in excess of the expected tone.

Indeed, we show in appendix B that tone is a highly persistent variable, and past

tone predicts subsequent tone. Since investors might be more susceptible to react

to unexpected news than to stale information, (Tetlock, 2011) we model expected

tone with a linear regression model. It takes past firm tone, EAD dummies, and

value/growth dummies as independent variables16. The standard deviation of surp

is significantly lower than for tone, but otherwise, we make similar observations as

before, with value firms getting significantly worse news coverage on average.

Not only do growth firms get better news coverage than value firms, but they also

get a significantly more extensive amount of coverage. Both on EAD (59% vs. 44%)

and on non-EAD (17% vs. 11%), growth stocks have more news-day observations,

consistent with their image as glamour firms that attract much attention.

Bad and good news-days are defined as observations where a valid tone measure

falls outside the range of one standard deviation around the mean, i.e., below -0.5 for

Bad news, and above 0.5 forGood news. A greater proportion of observations pertain

to the Bad than the Good news dummy17 during EAD. However, we observe the

opposite on non-EAD. Consistent with their greater overall media coverage, growth

stocks get both more Good and Bad news than value firms.

III. Empirical Analysis

A. The EAD premium of value stocks is a Bad-News premium

Engelberg et al. (2018) show that long legs of anomalies, such as value stocks,

earn a premium on news days and on EAD. Our starting point is to understand how

value and growth stocks react to public information using our measure of news tone.

We follow their approach and evaluate how value and growth stock’s returns differ

on EAD:

16The choice of those variables to model expected tone is justified in appendix B.
17The usage of italic versions of bad and good in this text specifically refer to those two dummies.
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ri,t = αt + β1EADi,t + β2Growthi,t + β3V aluei,t

+ β4EADi,t ∗ V aluei,t + β5EADi,t ∗Growthi,t + ϵi,t
(II.3)

where ri,t is the stock return of firm i at day t, EAD, Value and Growth are dummies

for matching observations and αt are intercepts that capture time fixed-effects. β4

and β5 capture how much higher value and growth stock returns are on EAD than

the average firm (non-value and non-growth). Following Engelberg et al. (2018),

if value stocks earn a premium on EAD, we expect a significant positive β4 and

negative β5, where the spread between the two captures the magnitude of the EAD-

value premium. This specification can be extended to include a variable on which

to condition returns of value and growth stocks on EAD as follows:
ri,t = αt + β1EADi,t + β2Growthi,t + β3V aluei,t

+ β4EADi,t ∗ V aluei,t + β5EADi,t ∗Growthi,t

+ β6Xvari,t + β7Xvari,t ∗ V aluei,t + β8Xvari,t ∗Growthi,t

+ β9EADi,t ∗ V aluei,t ∗Xvari,t

+ β10EADi,t ∗Growthi,t ∗Xvari,t + ϵi,t

(II.4)

In such a specification, β9 and β10 capture by how much value and growth stock

returns (the dependent variable) increase for a one-point increase in Xvar on EAD.

If Xvar is a continuous variable, then those coefficients measure the dynamic sensi-

tivity of value and growth stocks on EAD to this variable. This is useful to capture

dynamic increases in exposure to risk factors, as in Engelberg et al. (2018). If β4 and

β5 drop to zero when including β9 and β10, we can say that changes in sensitivity

to Xvar cause the EAD-value premium.

If Xvar is a dummy, β9 and β10 inform us how much higher returns are on EAD

for value and growth stocks, compared to other stocks with earnings announcement,

all on days when Xvar equals one. In this case, if β4 and β5 drop to zero when

including β9 and β10, it implies that the EAD-value premium occurs on observations

where the Xvar dummy is equal to one.

We implement those specifications in Table II, with tone replacing Xvar. We

find that stock prices move in the same direction as news polarity. A one standard

deviation increase in firm news tone is associated with a 22 basis points (bps) increase

in stock returns outside earnings announcement days. On EAD, this relationship is

about ten times stronger, showing that media content correlates more strongly with

changes in investor expectations when earnings are released.

Specification (1) in Table II documents that the return spread between value

and growth stocks increases on EAD by about 33.8 basis points, which is similar in
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magnitude to the premium documented by Engelberg et al. (2018). Interestingly,

we find a significant difference in sensitivity to tone between value and growth firms

on EAD. By summing all relevant coefficients in specification (4)18, we find that a

one standard deviation change in tone on EAD implies a 296bps difference in return

for growth stocks, but only a 146bps change for value stocks.

Table II - Baseline EAD tone sensitivity. In this table, stock returns are multiplied
by 100 and are the dependent variable. We capture book-to-market rankings with the
Value (highest BM quintile) and Growth (lowest BM quintile) dummies. tone is the news
content variable as defined above. EAD is a dummy for observations falling on earnings
announcement days. We use day fixed-effects and cluster errors by date and firm.

ret

(1) (2) (3) (4)

EAD 0.377*** 0.413*** 0.629*** 0.619***
(15.01) (16.44) (23.22) (22.91)

Growth 0.004 0.003 0.003 0.003
(0.69) (0.56) (0.56) (0.58)

Value 0.042*** 0.045*** 0.044*** 0.044***
(7.85) (8.36) (8.23) (8.26)

EAD & Growth -0.142*** -0.138*** -0.110** -0.010
(-2.77) (-2.70) (-2.16) (-0.19)

EAD & Value 0.196*** 0.200*** 0.241*** 0.152***
(3.79) (3.87) (4.56) (2.84)

tone 0.301*** 0.224*** 0.228***
(46.70) (36.39) (37.96)

tone & Value -0.022* 0.006
(-1.82) (0.51)

tone & Growth 0.046*** 0.022**
(4.71) (2.52)

tone & EAD 1.977*** 1.884***
(36.90) (30.33)

tone & EAD & Growth 0.827***
(7.43)

tone & EAD & Value -0.661***
(-5.82)

date-FE Yes Yes Yes Yes

N 11,086,120 11,086,120 11,086,120 11,086,120
Adjusted R2 0.16 0.16 0.16 0.16

Growth stocks appear therefore to be twice as sensitive to news on EAD. On this

single day, going from a piece of average news (tone=0) to a news story that is one

standard deviation more positive than the mean (tone=1) implies a 1.5% difference

18We sum all coefficient that concern a one-point increase in tone on EAD for value stocks, i.e.,
tone, tone&V alue, tone&EAD and tone&EAD&V alue = 0.228+0.006+1.884+(-0.661) = 0.146.
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in return between a value and a growth stock, on average. Furthermore, compared to

specification (1), we observe in (4) that the EAD premium of value stocks decreases.

The spread goes down from 33.8 to 15 basis points but remains significant.

Figure II.1a illustrates how value and growth stocks react to different levels of

tone polarity on EAD. It is based on a modified version of equation (II.4). Instead

of a single Xvar, we use multiple dummies, that equal one if tone is between -2

and -1.75, between -1.75 and -1.5, and so on, by increments of 0.25 in tone for each

interval. To ensure sufficient observations for each dummy, the extremes (below -2

on the negative side and +1.5 on the positive side19) are grouped together. All

coefficients are estimated in a single regression; therefore we exclude observations

with “neutral” tone, between -0.25 and 0, which serve as the reference point. Since

we focus on the EAD sample exclusively, we can drop the EAD dummies, such that

the tested specification looks as follows:

ri,t = αt + β1Growthi,t + β2V aluei,t

+ β3tone
[min,−1.75]
i,t + β4tonei,t ∗ V aluei,t

+ β5tone
[min,−1.75]
i,t ∗Growthi,t

+ β6tone
[−1.75,−1.5]
i,t + β7tonei,t ∗ V aluei,t

+ β8tone
[−1.75,−1.5]
i,t ∗Growthi,t

+ ...

+ βntone
[1.5,max]
i,t + βn+1tonei,t ∗ V aluei,t

+ βn+2tone
[1.5,max]
i,t ∗Growthi,t + ϵi,t

(II.5)

For the different tone intervals for value, we report the sum of coefficients β2+β3+β4,

of β2+β6+β7, and so on up to β2+βn+βn+1. The sum of those coefficients provides

the difference in expected return of value stocks for a given level of tone compared

to the reference observations with “neutral” news. Since we sum three coefficients,

we report confidence intervals computed based on the sum of the standard errors,

although this is likely a conservative take. It may lead to overly big confidence

intervals since it assumes independence between the coefficients. We apply the same

approach for growth stocks.

Figure II.1a shows how returns evolve as a function of tone on EAD, and Fig-

ure II.1b does it for non-EA days. The most considerable difference between the

two plots is the distinct asymmetry between value and growth stocks to bad news.

19This is because of the asymmetry in tone on EAD as highlighted in Table I. tone has a strong
negative skewness As a result, the 1st percentile of observations with tone is at -2.35, while the
99th percentile is at 1.68. This leads us to choose the asymmetric thresholds in Figure II.1.
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(a) Return on EAD as a function of tone (b) Return on non-EAD as a function of tone

Figure II.1. Return as a function of tone on EAD and non-EAD. Plots the
difference in expected return between growth and value stocks as a function of tone. Point
estimates are computed as in equation (II.5). Error bars represent 95% confidence intervals.
Standard errors are clustered by date and firm and are summed across coefficients to ensure
a conservative approach. The green bars report the difference in returns between value and
growth firms. Each interval is 0.25 in length. The central observations between -0.25 and 0
are omitted and serve as the reference point for the other coefficients. The extremes (below
-2 and above 1.5) are grouped together to ensure bin sizes include sufficient observations.
An additional space marks them on the plot. Figure II.1a estimates the coefficients for the
EAD sub-sample, and Figure II.1b for non-EAD observations.

As tone becomes more negative, returns of growth stocks get even lower, which is

highlighted by the bars capturing the gap between value and growth stocks. While

growth stocks also appear to react slightly more to good news, the difference with

value stocks is much lower. Therefore, the increased sensitivity of growth firms to

tone on EAD appears to mainly be driven by their strong price reaction to bad news.

Conversely, in Figure II.1b we observe little to no difference between value and

growth outside EAD. The price movements for equivalent levels of tone are also

much weaker than in Figure II.1a, as expected by the large interaction coefficient

“tone&EAD” in Table II. Based on those results, we conclude that the asymmetri-

cally large sensitivity to bad news of growth stocks is concentrated on EAD. Value

stocks appear to be more resilient to bad media coverage during the earnings period.

From Table II, we had seen that controlling for the specific sensitivity to tone on

EAD reduces the magnitude of the EAD-value premium. Motivated by the bad news

sensitivity documented above, Table III investigates if the premium is concentrated

on bad news days. We create an interval of one standard deviation around the

mean and define Bad news as observations where tone falls below this interval and

Good news where they fall above. We employ the same specification as in equation

(II.4), except that we replace Xvar with a dummy capturing Good and Bad news
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as follows:

ri,t = αt + β1EADi,t + β2Growthi,t + β3V aluei,t

β4EADi,t ∗ V aluei,t + β5EADi,t ∗Growthi,t

β6Badi,t + β7Badi,t ∗ V aluei,t + β8Badi,t ∗Growthi,t

β9EADi,t ∗ V aluei,t ∗Badi,t

+ β10EADi,t ∗Growthi,t ∗Badi,t + ϵi,t

(II.6)

where we would expect β10 to be negative (growth stock returns drop more on bad

earnings news) and β9 to be positive (the price of value firms is more resilient to bad

EAD news). If the premium is concentrated on Bad days, then β4 and β5 should

drop towards zero. The third column of Table III is consistent with the idea that

the EAD-value premium vanishes when controlling for the sensitivity to bad news

on EAD. It even slightly reverses, as it goes from the initial 33.8bps to -7.8bps.

Moreover, on Bad EAD, growth stock returns are comparatively worse than for

value. On such days, the former have returns that are 350bps lower. At the same

time, value stocks experience a price decrease of only 163bps20, which is consistent

with the greater sensitivity to bad news of growth firms documented in Figure II.1a.

Since this is coupled with the disappearance of the EAD value premium, we conclude

that the relative return increase of value compared to growth stocks occurs on Bad

news days.

This is further confirmed by the last column of Table III, where we control for

the effect of Good EAD news. Here again, we see that growth stocks are more

sensitive to tone, as good news on EAD imply a more significant price increase for

those stocks. However, the spread between value and growth is lower than for Bad

news in column (3), reinforcing the notion of asymmetry documented above. More

importantly, controlling for the return difference on Good EAD does not capture the

EAD value premium, which becomes even more substantial (53bps here vs. 33.8bps

in the baseline). This shows that the EAD value premium does not occur on good

news days and appears because of the greater resilience to bad news of value stocks

on EAD.

B. Systematic Risk

The second part of this paper investigates whether it is possible to trace back to

the cause of the premium of value stocks on bad EAD news. First, we investigate

if our results can be reconciled within a framework for dynamic systematic risk. As

20This is equal to the sum of all the coefficients including the Xvar dummy for Bad news.
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Table III - The EAD-value premium is captured on Bad EAD news. This table
reports estimates for equation (II.4) where XV ar is either the news dummy Bad or Good.
Returns are multiplied by 100, errors are clustered by date and firm and we include date
fixed-effects.

ret

Xvar = (0) (bad) (bad) (good) (good)

0.377*** 0.809*** 0.792*** 0.179*** 0.188***
(15.26) (27.79) (26.71) (7.10) (7.32)

Growth 0.004 0.012** 0.010* -0.003 -0.002
(0.68) (2.37) (1.89) (-0.63) (-0.41)

Value 0.042*** 0.038*** 0.040*** 0.046*** 0.045***
(7.91) (7.04) (7.41) (8.57) (8.45)

EAD & Growth -0.142*** -0.066 0.122** -0.173*** -0.246***
(-2.77) (-1.29) (2.10) (-3.40) (-4.63)

EAD & Value 0.196*** 0.181*** 0.044 0.245*** 0.286***
(3.86) (3.41) (0.77) (4.73) (5.35)

Xvar -0.274*** -0.280*** 0.280*** 0.283***
(-21.19) (-22.26) (33.32) (34.16)

EAD & Xvar -2.312*** -2.205*** 2.243*** 2.136***
(-33.11) (-26.39) (29.03) (22.89)

Value & Xvar 0.062*** 0.009 -0.018 0.003
(2.92) (0.47) (-0.89) (0.17)

Growth & Xvar -0.103*** -0.051*** 0.041*** 0.021*
(-4.97) (-2.78) (2.90) (1.65)

EAD & Growth & Xvar -1.013*** 0.773***
(-6.56) (4.71)

EAD & Value & Xvar 0.856*** -0.699***
(5.54) (-3.56)

date-FE Yes Yes Yes Yes Yes

N 11,086,120 11,086,120 11,086,120 11,086,120 11,086,120
Adjusted R2 0.16 0.16 0.16 0.16 0.16

discussed in the introduction, one possible explanation for the elevated premium

of value stocks on EAD, is that those firm’s beta with some priced risk factor in-

creases dynamically during earnings announcements. We can follow the framework

of equation (II.4) as in Engelberg et al. (2018) to capture the EAD value premium

dynamically. In Table IV we test different candidates as underlying risk factors re-

sponsible for the EAD-value premium. First, we control for dynamic exposures to

the market return and the high-minus-low (HML) book-to-market portfolio return

factor as constructed by Fama and French (1993). While we find that value (growth)

stocks become more (less) sensitive to the HML factor on EAD, the EAD-value pre-

mium remains virtually unchanged (the spread decreases from 33.8bps to 32.2bps)

and stays highly significant. For the market return, the impact is even weaker, as
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we observe no dynamic increase in sensitivity specific to value or growth stocks at

all. Those results confirm the findings of Engelberg et al. (2018).

Table IV - Systematic Risk Factors. This table reports estimates for equation (II.4)
where XV ar represents different candidates for systematic risk factors discussed in section
III.B. “Mkt” is the excess market return and “HML” the high-minus-low book-to-market
portfolio return, both obtained from Kenneth French’s website. “Ivol Mkt” and “Ivol HML”
are the aggregate idiosyncratic volatilities of market and of high-minus-low book-to-market
stocks. “tone Mkt” and “tone HML” are the aggregate news tone of the market and of the
HML portfolio. “EADret” is the value-weighted return of all announcing firms on a given
day. Otherwise, regression specifications are identical to Table II (4). XV ar only appears
in interaction, because all factors only vary in the time dimension and thus are collinear
with the day-FE dummies.

ret

Xvar = (0) (Mkt) (HML) (Ivol Mkt) (Ivol HML) (tone Mkt) (tone HML) (EADret)

EAD 0.377*** 0.375*** 0.376*** 0.230*** 0.353*** 0.368*** 0.353*** 0.164***
(15.26) (15.02) (15.01) (4.46) (14.15) (8.30) (14.15) (6.95)

Growth 0.004 0.001 0.005 0.018 0.004 0.031*** 0.004 -0.003
(0.68) (0.10) (1.23) (1.22) (0.69) (3.39) (0.69) (-0.59)

Value 0.042*** 0.049*** 0.041*** 0.045*** 0.035*** 0.014 0.035*** 0.053***
(7.91) (10.93) (8.03) (2.66) (6.67) (1.51) (6.67) (9.54)

EAD & Growth -0.142*** -0.141*** -0.133*** -0.325*** -0.154*** -0.158 -0.154*** -0.176***
(-2.77) (-2.76) (-2.65) (-3.44) (-2.97) (-1.64) (-2.97) (-3.45)

EAD & Value 0.196*** 0.196*** 0.189*** 0.294*** 0.182*** 0.271*** 0.182*** 0.127**
(3.86) (3.77) (3.70) (2.96) (3.60) (2.98) (3.60) (2.52)

EAD & Xvar 6.006** 6.509 0.053*** 0.040*** -0.044 0.040*** 46.635***
(2.38) (1.08) (2.96) (3.99) (-0.23) (3.99) (22.59)

Growth & Xvar 7.332*** -28.897*** -0.007 -0.000 0.131*** -0.000 1.196***
(5.56) (-12.61) (-0.94) (-0.09) (3.13) (-0.09) (3.65)

Value & Xvar -16.726*** 15.149*** -0.002 0.011** -0.130*** 0.011** -2.595***
(-9.67) (5.09) (-0.19) (2.52) (-3.02) (2.52) (-6.24)

EAD & Growth & Xvar -1.909 -42.256*** 0.068** 0.025 -0.075 0.025 9.045**
(-0.38) (-4.17) (2.13) (1.26) (-0.17) (1.26) (2.50)

EAD & Value & Xvar 2.252 37.429*** -0.034 0.033 0.359 0.033 16.474**
(0.50) (3.17) (-0.99) (1.41) (0.96) (1.41) (2.27)

date-FE Yes Yes Yes Yes Yes Yes Yes Yes

N 11,086,120 11,086,120 11,086,120 11,086,120 11,086,120 11,086,120 11,086,120 10,925,108
Adjusted R2 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16

Next, we test for additional potential risk factors. First, we construct an aggre-

gate idiosyncratic volatility factor based on Ang et al. (2009), which we call Ivol21.

Since we found that the EAD value-growth spread varies as a function of firm-specific

(i.e., idiosyncratic) news content, we investigate if this difference can be linked to

different sensitivities to aggregate idiosyncratic risk shocks. While growth stocks do

indeed exhibit a slightly greater sensitivity to aggregate Ivol on EAD, the dynamic

premium remains, as the value-growth spread on EAD is equal to 62 basis points.

Another potential source of systematic risk that we consider is the aggregate

media tone. We compute a value-weighted aggregate tone measure for the market,

21We compute it as the value-weighted squared residual from a Fama-French three-factor model
that includes the excess market return, the value-minus-growth factor and the small-minus-big
factor.
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as well as the aggregate value-minus-growth tone. Neither value nor growth stocks

are more sensitive to either aggregate tonemeasure on EAD. Furthermore, the EAD-

value premium is virtually unchanged. Thus, we reject aggregate tone as a potential

candidate for a priced dynamic risk factor on EAD.

Finally, the last candidate for a systematic risk factor is the aggregate return

of announcing firms, EADret. For this factor, we compute the average returns of

all firms that announce their earnings each day. The hypothesis goes similar to the

argument of Savor and Wilson (2016). Announcing firms earn a premium because

their beta with the market spikes on EAD. Thus, announcing firms that tend to

co-move more together on EAD could be more highly exposed to a shared source of

risk. Therefore, the goal of the EADret factor is to capture co-movement between

announcing firms. We find that both value and growth firms co-move more with

other announcing firms on EAD. However, the EAD-value premium again remains

unchanged. Therefore, this test also fails to support the existence of an underlying

dynamic risk premium.

Table V - Principal Component Analysis. This table investigates whether any of
the first 700 first common dimensions in stock returns dynamically capture the EAD-value
premium. We run a single regression as in Table IV above for each dimension individually.
To summarize the results, we group dimensions by fifty and report the minimum V-G EAD
spread (i.e., β4 −β5 from equation (II.4) among the fifty dimensions in the second column.
The bottom row reports the minimum across all 700 dimensions. We also report the maxi-
mum spread, the maximum and minimum t-stats of coefficients β5 and β4 respectively, and
the sum of all t-stats for β9 and β10 (the triple interaction coefficients) that are significant,
i.e. whose absolute value is greater than two.

Dimensions
Min V-G

EAD spread
Max V-G

EAD spread
Max t-stat

EAD&Growth
Min t-stat
EAD&Value

# |t|>2
EAD&Value&XVar

# |t|>2
EAD&Growth&XVar

#1-50 0.33 0.35 -2.62 3.76 2 4
#51-100 0.33 0.35 -2.69 3.77 4 2
#101-150 0.33 0.35 -2.68 3.81 1 4
#151-200 0.33 0.34 -2.71 3.78 3 4
#201-250 0.34 0.34 -2.73 3.79 3 0
#251-300 0.33 0.34 -2.73 3.81 3 1
#301-350 0.33 0.34 -2.72 3.82 0 4
#351-400 0.33 0.34 -2.64 3.81 4 4
#401-450 0.33 0.34 -2.62 3.82 2 5
#451-500 0.34 0.34 -2.71 3.83 1 1
#501-550 0.34 0.34 -2.74 3.79 4 5
#551-600 0.33 0.34 -2.69 3.79 4 3
#601-650 0.33 0.34 -2.70 3.81 2 1
#651-700 0.33 0.34 -2.72 3.8 7 4

Total 0.33 0.35 -2.62 3.76 33 38

Since the set of systematic risk factors used above fails to capture the dynamic

EAD premium of value stocks, we test if there is any other common variation in

stock returns that can dynamically capture the premium. We compute the 700 first
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principal components of the cross-section of stock returns using a PCA to achieve

this. We choose this number of dimensions as this captures 98.65% of all the variation

in stock returns22. For each dimension, we run equation (II.4) as before in Table

IV and report the magnitude of the remaining EAD-value premium captured by

coefficients β4 and β5.

Table V summarizes the results. We find that none of the first 700 principal

components of returns effectively capture the EAD-value premium. The lowest

value-growth spread that we observe is still 33.1 bps and remains highly significant.

Therefore, we fail again to find a shared source of systematic risk that captures the

dynamic premium of value firms, even from a large set of statistically generated

common components in stock returns.

Given the failure of systematic risk factors to capture the premium earned by

value firms on EAD, we explore alternative frameworks which can coincide with our

observations and that could give rise to the premium.

C. Biased expectations hypothesis

The biased expectations hypothesis predicts that investors form expectations

prior to earnings announcements that are systematically biased as a function of a

measure varying in the cross-section (in our case, book-to-market). Therefore, a

necessary condition for this hypothesis to hold is that relative to value stocks, on

EAD, growth stocks underreact to good news, that they overreact to bad news, or

both.

This framework might be traced back to the work of Basu (1977), but was pop-

ularized with the large literature in behavioral finance. Barberis et al. (1998) and

Daniel et al. (1998) are prominent examples of theories that attribute momentum

and reversal patterns to systematic biases in expectations. La Porta et al. (1997)

already found that value stocks earn higher returns during earnings announcements.

They argue that investors form overly optimistic expectations about glamour (i.e.,

growth) firms and vice versa for value stocks. Those expectational errors can be the

result of the extrapolation of past performance, as suggested by Lakonishok et al.

(1994). As a result, value (growth) stocks get abnormally positive (negative) earn-

ings surprises on EAD once information about future cash flows becomes publicly

available and investors are forced to revise their biased expectations.

Engelberg et al. (2018) show that analyst expectations about long legs of anoma-

lies have a positive bias. Given their failure to identify a dynamic systematic risk

22See appendix C for the detailed contribution to the variance of each dimension in a scree plot.
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premium, they conclude that biased expectations are the most likely candidate to

explain the EAD-anomaly premium. The empirical observations we document above

section can also fall in line with this explanation.

In particular, we may be able to provide additional nuance to the biased expec-

tations argument: loosely speaking, investors do not appear to be overly pessimistic

about value stocks (otherwise we would expect a strong positive reaction on Good

EAD news for value firms), but rather, they seem overly optimistic about growth

firms. Indeed, the large asymmetric response to Bad news on EAD suggests that

negative news trigger more significant revisions in expectations for growth stocks,

consistent with the idea that investors form overly optimistic expectations about the

latter.

Those results also closely relate to Skinner and Sloan (2002) who also document

an asymmetric reaction of growth stocks on EAD to negative earnings surprises.

However, our findings are able to bring additional insights by contrasting the asym-

metric reaction on EAD, with the symmetrical reaction on non-EAD. This might

suggest that expectations might tend to be systematically biased about earnings

news, but not so much for other types of information that might affect the stock

price of a company.

Moreover, our news tone measure might provide additional insights on why those

biased expectations might form in the first place. In table IX in section II we find

that growth stocks get significantly higher media coverage. More importantly, this

media coverage has a significant negative (positive) bias for value (growth) stocks.

This positive tilt for growth stocks is strongest outside EAD. This consistently higher

and more favorable media coverage might end up shifting expectations that investors

form about a firm’s earnings.

D. Investor attention hypothesis

Alternatively, the results we observe might be consistent with the investor atten-

tion hypothesis of Barber and Odean (2008). The argument relies on the idea that

individual investors are “net buyers of attention-grabbing stocks”. When searching

for a stock to buy, individual investors face the difficulty of choosing among a large

pool of potential candidates. In a complex world, firms that grab their attention

are more likely to be chosen. Intuitively, growth stocks fall into this category, given

their extensive media coverage documented in the data section II. However, when

selling following negative signals, investors do not face the same limitations and sell

the stocks they already own. Therefore, this framework predicts a strong reaction to
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bad news for attention-grabbing stocks and a weak PEAD (Hou et al., 2009), both

features that we observe in our data.

Lamont and Frazzini (2007) also argue that the EAD premium is linked to in-

vestor attention. They contend that earnings announcements can attract investor

awareness to stocks that usually get fewer media coverage and attention. Their re-

sults suggest the existence of a link between individual investors’ buying behavior

and the EAD premium; the latter getting stronger as trading volume increases.

Therefore, we investigate how value and growth stock returns react to Good and

Bad news on EAD as a function of abnormal trading volume (AV ol). AV ol of a firm

at time t is defined as the ratio of day t trading volume divided by the trailing average

of 365 days, as in Lamont and Frazzini (2007). One advantage of this measure is that

it is de facto scaled around 1 for all stocks (as long as firms do not have run-away

increases in trading volume). In Table I we document that growth stocks have more

significant increases in AV ol around earnings announcements, already suggesting

that those firms are subject to more substantial increases in trading activity.

(a) Mean returns as function of Avol per-
centile.

(b) Difference as a function of AVol per-
centile.

Figure II.2. Return as a function of AV ol for Bad and Good news. This figure
plots the difference in average return between growth and value stocks as a function of
abnormal volume (AV ol), on EAD. AV ol intervals are divided in 20 buckets. In plot II.2a,
the dashed lines capture the mean returns for Good, and the lower solid lines average returns
for Bad news. Value stocks appear in blue and growth stocks in red. Figure II.2b reports
the difference in mean returns for a given level of AV ol between value and growth stocks for
Bad (red) and Good (blue) news. The red bars refer to the t-stat of the difference between
value and growth firms for BAD news, and the blue bars to the difference for GOOD news.
The black dashed line indicates a t-stat level of +/-1.96, as indicated on the right axis.

In Figure II.2 we plot the average returns of value and growth stocks as a function

of AV ol. We find that as trading volume rises, the impact of tone increases, i.e., good

news imply higher returns and bad news lower returns. However, we observe once
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again an asymmetry to Good and Bad news. As abnormal trading volume gets very

high on EAD, growth stocks get very negative returns on average. Value stocks also

tend to get more negative returns as trading activity increases, but bad news have

much less of a negative impact on prices for very high levels of volume. For Good

news, however, value and growth firms follow very similar patterns: returns increase

with the magnitude of trading activity and are not significantly different. Loosely

speaking, such a result would be predicted by the hypothesis of Barber and Odean

(2008), where investors sell high-attention stocks they already own (i.e., growth

stocks). It would, however, be difficult to reconcile with an increased propensity

to buy value stocks with good news on EAD, as proposed by Lamont and Frazzini

(2007).

As a robustness consideration, throughout the paper, we employ news tone as

an implicit measure for revisions in investor expectations. Therefore, tone should

capture the surprise, i.e., the unexpected news. We find that firm tone is a persistent

variable that can be forecasted by past tone. We propose an alternative measure

of news tone, which we label surp and aims to capture the surprise, i.e., the unex-

pected component of news tone. We replicate the above results and report them in

appendix B. Those robustness tests conclude that the observations made for tone in

the analyses above remain qualitatively the same and that tone itself is already a

relevant measure for news content.

E. Biased Expectations vs. Investor Attention

As a final consideration, we investigate how the biased expectations hypothesis

and the investor attention hypothesis stack up in an empirical test to the theoretical

predictions of post-earnings announcement drift (PEAD) behavior, first documented

by Ball and Brown (1968). The PEAD23 captures the tendency of stock prices to

continue drifting in the direction of the earnings surprise in the days and weeks

following the announcement. This framework allows us to study how prices evolve

following Good and Bad news and provide insights about potential over-or under-

reaction issues.

Table VI measures the PEAD of value and growth stocks at different horizons.

Instead of using analyst forecast errors (the standard approach in the literature) to

proxy for earnings surprises, we rely on our measure of tone. We find a significant

23Several potential explanations have been put forward to explain this phenomenon. These include
information uncertainty and gradual learning (Brav and Heaton, 2002; Francis et al., 2007),
transaction costs (Ng et al., 2008), idiosyncratic risk, (Mendenhall, 2004) and investor attention
(Hou et al., 2009).
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positive PEAD following good news at the 10, 30, and 90-day horizon. This is in

line with previous literature documenting a continuation of returns in the direction

of the earnings surprise. We also find a negative continuation of bad news, but only

at the 10-day horizon. We find no specific PEAD for either value or growth stocks

following good news. However, growth stocks with bad tone on EAD tend to get

higher returns in subsequent periods.

Table VI - PEAD following tone of value and growth. This table reports the mag-
nitude of the post-earnings announcement drift to Bad and Good news tone. PEADret[1:x]
is the cumulative return of an announcing firm starting in day t+1 after the announcement
up until day t+ x. We focus on the EAD sub-sample exclusively and thus drop the EAD
dummy. Otherwise, the regression specification is identical to Table II.

PEADret[1:10] PEADret[1:30] PEADret[1:90]

(1) (2) (3) (4) (5) (6)

Growth -0.131** -0.059 0.050 0.158 0.037 0.239
(-2.09) (-0.92) (0.48) (1.51) (0.17) (1.07)

bad -0.184** -0.039 -0.074
(-2.03) (-0.25) (-0.24)

Value 0.271*** 0.243*** 0.464*** 0.429*** 0.955*** 1.179***
(3.29) (3.03) (3.47) (3.25) (3.63) (4.28)

Growth & bad 0.459** 0.738** 1.516**
(2.58) (2.50) (2.52)

Value & bad -0.144 -0.051 0.900
(-0.66) (-0.14) (1.31)

good 0.329** 0.475** 1.179***
(2.13) (2.04) (2.84)

Growth & good -0.107 0.031 0.517
(-0.38) (0.07) (0.55)

Value & good -0.150 0.542 -1.593
(-0.45) (1.08) (-1.56)

date-FE Yes Yes Yes Yes Yes Yes

N 90,776 90,776 90,202 90,202 86,802 86,802
Adjusted R2 0.25 0.25 0.24 0.24 0.24 0.24

Those results again hint toward an asymmetry to bad news. Growth firms ex-

perience a relatively stronger reversal following bad news tone on EAD. However,

the PEAD of value stocks is not stronger following either Good or Bad news. This

result appears to be running contrary to the biased investor expectations hypothesis.

Indeed, if the strong reaction to bad news of growth stocks was to adjust for expec-

tational errors, then we would not expect to observe a relatively increased reversal

post-EAD specifically following those same bad news.

On the other hand, those patterns are consistent with predictions of the investor

attention model. Indeed, if the larger price decline to bad EAD news of growth
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stocks reflects downward sale pressure from attention-constrained investors, then we

would expect an abnormally large negative return on EAD, followed by a reversal

and adjustment compensating for the initial downward pressure.

IV. Discussion and Conclusion

Value stocks earn a return premium over growth stocks on news days when public

information is released. This effect is particularly strong on earnings announcement

days, as documented by Engelberg et al. (2018). By using an exogenous measure

of media tone to proxy for the content of firm-specific news, we find that the EAD-

value premium is concentrated on Bad news days. Indeed, a dummy controlling

for bad EAD news captures the entirety of the dynamic premium. This occurs

because growth stocks are more sensitive than value firms to news tone on EAD,

and appear significantly more so when news sentiment is negative. There is a distinct

asymmetry between value and growth firms: On average, value and growth firms

experience similar price increases for an equivalent Good news on EAD; however,

growth stock prices will decline significantly more for an equivalent Bad news.

Despite being concentrated on the subset of bad news days, the EAD-value pre-

mium could still result from dynamic increases in risk exposure, if this risk increases

on bad EAD specifically. This risk exposure hypothesis posits that value firms will

load more on a systematic risk factor during EAD. Controlling for this increase in

risk exposure should capture the EAD-value premium. Therefore, the predictions

of this model can directly be tested with candidate risk factors. Our results reject

a large set of systematic risk factors as candidates for the dynamic risk premium of

value stocks, including the aggregate market return and tone, high-minus-low book-

to-market return and tone, aggregate idiosyncratic risk, and aggregate announcing

firm return. We also reject the first seven-hundred dimensions of common variations

in returns, computed using a PCA, as relevant dynamic risk factors. Therefore, we

do not find supporting evidence for the systematic risk hypothesis.

Rejecting systematic risk as the cause for the premium earned by value firms on

EAD has the following implication: other candidate explanations need to step in to

account for the phenomenon. We discuss multiple potential alternative frameworks,

motivated by prior research.

A credible candidate explanation relies on biased investor expectations. Like

previous studies, including Engelberg et al. (2018) and Skinner and Sloan (2002),

the asymmetry to Bad news that we document fits naturally within this framework.

51



It suggests that investors are overly optimistic about growth stocks, such that bad

news on EAD cause a big surprise and a large negative revision in expectations.

Looking at it from a different perspective, it can also be interpreted as investors

overly anticipating bad news for value stocks, such that the latter are more resilient

to negative announcements.

Directly testing this hypothesis is difficult, as the underlying quantity of interest

(i.e., aggregate investor expectations about firms, and changes thereof over time) is

complex to measure and represents a limitation to our study. The closest we can

get is to mimic the approach Engelberg et al. (2018), who found that analysts tend

to be overly optimistic (pessimistic) about forecasts of firms in long (short) legs of

anomaly portfolios. Investigating whether those surprises to analyst expectations

are systematically more biased during bad news, EAD, might be a future research

avenue that could further strengthen the case of this hypothesis.

Our results may also concur with explanations relying on investor attention, such

as in Barber and Odean (2008), where individual investors tend to overly sell high-

attention glamour (i.e., growth) stocks they already own. Again, we do not dispose

of the entire detailed order book of the market, and hence cannot determine whether

the relative out-(under-)performance of value (growth) firms on bad EAD is driven

by holdings and selling activity of individual retail investors. One possible future

research avenue is to leverage data containing individual investor trading activity.

Kaniel et al. (2012) for example, use trading data from the NYSE’s Consolidated

Equity Audit Trail Data (CAUD) files to proxy for individual investors’ trading

activity.

Finally, our results also call for future research extending beyond the value

anomaly. While a story relying on investor attention fits nicely with the differences

in news coverage and the “glamour” factor of growth and value firms, it remains to

be seen if the EAD premium of all anomalies, as in Engelberg et al. (2018) occurs

on bad news days. Moreover, despite the lack of evidence in favor of a dynamic

risk explanation, it may be possible that to capture the changes in exposures to

aggregate risk, high-frequency data is required. An intraday signal, similar to the

one used by Patton and Verardo (2012), might serve as a better proxy
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Chapter III

Conditional Drivers of Anomaly Comovement

MORENO Nicolas‡

April 2022

ABSTRACT

This paper provides evidence that anomaly-specific commonalities in cash-flow (CF)

news can vary as a function of time-varying proxies for market CF and discount-

rate (DR) news. Our framework allows us to capture cross-sectional differences

highlighting separate comovement sensitivities of stocks in long and short legs of

anomaly portfolios. Reconciling multiple theories explaining anomaly returns, we

find that value, small, and loser stocks exhibit stronger CF comovement in periods of

market CF stress and recessions. Conversely, CF news covariance between growth

and winner stocks increases in periods of market DR stress, for example, when

investor sentiment is high. Our framework can generate those novel insights by

separating anomaly-specific CF and DR variance elements from other CF and DR

variance components common to any well-diversified long-minus-short portfolio.

‡This paper appears as a single-authored chapter for my PhD dissertation at HEC Liège. It would
however never have existed without the tremendous help of Marie Lambert and Denada Ibrushi.
Both their guidance and contribution have been essential, and therefore I am hopeful that they
may rejoin as co-authors, should this paper proceed in the publication process. At this stage, and
as a chapter of my thesis, this paper is not intended for circulation.
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I. Introduction

The asset pricing literature faced a dramatic change in paradigm when it grad-

ually came to the realization that variations in expected returns are responsible for

the majority of comovement in stock returns. The literature now traces most of the

variation in returns of aggregate portfolios of stocks back to common discount-rate

(DR) news (Campbell and Ammer, 1993; Cohen et al., 2003; Savor and Wilson,

2016). At the firm level, updates in cash-flow (CF) expectations are the primary

driver of unexpected returns (Vuolteenaho, 2002). However, the latter diversify away

at the market level due to weaker CF shock correlations in well-diversified aggregate

portfolios (Chen et al., 2013).

In parallel, a significant portion of the research in asset pricing has dedicated its

focus to understanding the mechanisms driving return predictability in the cross-

section (Cochrane, 2011). Researchers have documented numerous so-called market

anomalies over the past decades: along specific characteristics, stocks ranking high

in certain dimensions consistently outperform those with a low ranking. There-

fore, it has become common practice to proxy the payoffs of anomaly exposures

by building well-diversified portfolios that go long stocks with a high ranking for a

given anomaly characteristic and short those with the lowest ranking. Such long-

minus-short (LMS) portfolios can capture the premium of anomalies with a near

market-neutral exposure.

However, to understand why persistent anomalous deviations from classical asset

models subsist, it is necessary to understand the source of comovement induced by

anomaly characteristics. Some theories predict that anomaly returns are mainly

driven by shared DR shocks, others by common CF shocks. Still, other theories rely

on mechanisms predicting conditional increases in anomaly characteristics’ exposure

to either CF or DR risk factors. To help researchers navigate the extensive literature

seeking to provide explanations for anomaly premia, Lochstoer and Tetlock (2020)

propose to empirically estimate the yearly CF and DR variations of well-diversified

LMS portfolios. Their main conclusion is that CF news are the main driver of LMS

anomaly portfolios and that neither anomaly CF nor DR news correlate with either

the business cycle market CF or market DR news.

In this paper, we can shed new light on the drivers of anomaly returns, by mak-

ing two principal contributions. First, we show that the dominance of DR shock

variation at the market level plays a crucial role in investigating LMS anomaly port-

folios’ drivers. Actually, we show through simulations that any well-diversified and

randomly generated LMS portfolio has CF shocks that account for a significantly
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greater portion of its variance than DR shocks. By proposing a detailed decom-

position of the variance of any LMS portfolio, we are able to highlight the origin

of this empirical observation: It is the strong correlation in DR news between any

well-diversified long- and short-leg portfolio that ends up pushing the DR variance

of all LMS portfolios down.

Indeed, we show that the sum of three terms makes up the CF (DR) return

variance of any LMS portfolio:

(i) Minus two times the covariance between the aggregate long and aggregated

short leg portfolio CF (DR).

(ii) The sum of the individual firm CF (DR) variance terms.

(iii) The sum of all CF (DR) cross-covariance terms between firms in the long and

short leg portfolios.

Notably, the first term (i), capturing the covariance between the long and short

portfolio’s aggregate CF and DR news, is of consistently more negative magnitude

for DR news than for CF news. This holds true for any of the two well-diversified

long and short portfolios, because of the dominance of DR news at the market level.

As a result, the total DR variance of any LMS portfolio is dramatically reduced so

that CF news always dominate.

This observation begs a crucial question: if CF news are the main drivers of

any well-diversified LMS portfolio, how can we identify stocks’ CF and DR drivers

specifically linked to their anomaly characteristics? How can we measure variance

drivers of anomaly portfolios that are not influenced by the dominance of DR news

at the aggregate level?

Here lies the second and central contribution of the paper. Our detailed LMS

portfolio variance decomposition allows us to distinguish comovement patterns within

stocks sharing similar anomaly characteristics that significantly differ from comove-

ment among other random groups of stocks. We can measure the magnitude of this

comovement thanks to the third term of the decomposition (iii), which captures

covariance among stocks with similar anomaly characteristics. This novel approach

allows us to bring a fine-grained understanding of the drivers of anomaly returns.

We highlight that CF comovement dominates, and we underscore cross-sectional

differences. Importantly for theories explaining anomaly returns, we show that CF-

comovement across stocks with certain shared anomaly characteristics varies as a

function of aggregate CF news and the business cycle, whereas for others, it is sen-

sitive to changes in aggregate DR shocks.
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Over the years, the literature has proposed several frameworks predicting the

existence of anomaly premia. We can regroup those theories into two broad types of

predictions. The first type makes predictions about the primary driver of anomaly

return variance.

In theories where DR news are the main drivers of anomalies, cross-sectional

differences in returns arise due to commonalities in discount rate revisions linked

to anomaly characteristics. For example, noise trading models where costly arbi-

trage causes positive feedback effects1 rely on constant CF expectations and prices

deviating from fundamentals through revisions in expected returns. Other models

posit that irrational investors can cause stocks to comove more with other stocks

sharing similar anomaly characteristics than what their underlying cash flows would

predict2. In such behavioral models of style investing, cross-sectional differences

in price deviations from fundamentals arise due to implied later reversals towards

fundamentals and thus variations in discount rates.

Our results cast doubt on the idea that this type of theory is the main driver

behind anomaly returns. Generally, for all five anomaly portfolios that we study,

DR comovement for stocks with similar anomaly characteristics does not exceed DR

comovement among other random groups of stocks.

On the other hand, our empirical observations suggest that commonalities in CF

news play a crucial role in generating anomaly returns. We observe that almost

all stocks sharing similar anomaly characteristics have CF comovement levels that

are orders of magnitude higher than randomly sampled firms. Importantly, we can

disentangle comovement across firms within each long and short leg separately for

all five anomalies that we study. Our results suggest that compared to randomly

sampled portfolios, firms with high book-to-market (i.e., value, +204%), low market

cap (i.e., small, +282%), and strong negative momentum (i.e., loser +298%), are

those where commonalities in CF news are the strongest.

Several theories explaining anomaly returns rely on CF news as the primary

source of variation. Usually, those models suppose a negative correlation between

anomaly CF and DR news. Consider, for example, frameworks suggesting that

anomaly prices deviate because of investor misvaluations. An entire class of models

relies on this idea of mistaken expectations and proposes that investors overreact to

1Examples of such models include Black (1986), De Long et al. (1990) and Shleifer and Vishny
(1997).

2Barberis and Shleifer (2003) derive a theoretical model for an economy where investors follow
investment styles (e.g., value, growth, momentum) as a function of their popularity. Barberis
et al. (2005) and Boyer (2011) are examples of papers that provide evidence for excess comovement
among stocks sharing certain characteristics.
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cash flow signals3, which in turn lead to later reversals pushed by the DR channel.

As Lochstoer and Tetlock (2020) put it, if anomaly characteristics are predictors of

exposure to CF shocks, then those characteristics will imply stronger price reactions

to CF news, which are further amplified by an opposite DR shock. Therefore, such

overreaction models predict strong commonalities in CF movements within anomaly

portfolios and a negative correlation between anomaly CF and DR news4.

Rational models can also predict persistent anomaly returns while implying neg-

ative correlations between CF and DR news. Following, Kogan and Papanikolaou

(2013) for example, a positive technology shock (i.e., a CF shock) can simultane-

ously trigger a decrease in expected returns. If anomaly characteristics are linked to

exposures to such shocks, then long-minus-short anomaly portfolios will also exhibit

a negative correlation between CF and DR shocks.

A second class of models makes predictions extending beyond the relative im-

portance of CF and DR news in anomaly variance. Indeed, some theories explaining

anomaly returns assume that cross-sectional differences in risk exposures to either

systematic CF or systematic DR factors can give rise to rational and sustained de-

viations from classical asset pricing models.

Some theories assume that anomaly premia arise due to exposures to sources

of systematic risk linked to aggregate CF shocks. For example, in the case of the

value anomaly, Fama and French (1996) provide a compelling argument why high

book-to-market stocks (i.e., distressed companies, closer to bankruptcy) should earn

a premium due to investor hedging preferences during periods of economic down-

turn, i.e., a stressful aggregate CF event. This kind of explanation implies a greater

sensitivity of value stocks to negative market-wide CF events, such as recessions. It

also relies on cross-sectional differences in CF comovement along anomaly charac-

teristics5.

Berk et al. (1999) and Zhang (2005) also propose models that explain anomalies

by relying on differing sensitivities to market CF movements. In Zhang’s model,

3Models for anomalies based on investor overconfidence and extrapolation leading to biased expec-
tations include Daniel et al. (1998, 2001), Barberis et al. (1998, 2015, 2018), Odean (1998), and
Hong and Stein (1999). Greenwood and Shleifer (2014) provide survey evidence of investor extrap-
olation, and Cassella and Gulen (2018) show that levels of investor extrapolation are time-varying
and affect the levels of expected returns.

4Empirically, this negative CF/DR correlation seems to be sensitive to the choice of empirical
specification, but since our baseline parameters are based on Lochstoer and Tetlock (2020), it is
a feature that we also observe across anomaly portfolios. This is a result that we do not derive
from our detailed portfolio decomposition.

5Early papers showed mixed results on the relative importance of the long-horizon CF vs. DR
variance between value and growth stocks (Lakonishok, Shleifer, and Vishny, 1994). However,
subsequent empirical studies point to the existence of cross-sectional comovement in earnings and
profitability (see for example Fama and French (1995) and Cohen, Polk, and Vuolteenaho (2003)).
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value firms have a high level of assets in place, making it difficult to smooth the

impact of negative aggregate productivity shocks (such as recessions) when they oc-

cur. Such a model predicts that value stocks will exhibit strong comovement during

stressful aggregate CF events. Consistent with this idea, Campbell and Vuolteen-

hao (2004) show, also using an empirical decomposition of market CF and DR news,

that value firms covary more with market CF shocks. Cohen, Polk, and Vuolteenaho

(2009) obtain similarly higher CF betas for value stocks by proxying for CF shocks

using accounting measures.

Other theories posit that anomalies might also arise because of differing sen-

sitivities to systematic DR shocks. Lettau and Wachter (2007) argue that growth

stocks are long-duration assets, which results in their cash flows being more sensitive

to changes in aggregate discount rates. Consistent with this idea, Campbell, Polk,

and Vuolteenaho (2010) find that CF variations mainly drive growth firms’ price

movements and that their common source of risk is linked to market DR shocks.

According to such theories linking anomaly returns to time-varying risk aversion

(Santos and Veronesi, 2010), one would expect growth stocks to experience spikes in

comovement during high sentiment periods (Baker and Wurgler, 2006) or in periods

of high risk aversion, for example, when the default spread is large.

Our empirical findings allow us to reconcile those different theories. We docu-

ment time-varying changes in comovement among stocks with similar anomaly char-

acteristics. Importantly, depending on the anomaly characteristic, those changes are

either conditional on variations in aggregate CF news or variations in market DR

shocks. To proxy for updates in aggregate CF and DR expectations, we use one-year

changes in estimated market CF and DR news, as well as macro-economic indicators

related to aggregate CF stress (i.e., recession dummies and 1-year GDP change) and

aggregate DR stress (i.e., credit spread and investor sentiment).

A key advantage of our research design is that it enables us to measure dynamic

changes in comovement separately for long and short-leg portfolios. This allows us

to shed new light on the drivers specific to each characteristic of anomaly portfolios,

compared to measures where aggregation in LMS portfolios might end up mixing

overlapping signals and exposures to CF and DR risk. Moreover, our specification

employing quarterly estimates of CF and DR news further allows us to uncover

dynamic risk exposure patterns that could previously not be identified with yearly

data.

For example, consider the case of the value anomaly. In hard times, such as

recessions, comovement of CF news between stocks increases. This is true within
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any random portfolio of stocks, but CF comovement becomes distinctively stronger

for stocks with high book-to-market ratios (+337%, t-stat=7.35). Consistent with

the theoretical explanations for the value anomaly proposed by Fama and French

(1996) and Zhang (2005), we also observe stronger CF comovement within the long

leg of the value anomaly in periods where other proxies for market CF shocks are

also negative: when 1-year GDP growth and 1-year change in market CF news are

in the lower third, we observe comovement among value firms increasing by 300%

and 269% respectively. This increase in CF comovement is significantly greater than

for periods of positive market CF news. It is also consistent with models suggesting

shared risk exposures of value stocks to permanent market contractions. In contrast,

we find no patterns distinct from random portfolios when conditioning value stocks’

DR news to market CF news. This further cements CF news as the primary driver

of anomaly returns.

Growth stocks exhibit opposite patterns. Comovement among stocks with low

book-to-market ratios does not significantly spike during negative market CF peri-

ods and, on the contrary, tends to increase when market conditions are favorable.

However, patterns are noticeably more apparent when conditioning on aggregate

market DR news. While CF news of growth stocks do not comove more strongly

in positive market DR news periods, we observe a sharp comovement increase in

periods of aggregate DR stress. When investor sentiment and 1-year market DR

news are the lowest or when credit spread is the highest, growth stock CF comove-

ment significantly increases over baseline (between +75% and +192%). This fits on

justifications for the low growth stock premium based on their cash-flow duration

(Lettau and Wachter, 2007), and overall reconciles multiple explanations for the

value anomaly that might all play together to explain its persistent premium.

Our results can also guide researchers in understanding the drivers of other

anomalies. For example, small and loser firms also exhibit strong CF comovement,

which seems to be specific to their anomaly characteristics. Both portfolios also show

comovement patterns similar to value stocks: the CF covariance of small and loser

firms is strongest in periods of recession and negative market CF news. Previous

research has robustly documented that the momentum anomaly underperforms in

the periods around recessions. Our observations might further strengthen the case

of theories suggesting that loser stocks might earn a risk premium specifically fol-

lowing recessions and market-CF panic states. For example, Daniel and Moskowitz

(2016) explicitly suggest that “up-market betas” are asymmetrically high for loser

stocks (compared to winner stocks) following recessions, which coincides with our
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documented elevated CF comovement patterns.

Our study contrasts with Lochstoer and Tetlock (2020) in that our simulations

show that aggregate portfolio dynamics have a large weight in long-minus-short

portfolio variance, making it necessary to take them apart to understand anomaly-

driven variance in the cross-section. Therefore, our detailed decomposition allows

us to shed new light on anomaly-specific comovement, thus providing new guidance

for researchers seeking to navigate different theoretical explanations for anomaly

returns. In particular, we are able to make distinguishing contributions having

implications to understand the source of anomaly premia: First, our results are

consistent with theories putting forward underlying systematic CF and DR risk

factors to explain anomaly returns, thus supporting the extent literature attributing

anomalies to different sources of risk. Second, we find that CF news are indeed the

main drivers of anomaly comovement, but that differences exist across anomalies,

suggesting that a one-size-fits-all explanation for all anomalies is unlikely to make

the cut, marking another distinction with Lochstoer and Tetlock (2020).

The rest of the paper is structured as follows: section II lays out our detailed

portfolio variance decomposition. Section III presents our empirical approach to

estimating quarterly CF and DR news. Section IV.A shows how CF shocks mainly

drive any randomly simulated LMS portfolio. Section IV.B illustrates how anomaly

CF and DR comovement differs from random portfolios. Section IV.C reports the

time-varying conditional CF and DR comovement decompositions. Finally, section

V provides a discussion about theoretical frameworks for anomalies and how they

relate to our observations, and section VI concludes.

II. Detailed decomposition of long-minus-short

portfolio return variance

Based on the decomposition of Campbell and Shiller (1988a), unexpected returns

can by definition by split into two components: revisions to cash-flow expectations

(i.e., CF news or CF shocks), and revisions to expected returns (i.e., DR news or

DR shocks). It follows, that we can also decompose the variance of long-minus-short

anomaly portfolio returns into separate CF and DR shocks components. Lochstoer

and Tetlock (2020) find that CF variance is always significantly bigger than DR

variance for the five anomaly portfolios that they study6. We seek to go deeper, by

6Those five anomaly portfolios are sorted on Book-to-Market, Size, Profitability, Investment, and
Momentum. In this paper, we study the same five anomalies.
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further decomposing the portfolio CF and DR shocks. Indeed, LMS portfolios can

be expressed as a weighted sum of individual firm’s stock returns. Therefore, we can

just split it in its different components, to understand why CF shocks dominate the

way they do for anomaly portfolios. We can re-write the variance of a portfolio’s

long-minus-short return (i.e., be it the CF return, DR return or total return) as:

V ar(rLMS) = V ar(rL − rS)

= V ar(rL) + V ar(rS)− 2Cov(rL, rS)
(III.1)

where r denotes the vector of returns, and LMS, L and S the long-minus-short,

long-leg, and short-leg portfolios, respectively. Long and short portfolio variances

are equal to the value-weighted sum of their constituents, as follows:

V ar(rL) = V ar(

NL∑
i=1

ri · wi)

V ar(rS) = V ar(

NS∑
i=1

ri · wi)

(III.2)

where NL and NS are the number of stocks in the high and low portfolios and wi

is the weighting vector based on market equity for cap-weighted portfolios. Since

the variance of a sum of random variables can be expressed as the sum of all the

individual variances plus the sum of two times all cross-covariances, we can re-write

equation (III.2) as follows:

V ar(

NL∑
i=1

ri · wi) =

NL∑
i=1

V ar(ri · wi)

+

NL∑
j=1,j ̸=k

NL∑
k=1,k ̸=j

2Cov(rj · wj , rk · wk)

V ar(

NS∑
i=1

ri · wi) =

NS∑
i=1

V ar(ri · wi)

+

NS∑
j=1,j ̸=k

NS∑
k=1,k ̸=j

2Cov(rj · wj , rk · wk)

(III.3)

Finally, by replacing equation (III.3) into equation (III.1) and re-arranging the

terms we can re-write:
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V ar(rLMS) = − 2Cov(rL, rS)

+

NL∑
i=1

V ar(ri · wi) +

NS∑
i=1

V ar(ri · wi)

+

NL∑
j=1,j ̸=k

NL∑
k=1,k ̸=j

2Cov(rj · wj , rk · wk)

+

NS∑
j=1,j ̸=k

NS∑
k=1,k ̸=j

2Cov(rj · wj , rk · wk)

(III.4)

The first term in this sum corresponds to the covariance between the aggregate

returns of the two long and short portfolios. The terms in the second row relate to the

variance of individual firm returns, which we label
∑

V ar(rLi ) and
∑

V ar(rSi ). The

terms in the third row capture the cross-covariance components across firms within

a same portfolio. We label them
∑

2Cov(rLj,k) for cross-covariances in the long and∑
2Cov(rSj,k) for cross-covariances in the short portfolio. With this notation, we can

re-write the variance of any LMS portfolio’s CF and DR shocks as follows:

V ar(CFLMS) = − 2Cov(CFL, CFS)

+
∑

V ar(CFL
i ) +

∑
V ar(CFS

i )

+
∑

2Cov(CFL
j,k) +

∑
2Cov(CFS

j,k)

V ar(DRLMS) = − 2Cov(DRL, DRS)

+
∑

V ar(DRL
i ) +

∑
V ar(DRS

i )

+
∑

2Cov(DRL
j,k) +

∑
2Cov(DRS

j,k)

(III.5)

We can finally replace these expressions for V ar(CFLMS) and V ar(DRLMS) in

the following equation that decomposes total portfolio return variance into CF and

DR shock components:

V ar(rPtf ) = V ar(CFLMS) + V ar(DRLMS)

− 2Cov(CFPtf , DRPtf )
(III.6)

By empirically estimating the different components in equation (III.5) and ad-

ditionally leveraging equation (III.6) we obtain the tools to assess the underlying

drivers of anomaly returns. In particular, we want to make use of the decomposition
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in (III.5) to answer the following questions:

First, how big is the covariance term between long and short portfolios for

aggregate cash flows, i.e., “Cov(CFL,CFS)”, and for aggregate discount rates, i.e.,

“Cov(DRL,DRS)”? More importantly, how specific to anomalies is this portfolio

covariance? Empirically, do we observe similar differences between portfolio CF and

DR covariance for any well-diversified long and short portfolio, or is it specific to

anomalies? For instance, if Cov(DRL , DRS) > Cov(CFL , CFS) holds true for any

well-diversified long and short portfolio, then we would expect any LMS portfolio

to be biased towards a greater CF variance component. Indeed, if empirically this

relationship always holds true, then V ar(CFLMS) > V ar(DRLMS), as per equation

(III.6).

Second, how specific to anomalies are the sum of cross-covariance terms? These

terms, displayed in the third line of equations (III.5) capture the comovement across

stocks within a same portfolio. Therefore, it estimates how much firms sharing a

given anomaly characteristic (e.g., the quintile of firms classified as value or momen-

tum stocks) tend to move together. The question we seek to answer is: how specific

are CF and DR comovements for anomalies, compared to comovements occurring

across stocks unrelated to those characteristics? Do commonalities in anomalies

occur in CF shocks, DR shocks, or both?

Third, what happens when we condition CF and DR comovement on macro

variables? Do CF shocks of stocks comove more during negative aggregate CF events,

such as recessions? Are variations in the sum of cross-covariances specific to anomaly

characteristics? If certain anomalies predict a shared exposure to a systematic risk

factor, then we would expect the sum of cross-covariances (i.e., firm comovement)

to spike during periods in which firms have to face this risk because it effectively

materializes. Based on models such as Zhang (2005), and on the empirical work

of Campbell et al. (2010), we would for example expect that CF cross-covariances

among value stocks spike during recessions. Meanwhile, based on the model of

Lettau and Wachter (2007), we would expect that CF comovement in growth firms

spikes when aggregate risk aversion is elevated, like in periods of high sentiment.

III. Estimation of CF and DR news

A. The model

It is possible to estimate updates in investor expectations about future stock

returns into CF and DR components following the approximation of Campbell and
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Shiller (1988a):

rt+1 − Etrt+1 ≈ (Et+1 − Et)

∞∑
j=0

ρj△dt+1+j

−(Et+1 − Et)

∞∑
j=1

ρjrt+1+j

≈ CFt+1 −DRt+1

(III.7)

where Et represents expectation at time t, rt and dt denote log-returns and dividends

at time t respectively, and ρ is a parameter of linearization that depends on the

long-term mean of the log dividend-price ratio. This equation suggests that higher

unexpected returns are either due to higher than expected future cash flows, lower

than expected future discount rates, or a combination of the two.

A common and easily applicable approach to empirically estimate this return

decomposition is that of Campbell (1991), who relies on a Vector Autoregressive

(VAR) model of order 1 to construct a proxy for discount rate news based on pre-

dictions of future expected returns. He then retrieves cash flow news residually from

Equation (III.7). Following this idea, the usual approach in the literature consists of

modeling the dynamics of stock returns first, using some variation of the VAR model.

Indeed, building the discount rate news proxy first is usually easier than estimating

cash-flow expectations directly. It can alleviate certain concerns, like dealing with

seasonality in dividends used to estimate firm cash-flows.

In this thesis, the empirical implementation of the decomposition is based on

the approach of Lochstoer and Tetlock (2020), which itself is a model that builds

on Campbell (1991) and Campbell et al. (2010), and which aims at modelling CF

and DR dynamics of firm-level stock returns. It assumes that expected log stock

returns can be expressed as a linear function of market-adjusted (ma) and market-

aggregated (agg) characteristics:

Et[ri,t+1] = α+ β′
1X

ma
i,t + β′

2X
agg
t (III.8)

The market-adjusted variables Xma
i,t include widely used characteristics predicting

stock returns, which are Book-to-Market (BM ), Market Cap (Size), Profitability

(Prof ), Investment (Inv) and Momentum (Mom). These firm-specific components

of returns are adjusted for the market by demeaning each characteristic based on

its average at time t. The aggregated market variables Xagg
t are the value-weighted
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averages of the same five characteristics at time t. β1 captures expected cross-

sectional variation while β2 captures the expected time-series variation in returns.

We implement the return decomposition by running two separate VAR(1) es-

timations, one for the market-adjusted and one for the aggregate component of

returns:

Zi,t+1 = µma +ΠmaZma
i,t + ϵma

i,t+1 (III.9)

Zt+1 = µagg +ΠaggZagg
t + ϵaggt+1 (III.10)

where the first element of Z is the stock return and the other elements are the state

variables X defined above. Zma is of size Kma and Zagg is of size Kagg. µ is the

intercept and ϵ are conditionally mean-zero shocks. DR shocks are by definition

updates in expected returns from one period to the next:

DRt+1 = Et+1

∞∑
j=2

ρj−1rt+j − Et

∞∑
j=2

ρj−1rt+j (III.11)

Therefore it is possible to back out the DR terms from the two VAR systems based

on the model of Campbell (1991):

DRma
i,t+1 = e′1ρΠ

ma(I − ρΠma)−1ϵi,t+1 (III.12)

DRagg
t+1 = e′1ρΠ

agg(I − ρΠagg)−1ϵt+1 (III.13)

where e′1 is a vector of zeros except for its first element which is equal to one. I is

the identity matrix and the parameter ρ is a constant relates to the average dividend

yield or consumption-wealth-ratio. Given the empirical measures of those variables

over the past decades, this constant is usually set to 0.95 in the literature when

working with yearly data (Campbell and Vuolteenhao, 2004).

Using the estimated DR shock, the CF shock component of unexpected returns

can simply be backed out as follows:

CFt+1 = rt+1 − Et[rt+1] +DRt+1 (III.14)

thus, for the two separate estimations:

CFma
i,t+1 = e′1(I + ρΠma(I − ρΠma)−1)ϵi,t+1 (III.15)

CF agg
t+1 = e′1(I + ρΠagg(I − ρΠagg)−1)ϵt+1 (III.16)
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Finally, total shocks to CF and DR expectations can be obtained by adding the

market-adjusted and the aggregate components.

DRi,t = DRagg
t +DRma

i,t (III.17)

CFi,t = CF agg
t + CFma

i,t (III.18)

Choosing this approach to estimate updates in CF and DR expectations allows

for the estimation of separate coefficients in the VAR for both changes over time and

across firms. Both dimensions are important drivers in revisions of expected returns

as shown by Vuolteenaho (2002), Chen et al. (2013) and Campbell et al. (2010).

This two-step approach allows for the estimation of each component independently,

without overlapping them together, which may lead to overweight one of the two

dimensions.

The VAR decomposition also comes with its limitations, most notably that CF

shocks are backed out as residuals. Hence, when using poor predictors of future

expected returns, the CF measure will by construction capture the model’s residual

noise and everything unexplained by it. Chen and Zhao (2009) and Chen et al. (2013)

provide a more in-depth discussion of the possible drawbacks of estimating DR using

the VAR approach. Nonetheless, VAR models remain the standard procedure in the

literature to estimate CF and DR news, which is we stick to this approach.

B. The data

We rely on Compustat for information about quarterly firm fundamentals. To

assign a quarterly observation to the appropriate quarter, we follow the empirical

approach of Lyle and Wang (2015) and assume that an observation becomes public

the day of the earnings announcement. Hence, we set the date of an observation

to the end of the calendar quarter it falls in. Earnings announcements are rarely

spaced at perfectly regular three-month intervals. Therefore, if two earnings dates

fall in the same quarter, the earlier one is removed. Conversely, if no earning was

made public over the 90 days of a calendar quarter, the firm will have no observation

reported.

Except for decisions linked to the quarterly frequency of the analysis, we follow

Lochstoer and Tetlock (2020) for all the choices related to data selection and treat-

ment. Stock return information for all stocks on the NYSE, AMEX, and NASDAQ

comes from CRSP. Due to the data selection process described below, our dataset

spans over the period from 1973 up to 2020. We adjust for delisting returns whenever
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possible. If the delisting return is not provided, we use the average delisting return

of the corresponding delisting type of event. We also remove micro-caps from the

sample in the baseline specification7. This choice implies that each quarter, we re-

move all observations that fall below the 20th percentile of market equity. Quintiles

are computed only based on NYSE stocks. Additionally, to avoid back-filling biases

and ensure data quality, we require observations from Compustat to be preceded by

a valid book-equity value in quarter t-1, to have a December fiscal-year close in t-1

and at least two valid earnings and total assets observations in the past five periods.

Moreover, book-equity must be strictly positive. Additionally, for CRSP data, a

valid market-equity in t-1 and a valid return in the month preceding the period end

are required to avoid spurious return predictability due to stale prices.

Furthermore, we drop all duplicate data entries in Compustat caused by restate-

ments or changes in a firm’s fiscal year-end. To merge CRSP data with quarterly

fundamentals, we transform all monthly observations to quarterly data, which leads

us to compute cumulated returns, the sum of trading volume, and take the last

available price and number of shares outstanding during the quarter.

The choice of state variables for the VAR model is motivated by the rationale

of selecting a parsimonious set of predictors that have been found to forecast firm-

level stock returns. Those variables includes stock returns, book-to-market (BM),

size, profitability, investment, momentum (Mom), and return-on-equity (ROE). The

choice of these variables is motivated by the asset pricing literature that documents

their ability to predict returns out of sample8. Those characteristics are also among

the most studied and robust factors in asset pricing (Mclean and Pontiff, 2016;

Harvey et al., 2016).

The return variable, lnRealRet, is computed by taking the logarithm of one plus

the quarterly stock return adjusted for inflation. To ensure stationarity of the size

variable, d5 lnME, we compute it by taking the logarithm of one plus the five-year

change in market equity (ME). ME is equal to the number of shares outstanding

multiplied by the share price. We carefully sum ME across all classes of common

stock for the same firm. Since this variable requires a five-year lag, numerous ob-

servations are lost in the earliest years of Compustat. For the momentum variable,

7Apart from Lochstoer and Tetlock (2020), several authors have pointed out that the correlation
between firm-level CF and DR shocks is sensitive to the inclusion of micro-caps (e.g., Vuolteenaho
(2002), Khimich (2012)). We acknowledge that this sample choice might influence the negative
correlation between CF and DR that we observe throughout these studies. Nonetheless, the
robustness checks reported in table II show that the negative CF-DR correlation at the firm level
tends to persist in our sample even when including micro-caps.

8See Jegadeesh and Titman (1993) and Carhart (1997) for momentum, Fama and French (1993)
for size and book-to-market, and Fama and French (2015) for profitability and investment.

67



lnMom12, we compute the cumulated return over the past twelve months and add

one to it before taking the natural logarithm. Since the implied holding period is of

three months due to the quarterly data, a twelve-month formation period yields the

most substantial momentum effect (Jegadeesh and Titman, 1993).

The investment characteristic, lnInv, is measured by taking the logarithm of

the five-year increase in assets (see Cooper et al. (2008)). More specifically, to

mitigate seasonality issues, we compute the percentage increase between the average

total assets over the most recent year and the average total assets five years in

arrears. ROE is defined as earnings divided by the previous’ quarter book equity. To

smooth out seasonality patterns, quarterly earnings are defined as the rolling average

earnings over the past four quarters. If it is missing, we replace it using the clean-

surplus accounting identity9 and lnROE is defined as the logarithm of one plus ROE.

Following Fama and French (2015), profitability is equal to revenue minus costs of

goods sold, interest expense, and selling and administrative expenses, all divided by

book-equity. All variables are computed quarterly. In case of missing observations,

we assume it is equal to 0.2 + 0.5ROE as a proxy. To mitigate seasonality concerns,

profitability is the rolling average over the past four quarters. The final profitability

variable, lnProf, is defined as the logarithm of one plus profitability.

Following Vuolteenaho (2002) before computing the above variables, all assets

are transformed to pseudo-firms, i.e., a portfolio which comprises 90% of the firm’s

stock and 10% of the risk-free asset. This is done because of the log transformation.

If a firm goes bankrupt, its return is -1, leading to a problematic logarithm of zero,

which is prevented by the pseudo-firm weighting.

C. Empirical estimation of the VAR model

Table I presents the estimation of the VAR model of order 1. The estimated

coefficient matrix is the one used for Π in equations (III.9) through (III.16). Panel

A presents the model for the market-adjusted (i.e., firm-specific) component. We use

one lag and no quarter fixed-effect in the regressions10. The goal of the procedure is

to estimate the expected value of returns, lnRealRet, using past data. All anomaly

characteristics significantly forecast returns in the anticipated direction: High book-

9In clean-surplus accounting, earnings are equal to change in book equity plus the net payout to
shareholders.

10The assumption is that the smoothing procedure of the variables described in section III.B
alleviates seasonality concerns. As a robustness check, chapter III of the thesis estimates the
VAR using calendar-quarter fixed-effects, firm fixed-effects, and a VAR of order 4 to capture a
full year of past information. CF and DR estimates remain comparable to the results presented
here, leading to similar variance contribution and correlation patterns.
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Table I - VAR coefficient estimates: This table reports the estimated coefficient matrix Π
for equations (III.9) in panel A and (III.10) in panel B. Calendar-quarter fixed are included in the
aggregate specification. Errors are clustered by date and firm in the panel regression.)

Panel A: VAR estimates for the firm-specific component

lnRealRetma
t0 lnBMma

t0 lnProfma
t0 lnInvma

t0 lnMEma
t0 lnMomma

t0 lnROEma
t0

(1) (2) (3) (4) (5) (6) (7)

lnRealRetma
t−1 -0.02 0.01 -0.00 0.00 -0.00 0.31*** -0.01***

(-1.00) (0.35) (-0.17) (0.06) (-0.09) (13.86) (-8.40)
lnBMma

t−1 0.01** 0.98*** 0.00 -0.00*** -0.00 0.00 -0.01***
(2.47) (292.38) (1.01) (-5.40) (-0.10) (1.32) (-16.12)

lnProfma
t−1 0.03*** -0.00 0.32*** 0.00*** 0.05*** 0.04*** 0.03***

(2.73) (-0.33) (4.20) (2.84) (3.44) (2.94) (5.22)
lnInvma

t−1 -0.17*** 0.17*** -0.06*** 0.92*** 0.12 -0.26*** -0.02***
(-3.70) (3.37) (-3.08) (260.23) (1.52) (-4.37) (-2.80)

lnMEma
t−1 -0.00* 0.01*** 0.00 0.00*** 0.93*** -0.00* 0.00***

(-1.83) (4.59) (1.48) (21.85) (197.41) (-1.65) (6.33)
lnMomma

t−1 0.03*** -0.01 0.02*** -0.00 0.10*** 0.69*** 0.01***
(3.00) (-0.86) (4.45) (-0.79) (8.86) (66.83) (15.94)

N 207,096 207,096 207,096 207,096 207,096 207,096 207,096
Adjusted R2 0.01 0.94 0.11 0.94 0.89 0.58 0.14

Panel B: VAR estimates for the Market-aggregated component

lnRealRetaggt0 lnBMagg
t0 lnProfaggt0 lnInvaggt0 lnMEagg

t0 lnMomagg
t0 lnROEagg

t0

(1) (2) (3) (4) (5) (6) (7)

lnRealRetaggt−1 0.11 -0.07 -0.06* -0.00 0.31** 0.47*** -0.00
(1.35) (-0.88) (-1.95) (-0.23) (2.08) (4.29) (-0.81)

lnBMagg
t−1 0.02 0.96*** -0.00 0.00 0.02 0.04 0.00**

(0.92) (42.74) (-0.10) (0.84) (0.46) (1.24) (2.21)
lnProfaggt−1 -0.17 0.29 0.08 0.01*** -0.52 -0.08 0.03***

(-0.87) (1.55) (1.12) (3.36) (-1.51) (-0.32) (3.07)
lnInvaggt−1 -1.11 1.83* 0.16 0.98*** -1.71 -1.01 0.24***

(-0.95) (1.67) (0.36) (58.79) (-0.84) (-0.66) (3.57)
lnMEagg

t−1 -0.00 -0.01 -0.00 0.00 0.92*** 0.00 0.00**
(-0.12) (-0.58) (-0.53) (1.59) (21.37) (0.14) (2.02)

lnMomagg
t−1 -0.06 0.07 0.00 0.00 -0.04 0.63*** 0.00

(-1.39) (1.57) (0.02) (0.05) (-0.55) (10.67) (0.77)

Quarter-FE Yes Yes Yes Yes Yes Yes Yes

N 180 180 180 180 180 180 180
Adjusted R2 0.02 0.95 0.12 0.96 0.84 0.57 0.16

to-market, profitability, and momentum in the previous quarter, as well as small size

and low investment, imply higher returns during the holding period.

The R2 of the regression is low, a bit above 1%, which is in line with prior

studies and highlights the difficulty in forecasting future returns. The VAR set-

ting also estimates the dynamics of the variables used to forecast returns. If those

variables have strong forecastability, a change in one of those variables will have a
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persistent effect on the estimated expected return multiple quarters into the future.

This follows from the VAR approach of Campbell (1991) and can be inferred from

equations (III.12) and (III.13). Book-to-market, investment, and size are strongly

auto-correlated and move slowly. Therefore, a change in one of those characteristics

will have a lasting influence on a stock’s expected return. Profitability and mo-

mentum are less persistent, and changes in those variables will therefore have a less

lasting effect on expected returns. ROE is included in the system of equations as a

dependent variable but omitted from the independent variables.

Panel B presents the estimates for the aggregate (i.e., market) component. At

the aggregate level, we include calendar-quarter fixed effects to account for market-

wide seasonality patterns. The quarterly data yields two principal differences with

Lochstoer and Tetlock (2020) which serves as a reference point. First, Profitability

is not significantly persistent, showing that there is more quarterly earnings vari-

ability and that periodic effects might still cause some noise. Second, the R2 of the

regression forecasting aggregate returns is lower for quarterly than for yearly data.

This might be consistent with the predictability of market returns over long periods,

depending on aggregate valuation ratios (Campbell and Shiller, 1988b, 2001).

As mentioned above, the literature shows that the VAR approach for the return

decomposition is highly sensitive to the chosen specification (e.g., Chen and Zhao

(2009)). To make sure that the results we document in this paper are not driven by a

particular implementation of the model, we use six different specifications to test the

robustness of our results and further contribute to the literature by highlighting to

which conditions the decomposition is the most sensitive. We settle for the following

specifications:

1. (Baseline, S1) : Quarterly data. lnRet, lnBM, d5 lnInv, lnProf, lnMom12,

d5 lnME and lnROE as dependent variables. The same variables lagged mi-

nus lnROE as independent variables. Quarter-fixed-effects in the agg market

decomposition to account for calendar fixed-effects. No micro-caps. Valid sam-

ple from 1974 to 2020. Based on Lochstoer and Tetlock (2020). This is the

specification reported in table I.

2. (S2) : Same as S1, except for the use of yearly data. lnRet, lnBM, d5 lnInv,

lnProf, lnMom611, d5 lnME and lnROE are the dependent variables. The

same variables lagged minus lnROE are the independent variables. No micro-

caps. Valid sample goes from 1974 to 2020.

11For a twelve months implied holding period, momentum is strongest when the formation period
is based on the prior 6 months
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3. (S3) : This approach aims at replicating the approach of Vuolteenaho (2002).

We use yearly data and lnRet, lnBM, and lnROE are the dependent variables.

Those same variables lagged are the independent variables. Micro-caps are

included. For consistency with the reference paper, we use the sample period

from 1974 through 2002.

4. (S4) : Same as S3 above, except we use the modern sample period from 2001

through 2020. Again we use yearly data. lnRet, lnBM, and lnROE are the

dependent variables and their lagged versions serve as independent variables.

Micro-caps are included.

5. (S5) : Same as S1, except that micro-caps are included. lnRet, lnBM, d5 lnInv,

lnProf, lnMom12, d5 lnME and lnROE are the dependent variables. The same

variables lagged minus lnROE are used as independent variables. Valid sample

goes from 1974 to 2020.

6. (S6) : Same as S1, except that that we use only the modern sample period from

2001 through 2020. lnRet, lnBM, d5 lnInv, lnProf, lnMom12, d5 lnME and

lnROE are again the dependent variables. The same variables lagged minus

lnROE are used as independent variables. Micro-caps are excluded.

We report the estimation of the other five different VAR model specifications in

appendix D. Panels A report the firm-specific-component VAR estimation, and panel

B the market-aggregate VAR. Since they are identical, the same comments about

the decomposition made in table I for the baseline specification apply; including the

fact that the coefficients on the lagged variables in the firm-level decomposition are

all significant and of the expected sign.

Even if the decomposition estimations remain very similar, we can note a few dif-

ferences for the robustness specifications. We observe that when going from quarterly

to yearly, most variables become less persistent, in particular momentum. Momen-

tum is also the variable losing the most predictive power in the firm specific VAR

when going from quarterly to yearly data. The coefficient on lagged book-to-market

remains significantly positive throughout most specifications, in particular in the

approach following Vuolteenaho (2002), S3. Using the shorter modern samples that

coincide with our period of data availability for news tone generally leads to lower

R2 and weaker coefficients. The results for specification S5, when including micro-

caps, are also very similar. However, the total number of observations only increases

slightly, by a few thousand, suggesting that our stringent requirements for high data

quality already weed out a significant portion of smaller firms.

At the aggregate level, we observe that the regression R2s tend to be higher. In
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the baseline quarterly specification, it is however lower than for our reference point

from Lochstoer and Tetlock (2020). The difference seems to be driven by the data

frequency, since switching to yearly data increases the R2, to 0.14 (S2). Most of the

coefficients remain non-significant. Including micro-caps (S5) also seems to lead to

slightly better fitting models.

In this paper, we are interested in the relative contribution of CF and DR news

to unexpected return variance, in particular for anomaly portfolios. Therefore, in

table II we report the relative contribution of CF and DR shocks to return vari-

ance. Consistent with the literature (Vuolteenaho, 2002), we find in panel A that

the CF component dominates at the firm-specific level (making up between 60%

and 97% of unexpected return variation across the 6 specification). Conversely, DR

shocks account for most of the variation in unexpected returns of the aggregate

market portfolio. In our baseline specification, DR accounts for 62% of unexpected

return variance and CF shocks only make up 24% of the variance. Previous studies

(Vuolteenaho, 2002; Chen et al., 2013) already suggested that CF shocks are rela-

tively more diversified away, such that DR is the main driving force of returns at

the aggregate level.

When combining the market-adjusted and aggregate components to compute

the total firm CF and DR shocks, we observe that CF updates remain the primary

driver of unexpected returns. This stays true across all specifications, making up

between 53% and 91% of the variance. DR shocks remain a more modest component

of individual stock returns, but in many specifications, the covariance between CF

and DR shocks also accounts for a good portion of return variance. This covariance

component usually translates into a negative correlation between CF and DR shocks,

as in Lochstoer and Tetlock (2020). Like them, however, we notice that this negative

correlation is sensitive to the chosen specification. For example, when following the

approach of Vuolteenaho (2002) (S3), the correlation becomes slightly positive.

In panel B, we replicate the results for anomaly portfolios. Those portfolios are

constructed by cap-weighting individual firm returns based on previous’ December’s

market cap, and then going long the top quintile of the anomaly characteristic and

shorting the bottom quintile. Our results are almost perfectly in line with the

reference paper. Of particular interest is that the conclusions we can draw from this

table seem to be robust to the chosen specification. CF dominates DR shocks for all

anomalies and across all specifications. In the baseline specification (S1), CF shocks

account for anywhere between 75% and 87% of the variation in returns across all

anomaly portfolios. DR shock contributions vary only between 3% and 6%. More
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Table II - CF and DR contribution to variance. “Total decomposition” refers to
the total unexpected return, as in equation III.7. The contribution to unexpected return
variance (in %) is reported for the CF, DR and the covariance components. We report the
correlation between the CF and DR return series under “Corr CF/DR”. “Firm-specific
component” refers to the unexpected return series based on the market-adjusted VAR,
which is reported in panel a of table I. “Aggregate component” reports the variance de-
composition for the market-wide component. In panel B, we report the decomposition for
the LMS portfolios based on the five anomalies.

Panel A: All firms

S1 S2 S3 S4 S5 S6

Total firm
decomposition

%CF 0.70 0.69 0.88 0.91 0.53 0.88
%DR 0.13 0.12 0.14 0.03 0.18 0.10
%-2cov 0.17 0.19 -0.02 0.06 0.29 0.02

Corr CF/DR -0.29 -0.34 0.03 -0.17 -0.46 -0.03

Firm-specific
component

%CF 0.79 0.73 0.68 0.97 0.60 0.98
%DR 0.05 0.07 0.08 0.01 0.13 0.01

Aggregate
component

%CF 0.24 0.34 0.35 0.29 0.18 0.26
%DR 0.62 0.39 2.29 0.36 0.59 0.73

Panel B: Anomaly Portfolios

S1 S2 S3 S4 S5 S6

Book-to-Market

%CF 0.86 0.70 0.74 0.95 0.57 1.05
%DR 0.05 0.05 0.04 0.00 0.13 0.01
%-2cov 0.08 0.25 0.22 0.05 0.30 -0.06

Corr CF/DR -0.19 -0.69 -0.61 -0.65 -0.56 0.29

Size

%CF 0.76 0.73 0.64 0.96 0.51 1.00
%DR 0.03 0.04 0.07 0.00 0.11 0.01
%-2cov 0.19 0.23 0.28 0.03 0.39 -0.01

Corr CF/DR -0.64 -0.70 -0.65 -0.54 -0.83 0.07

Profitability

%CF 0.87 0.67 0.48 0.97 0.60 0.94
%DR 0.06 0.12 0.15 0.00 0.14 0.02
%-2cov 0.08 0.21 0.37 0.03 0.26 0.03

Corr CF/DR -0.18 -0.38 -0.70 -0.29 -0.46 -0.11

Investment

%CF 0.80 0.71 0.71 0.99 0.60 1.00
%DR 0.04 0.05 0.06 0.00 0.12 0.01
%-2cov 0.16 0.23 0.23 0.01 0.28 -0.01

Corr CF/DR -0.42 -0.60 -0.55 -0.19 -0.53 0.05

Momentum

%CF 0.75 0.73 0.71 0.99 0.52 0.98
%DR 0.03 0.04 0.05 0.00 0.10 0.00
%-2cov 0.22 0.23 0.24 0.01 0.38 0.02

Corr CF/DR -0.77 -0.66 -0.67 -0.29 -0.85 -0.16

/
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generally, this is true for all specifications and all anomaly portfolios: CF shocks

always contribute more to the portfolio variance (at least 50%) than DR shocks (at

most 15%).

Like our reference paper, we observe that the correlation between portfolio CF

and DR shocks are consistently negative (except in specification S6). This finding

suggests that at the portfolio level, the negative CF/DR correlation is more con-

sistent across specifications than for firm-level returns. This finding tends to be in

line with explanations for anomaly premia that suggest either overreaction to CF

shocks (Barberis et al., 1998) or changes in risk following CF revisions (Kogan and

Papanikolaou, 2013).

IV. Results

A. Simulations on random LMS portfolios

Based on the intuition provided in section II, we explore how portfolios con-

structed based on randomly selected stocks relate to the decomposition put forward

in equation (III.5). The evidence we find in table II, panel A leads us to be cautious

about the observed CF dominance in anomaly return variance. Indeed, since CF

dominates at the firm level, but DR is the dominant force at the aggregate level, this

might suggest that Cov(DRL, DRS) > Cov(CFL, CFS) (as per equation (III.5)),

holds always true.

We simulate 35,000 random portfolios. Every period, we randomly select one

fifth of all available firms and assign them to the long leg portfolio (L). Simulta-

neously, we randomly select another fifth of all firms and assign them to the short

leg portfolio (S). We rebalance every period using the same random procedure. We

compute the resulting portfolio’s CF and DR series as previously, using a market-cap

weighted approach. Having established patterns that are roughly consistent across

specifications, we focus on the baseline specification, S1, henceforth.

In the average long-minus-short portfolio we simulate, CF shocks are the domi-

nant drivers of returns. 84% of unexpected return variance is due to CF revisions,

6% is due to DR shocks, and 10% can be imputed to the covariance term. We also

observe little variation around those mean values. The standard deviation is of 4%

for CF and 1% for DR shocks. CF shocks always dominate: their lowest contri-

bution to long-minus-short portfolio variance is 68%, whereas DR variance never

exceeds 12%. We also observe that the correlation between CF and DR shocks of

long-minus-short portfolios is negative on average (-0.24) with a standard deviation
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Table III - Simulations: For 35,000 randomly long-minus-short simulated portfolios,
this table reports summary statistics about the estimated relative CF and DR contributions
to portfolio variance. The random portfolio assignment procedure is explained in section
IV.A. Panel B and C report the summary statistics of the 35,000 long and 35,000 short
simulated portfolios (which are as expected very close since they are built following the same
procedure). Panel A reports the statistics for the resulting long-minus-short portfolios.

Panel A: Long-minus-Short portfolios

Average
Standard
deviation

Minimum
25th

percentile
Median

75th

percentile
Maximum

%CF 0.84 0.04 0.68 0.81 0.84 0.86 0.97

%DR 0.06 0.01 0.02 0.05 0.06 0.07 0.12

%-2cov 0.10 0.04 -0.07 0.08 0.11 0.13 0.24

correl CF/DR -0.24 0.09 -0.55 -0.30 -0.24 -0.18 0.12

Panel B: Long-leg portfolios

Average
Standard
deviation

Minimum
25th

percentile
Median

75th

percentile
Maximum

%CF 0.25 0.01 0.20 0.24 0.25 0.26 0.32

%DR 0.54 0.02 0.46 0.52 0.54 0.56 0.65

%-2cov 0.21 0.02 0.08 0.19 0.21 0.22 0.29

correl CF/DR -0.28 0.04 -0.42 -0.31 -0.28 -0.25 -0.10

Panel C: Short-leg portfolios

Average
Standard
deviation

Minimum
25th

percentile
Median

75th

percentile
Maximum

%CF 0.25 0.01 0.20 0.24 0.25 0.26 0.32

%DR 0.54 0.02 0.45 0.52 0.54 0.56 0.66

%-2cov 0.21 0.03 0.09 0.19 0.21 0.22 0.29

correl CF/DR -0.28 0.04 -0.43 -0.31 -0.28 -0.25 -0.10

of 0.09.

In panels B and C, we report the same statistics about return recompositions for

the simulated long and short portfolios, respectively. As we would have expected,

based on the results in table II panel A for the aggregate component of returns, DR

shocks systematically dominate in those well-diversified portfolios covering one-fifth

of the stock equity universe. DR shocks account for at least 45% of return variation

in those portfolios, while CF shocks account at most for 32% of return variation

across the 35,000 random portfolios.

Those simulations may cast doubt and incite us to be careful before concluding

on the specificity of anomaly characteristics to generate the observed CF dominance

in return variance. High CF and low DR variance appears to be a feature shared

by any well-diversified long-minus-short portfolio. Even the low DR contribution to
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return variance and the negative correlation between CF and DR do not appear to

be a unique feature of anomaly portfolios.

B. Detailed variance decomposition

In section II, we laid out the hypothesis that any well-diversified LMS portfolio

is mainly driven by CF shocks because the correlation in DR shocks of any two-well

diversified portfolios is higher than the corresponding CF correlation. We empirically

test this hypothesis by computing each of the elements of portfolio variance as per

equation (III.5) and report our results in table IV. In panel A we report the estimated

subcomponents for the randomly simulated portfolios. We label the estimated mean

and standard deviation of the variance components µ̂ and σ̂, respectively.

As expected from table III, the CF variance of LMS portfolios is multiple times

greater (×14 on average) than their DR variance. Empirically, this decomposition

also supports our first hypothesis from section II: Cov(DRL, DRS)> Cov(CFL, CFS)

always holds, independently of anomaly characteristics. In particular, the covariance

term, −2cov(L, S), between long and short portfolios for DR implies a decrease in

long-minus-short return variance which is about threefold compared to CF (-44.3

vs. -15.3)12.

Our results further support the notion that stocks generally exhibit stronger DR

than CF comovements on average. The average sum of DR cross-covariances is

almost three times larger than the average for CF cross-covariances (21.3 vs. 7.5).

This would be expected, given that DR variance dominates in aggregate market

portfolios (e.g., Vuolteenaho (2002); Chen et al. (2013)). Panel A of table II also

documents the larger variance at the aggregate level of DR shocks.

In panel B of table II, we investigate how these subcomponents of variance relate

to anomaly portfolio CF and DR. First, we find that the relative CF dominance of

anomaly portfolios can likewise be traced back to high DR correlations between the

long and short leg portfolios, just like observed in the simulations. For example, the

CF return variance of the HML book-to-market portfolio equals 30.2, whereas its

DR variance is of 1.813. This difference (28.4) is almost equivalent to the difference

induced by the covariance terms, −2cov(L, S), which is equal to 33.3.

Generally speaking, this observation holds true for all anomalies: The difference

12Please note that all variances and covariances are multiplied by 10,000 for easy readability. Those
estimators being based on squared returns tend to include multiple zeros in the first decimal
places.

13Hence why we find that CF shocks account 86% of the HML portfolio variance, and DR shocks
for 5%.
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Table IV - Detailed portfolio variance decomposition: Shows the detailed variance
composition of long-minus-short portfolios for their CF and DR returns, as per equation
(III.5). The first column is the total portfolio variance and is equal to the sum of three terms
in the following columns as per equation (III.1). The individual portfolio variances can
further be decomposed, such that the variance of the long leg, Var(L), is equal to the sum∑

V ar(rLi ) and
∑

2Cov(rLj,k). The first sum of terms corresponds to total individual firm
variances, and the second is the sum of cross-covariances. Similarly, Var(S)=

∑
V ar(rSi )

+
∑

2Cov(rSj,k). In panel A, we report this decomposition for 1,000 randomly simulated
portfolios. We denote the estimated means and standard deviations for each component µ̂
and σ̂, respectively. In panel B, we report the calculated components for the five anomaly
portfolios. We report the difference with the above simulations using a standard t-stat
formula and report those in brackets. Significant differences are marked by “∗ ∗ ∗”, “∗∗”
and “∗” for the 1%, 5% and 10% confidence levels, respectively.

Panel A: Random Long-minus-Short portfolio simulations

Var(LMS) -2cov(L,S) Var(L) Var(S)
∑

V ar(rLi )
∑

V ar(rSi )
∑

2Cov(rLj,k)
∑

2Cov(rSj,k)

Simu-
lations

µ̂ CF 5.8 -15.3 10.5 10.5 3.0 3.0 7.5 7.6
σ̂ CF (1.8) (2.1) (1.9) (1.9) (1.2) (1.2) (1.8) (1.9)

µ̂ DR 0.4 -44.3 22.3 22.3 1.0 1.0 21.3 21.3
σ̂ DR (0.6) (0.9) (0.8) (0.8) (0.6) (0.6) (0.8) (0.8)

Panel B: Anomaly portfolios

Var(LMS) -2cov(L,S) Var(L) Var(S)
∑

V ar(rLi )
∑

V ar(rSi )
∑

2Cov(rLj,k)
∑

2Cov(rSj,k)

Book-
to-
Market

µ0 CF 30.2*** -9.2*** 26.1*** 13.3 3.3 2.4 22.8*** 10.9*
µ0−µ̂

σ [13.81] [2.81] [8.36] [1.45] [0.29] [-0.47] [8.33] [1.78]

µ0 DR 1.8** -42.5* 22.4 21.9 1.3 0.7 21.1 21.2
µ0−µ̂

σ [2.53] [1.95] [0.08] [-0.48] [0.51] [-0.41] [-0.27] [-0.21]

Size

µ0 CF 20.7*** -17.2 30.2*** 7.7 1.5 1.0 28.7*** 6.7
µ0−µ̂

σ [8.48] [-0.89] [10.54] [-1.49] [-1.25] [-1.65] [11.57] [-0.45]

µ0 DR 0.8 -44.6 23.3 22.1 0.2 0.3 23.1** 21.7
µ0−µ̂

σ [0.70] [-0.41] [1.21] [-0.28] [-1.37] [-1.12] [2.19] [0.49]

Profit-
ability

µ0 CF 17.2*** -24.2*** 22.9*** 18.5*** 3.4 3.3 19.5*** 15.2***
µ0−µ̂

σ [6.45] [-4.19] [6.63] [4.17] [0.33] [0.25] [6.54] [4.10]

µ0 DR 1.1 -45.4 23.6 22.8 1.2 0.8 22.4 22.0
µ0−µ̂

σ [1.24] [-1.23] [1.56] [0.63] [0.34] [-0.32] [1.36] [0.87]

Inv-
estment

µ0 CF 12.6*** -15.8 13.1 15.3** 2.7 4.0 10.4 11.3**
µ0−µ̂

σ [3.84] [-0.27] [1.40] [2.49] [-0.21] [0.82] [1.57] [2.02]

µ0 DR 0.7 -46.3** 22.9 24.1** 0.9 1.1 21.9 23.0**
µ0−µ̂

σ [0.48] [-2.27] [0.64] [2.15] [-0.09] [0.17] [0.72] [2.08]

Mom-
entum

µ0 CF 48.3*** -3.5*** 16.8*** 35.0*** 3.5 5.0 13.3*** 29.9***
µ0−µ̂

σ [24.09] [5.51] [3.38] [12.83] [0.43] [1.70] [3.17] [12.02]

µ0 DR 1.8** -44.8 23.0 23.6 0.9 1.0 22.1 22.6
µ0−µ̂

σ [2.48] [-0.61] [0.77] [1.59] [-0.21] [0.06] [0.93] [1.57]
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between portfolio CF and DR variance, V ar(LMS), is either similar in magnitude

or even smaller than the covariance term −2cov(L, S). Moreover, this difference in

covariance between portfolios for CF and DR is generally not significantly different

from the simulated portfolios. Even in the cases where this difference with random

portfolios is somewhat statistically significant, it does not change our observation

that LMS portfolio variance, even for anomalies, is driven by CF shocks because of

a DR covariance that is consistently orders of magnitude larger than CF covariance

at the portfolio level.

This result again casts doubt on the idea that it is sufficient to measure total

portfolio CF and DR variance to uncover CF and DR forces which are specific to

anomaly returns. Fortunately, based on equation (III.5), we can re-visit this question

by measuring comovement between stocks in different anomaly portfolios directly. In

hypothesis 2 of section II, we proposed that it is possible to measure commonalities

in CF and DR news which are specific to anomaly characteristics. We achieve this by

estimating the sum of cross-covariances terms, i.e.,
∑

2Cov(rLj,k) and
∑

2Cov(rSj,k)

from equation (III.5). We also call this sum of cross-covariances “comovement”

between stocks. We report those estimates in the last two columns of table IV.

Our key finding, is that stocks sharing certain anomaly characteristics are subject

to CF comovements that significantly exceed CF comovements between the average

stocks. On the other hand, stocks sharing similar anomaly characteristics do not

exhibit DR commonalities that are statistically different from random. This aligns

with the idea that anomaly returns are mainly driven by updates to CF expectations.

We also find significant differences between long and short portfolios of the same

anomaly. Value, small, and loser stocks all exhibit CF comovement that signifi-

cantly exceeds the one observed in random portfolios. Their comovement estimate

is between 8.33 and 12.02 standard deviations higher than the average of the simu-

lations. This corresponds to a sum of cross-covariances that are between three and

four times larger than for average stocks. However, in the short leg counterparts,

the sum of cross-covariances is either much less (i.e., see growth and loser stocks) or

not significantly different (i.e., see large-cap stocks) from random.

For the profitability anomaly, CF comovement is also significantly more impor-

tant than random, but a bit less so than for the three portfolios just mentioned above.

This observation is true for both robust (i.e., long-leg) and weak (i.e., short-leg) prof-

itability firms. Investment is the anomaly where CF comovement is the weakest. CF

comovement is not significantly higher for conservative (long-leg) stocks, and barely
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so for aggressive (short-leg) stocks.

Overall, all those results support the notion that anomaly returns arise from

commonalities in CF movements across stocks with similar characteristics. Indeed,

we observe that DR comovement in anomaly portfolios is not significantly greater

than random. The only exceptions are small-cap and aggressive firms, but the sum of

cross-covariance terms is only a few percentage points higher than in the simulations,

and the significance level still fails to reach the 1% confidence level.

C. Conditional variance decomposition

Several theories seeking to explain anomaly returns predict heterogeneous risk

exposures of CF and DR shocks to aggregate CF and DR news. As mentioned in the

introduction, theories such as those proposed by Zhang (2005) or Fama and French

(1996) suppose that value stocks face a risk that materializes during adverse CF

periods, such as recessions. Others, such as Lettau and Wachter (2007) make the

hypothesis that cash flows of growth stocks will be particularly sensitive to aggregate

discount rate changes.

The third hypothesis of section II aims at directly testing this kind of hypotheses

by asking the following question: when does CF and DR comovement spike? The

underlying intuition is that firms exposed to a same risk factor should experience

increases in comovement at times when the shared risk materializes. If a set of

firms have cash flows that are particularly sensitive to specific market conditions,

we would predict to see the sum of CF shock cross-covariances, i.e.,
∑

2Cov(rj,k),

spike during those times.

Empirically, we seek to test those hypotheses in tables V and VI. Campbell et al.

(2010) estimate CF and DR betas of value and growth firms with respect to market

CF and DR shocks. In the same spirit, we seek to measure comovement as a function

of macro variables that relate to the business cycle and aggregate CF events on the

one hand (such as NBER recession dummies), and as a function of state variables

that reflect aggregate risk aversion on the other (such as investor sentiment).

In table V we report comovement among anomaly portfolios conditioned on dif-

ferent aggregate cash flow events. We choose one-year market CF shocks, recession

and expansion dummies, and 1-year GDP growth as proxies for changes in aggregate

CF states. Except for the recession dummies, we split each variable into three states,

which are separated by the 33rd and 66th percentiles of the variable’s time series.

Hence, we regroup all observations in either the low, medium, or high state of each

conditioning macro variable.
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Table V — Conditional portfolio CF and DR comovement – Aggregate CF
updates: This table reports the sum of cross-covariances (the last two terms of equation
(III.5)) for randomly simulated portfolios and for the long and short legs of the three
main anomaly portfolio characteristics identified above as having the strongest CF/DR
drivers (i.e., book-to-market, size, and momentum). The figure capturing the sum of cross-
covariances is equivalent to the last two columns reported in table IV, except that the
computation is reported for the subset of dates where the conditioning macro variable is
either low (below its 33th percentile), medium (between its 33th and 66th percentile) or
high (above the 66th percentile). Recession and Expansion dates correspond to the ones
defined by the National Bureau for Economic Research (NBER). Standard errors for the
simulations are reported in parentheses. T-stat for differences with simulations are reported
in brackets and computed as in table IV.

Panel A: Portfolio CF conditioned on CF macro variables

CF agg

Low
CF agg

Med
CF agg

High
Recession Expansion

1Y-∆GDP
Low

1Y-∆GDP
Med

1Y-∆GDP
High

Simu-
lations

µ̂ CF 10.62 4.31 4.35 14.64 6.07 8.82 5.73 7.63
σ̂ CF (4.13) (1.32) (2.53) (6.72) (1.25) (2.93) (2.49) (2.74)

Value
µ0 CF 39.2*** 13.0*** 9.5** 64.0*** 16.4*** 35.2*** 13.2*** 15.7***
µ0−µ̂

σ [6.92] [6.58] [2.02] [7.35] [8.27] [9.01] [3.00] [2.96]

Growth
µ0 CF 8.5 9.3*** 12.7*** 18.4 9.6*** 8.5 13.2*** 11.7
µ0−µ̂

σ [-0.50] [3.75] [3.30] [0.56] [2.85] [-0.10] [3.00] [1.50]

Small
µ0 CF 43.2*** 23.4*** 16.8*** 74.7*** 21.6*** 39.6*** 20.6*** 24.1***
µ0−µ̂

σ [7.90] [14.44] [4.92] [8.95] [12.39] [10.49] [5.97] [5.99]

Big
µ0 CF 8.4 4.2 4.3 10.6 5.7 7.0 6.4 6.3
µ0−µ̂

σ [-0.53] [-0.07] [-0.03] [-0.61] [-0.29] [-0.63] [0.26] [-0.48]

Winner
µ0 CF 17.5* 10.3*** 10.0** 23.2 11.1*** 14.8** 10.3* 14.6**
µ0−µ̂

σ [1.67] [4.56] [2.21] [1.27] [4.03] [2.05] [1.82] [2.54]

Loser
µ0 CF 53.1*** 20.3*** 12.6*** 96.4*** 19.5*** 46.8*** 14.5*** 28.2***
µ0−µ̂

σ [10.28] [12.07] [3.26] [12.17] [10.70] [12.94] [3.53] [7.48]

Panel B: Portfolio DR conditioned on CF macro variables

CF agg

Low
CF agg

Med
CF agg

High
Recession Expansion

1Y-∆GDP
Low

1Y-∆GDP
Med

1Y-∆GDP
High

Simu-
lations

µ̂ DR 36.38 14.62 12.19 38.22 18.47 21.83 20.15 22.69
σ̂ DR (1.17) (0.84) (0.65) (2.30) (0.52) (0.94) (1.00) (0.72)

Value
µ0 DR 36.7 15.0 11.8 39.8 17.9 23.5* 19.3 21.8
µ0−µ̂

σ [0.26] [0.46] [-0.66] [0.67] [-1.01] [1.82] [-0.84] [-1.17]

Growth
µ0 DR 34.9 15.0 12.6 37.2 18.4 21.3 20.1 22.1
µ0−µ̂

σ [-1.25] [0.45] [0.64] [-0.44] [-0.06] [-0.51] [-0.01] [-0.81]

Small
µ0 DR 39.6*** 15.7 12.9 45.5*** 19.4* 23.6* 21.1 24.9***
µ0−µ̂

σ [2.75] [1.31] [1.07] [3.18] [1.73] [1.91] [0.93] [3.12]

Big
µ0 DR 37.4 14.9 12.4 38.1 18.9 22.1 20.8 23.0
µ0−µ̂

σ [0.84] [0.35] [0.39] [-0.06] [0.88] [0.30] [0.68] [0.37]

Winner
µ0 DR 38.3 15.2 11.9 36.1 19.5** 21.9 21.1 23.6
µ0−µ̂

σ [1.63] [0.71] [-0.43] [-0.94] [1.96] [0.08] [0.95] [1.31]

Loser
µ0 DR 38.6* 16.0 13.4* 45.6*** 18.8 24.6*** 21.4 22.8
µ0−µ̂

σ [1.86] [1.61] [1.86] [3.22] [0.65] [2.97] [1.28] [0.19]

/
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In panel A we first report the sum of cross-covariances,
∑

2Cov(rj,k), for 1,000

simulated portfolios. We find that on average, CF comovement across firms is more

than twice as large during recession (10.62) and negative aggregate CF shock (14.64)

times than otherwise (4.31 and 6.07). Overall, DR comovement also increase in hard

times (panel B), going from 18.47 in expansion to 38.22 in recession periods. This

sort of pattern would be expected: it is hard and costly to hedge against aggregate

market declines, such that all stock prices tend to fall together in hard times.

All anomaly portfolios that tended to exhibit significant comovement in table IV,

keep showing significant comovement across all macroeconomic states. Nonetheless,

we observe differences across conditioning variables. Value stocks comove more

during the worst periods of aggregate CF shocks (39.2) than during positive market

CF movements (9.5). The difference with the corresponding simulated portfolios is

highly significant during negative aggregate CF periods (t-stat = 6.92), but much

weaker when aggregate CF shocks are positive (t-stat = 2.02). We observe similar

patterns for recessions: the sum of CF cross-covariances is four times larger (64.0 vs.

16.4). Cross-covariances in the average random portfolio only increase by 2.4 times

when going from expansion to recession. Similarly, we also find that in the periods

of lowest GDP growth, value stocks tend to comove more together than in strong

economic growth periods. Such patterns are loosely consistent with the idea that

value stocks are exposed to a common risk linked to aggregate CF shocks, which in

turn triggers greater comovement during those periods.

In other anomaly portfolios, CF comovement seems to be less influenced by ag-

gregate CF movements. Small firms seem to be similar to value stocks, as they

tend to comove more during periods of negative aggregate CF updates. Nonethe-

less, their comovement patterns are so strong across all macroeconomic states, that

differences are less evident than for value firms. Robust firms also present consis-

tently higher CF comovement, which remains proportionally similar to the random

portfolios (about three times higher). We find only weak, or no patterns, for big,

winner, conservative and aggressive stocks, on which it seems preferable not to draw

conclusions. However, loser stocks present patterns similar to value firms: propor-

tionally, their comovement increases more than for average stocks during hard times

(i.e., during periods of recession, negative aggregate CF and low GDP growth).

When looking at cross-covariances in portfolio DR shocks (panel B), we find that

the differences across anomaly portfolios are much smaller. At most, we observe that

the sum of cross-covariances is a few percentage points higher than in the simulations.

Notice that the reported variability from the simulations is also much lower than
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for CF comovement. Only small and aggressive (and to some extent robust) stocks

seem to have higher DR comovement than average. Conditional patterns are not

clearly apparent, although DR comovement appears to increase a bit further in hard

times.

Table VI — Conditional portfolio CF and DR comovement – Aggregate DR
updates: This table reports the sum of cross-covariances as in table V above. Conditioning
variables are again split by the 33rd percentile.

Panel A: Portfolio CF conditioned on DR macro variables

DRagg

Low
DRagg

Med
DRagg

High
Sentiment
Low

Sentiment
Med

Sentiment
High

Spread
Low

Spread
Med

Spread
High

Simu-
lations

µ̂ CF 6.25 5.40 10.22 9.52 6.39 6.12 5.60 6.76 9.72
σ̂ CF (2.44) (1.90) (3.13) (2.74) (2.65) (2.96) (2.99) (1.92) (2.52)

Value
µ0 CF 22.6*** 13.2*** 28.8*** 28.4*** 21.0*** 15.8*** 16.3*** 15.2*** 32.7***
µ0−µ̂

σ [6.69] [4.09] [5.92] [6.88] [5.50] [3.27] [3.60] [4.40] [9.15]

Growth
µ0 CF 15.2*** 9.6** 8.5 7.6 8.0 17.9*** 7.0 8.8 17.0***
µ0−µ̂

σ [3.65] [2.23] [-0.56] [-0.71] [0.62] [4.00] [0.45] [1.05] [2.90]

Small
µ0 CF 31.3*** 18.2*** 35.7*** 21.7*** 31.1*** 32.4*** 17.1*** 28.9*** 39.3***
µ0−µ̂

σ [10.25] [6.74] [8.12] [4.43] [9.31] [8.89] [3.85] [11.51] [11.77]

Big
µ0 CF 5.4 5.6 9.0 8.9 5.8 5.4 6.0 5.7 7.8
µ0−µ̂

σ [-0.36] [0.09] [-0.40] [-0.23] [-0.23] [-0.23] [0.12] [-0.56] [-0.76]

Winner
µ0 CF 16.4*** 8.1 14.8 14.9* 11.3* 15.6*** 8.3 10.1* 21.1***
µ0−µ̂

σ [4.16] [1.43] [1.45] [1.95] [1.84] [3.21] [0.90] [1.72] [4.51]

Loser
µ0 CF 29.8*** 16.1*** 43.3*** 27.6*** 37.3*** 25.4*** 18.8*** 25.4*** 45.0***
µ0−µ̂

σ [9.66] [5.61] [10.55] [6.61] [11.64] [6.51] [4.41] [9.69] [14.02]

Panel B: Portfolio DR conditioned on DR macro variables

DRagg

Low
DRagg

Med
DRagg

High
Sentiment
Low

Sentiment
Med

Sentiment
High

Spread
Low

Spread
Med

Spread
High

Simu-
lations

µ̂ DR 12.12 18.23 21.93 20.72 19.10 23.93 13.25 17.14 32.03
σ̂ DR (1.04) (0.81) (1.01) (0.90) (1.03) (1.23) (1.06) (0.73) (1.26)

Value
µ0 DR 11.4 16.7* 24.8*** 23.7*** 17.8 22.7 12.4 18.4* 32.5
µ0−µ̂

σ [-0.72] [-1.86] [2.88] [3.27] [-1.26] [-1.02] [-0.80] [1.79] [0.33]

Growth
µ0 DR 12.8 18.5 20.8 19.7 18.9 24.3 13.4 16.4 32.1
µ0−µ̂

σ [0.64] [0.35] [-1.16] [-1.11] [-0.17] [0.30] [0.09] [-1.00] [0.05]

Small
µ0 DR 13.3 18.6 25.4*** 23.0** 18.9 27.3*** 13.2 19.1*** 35.6***
µ0−µ̂

σ [1.18] [0.46] [3.48] [2.49] [-0.22] [2.73] [-0.05] [2.72] [2.85]

Growth
µ0 DR 12.7 18.9 22.4 21.0 20.0 24.2 13.8 17.3 33.0
µ0−µ̂

σ [0.53] [0.82] [0.46] [0.31] [0.88] [0.26] [0.51] [0.17] [0.76]

Winner
µ0 DR 14.2** 18.1 21.5 21.4 20.8* 23.9 14.1 17.5 32.9
µ0−µ̂

σ [2.02] [-0.11] [-0.41] [0.72] [1.68] [0.01] [0.84] [0.45] [0.70]

Loser
µ0 DR 11.1 18.7 26.3*** 22.5* 19.6 26.1* 13.4 18.1 35.7***
µ0−µ̂

σ [-0.96] [0.56] [4.38] [1.93] [0.45] [1.79] [0.14] [1.27] [2.95]

/

In table VI, we condition comovement on variables that proxy for aggregate DR

movements. Patterns are notably different. In panel A, we observe that growth

stocks exhibit patterns that go in the opposite direction of their long-leg portfo-

lio counterpart. We find stronger comovement when proxies for time-varying risk

aversion are high. For example, when investor sentiment is high, comovement is

about three times higher than average within those stocks. In periods of high credit

spread, comovement among those firms is observed to be double above baseline and
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significant. We also condition on aggregate DR shocks and find that growth stocks

covary more in periods when market discount rates decrease.

Overall, when considering the results from table V, our results seem consistent

with the findings of Campbell et al. (2010): CF shocks of value stocks are partic-

ularly exposed to sources of systematic CF risk (leading to stronger comovement

during market-wide CF stress), whereas growth stock CF covariance is more heavily

influenced by sources of systematic DR risk (as proxied by our variables motivated

by aggregate risk aversion).

Indeed, when looking at value stocks we find their CF shocks to comove more than

average in all conditional DR states, without consistent patterns. The only exception

would be for investor sentiment, which decreases with value stock’s CF comovement.

We also find in panel A that growth stocks covary more during expansion and positive

CF periods. Such observations tend to be consistent with the negative market CF

and DR correlation that we document in table II.

Winner stocks exhibit similar patterns as growth stocks. Comovement across

those firms increases with investor sentiment and the credit spread, and is high

when market DR shocks are low. Furthermore, in table V, winner and growth

stocks already followed similar patterns. It is worth noting that we find similar

CF comovement patterns in the opposite legs of the book-to-market and momentum

anomalies. Therefore, comovement in value and momentum portfolios seem to follow

opposite patterns. This type of pattern is reminiscent of Asness et al. (2013) and

Daniel and Moskowitz (2016), who find that momentum (WML) and book-to-market

(HML) portfolios are negatively correlated. In particular, the betas of HML and

WML to the market factor are of opposite sign during times of market decline. It

also aligns with the overall theme of chapter IV of this thesis: value and momentum

anomalies appear to be opposite sides of a same coin. The evidence provided here is

roughly consistent with the idea that the two anomalies will earn premia in different

states of the economy, due to their opposite comovement patterns; which might be

due opposite systematic CF and DR risk exposures.

For the other anomalies we study, patterns are less clear when conditioning on

proxies for aggregate risk aversion. Confirming previous results, small firm CF

comovement is consistently higher, but we find no conditional difference. Similarly,

big stocks do not exhibit stronger comovement than the random simulated portfolios,

no matter the conditioning variable. Robust profitability firm CF’s consistently

comove more than average. Their sum of CF cross-covariances increases slightly

more during periods of high sentiment and credit spread. Patterns are less intuitive
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and somewhat surprising for weak profitability firms, as their sum of CF cross-

covariances increases more during periods of low sentiment and high credit spread.

We find less comovement for investment portfolios than for the other anomalies.

Nonetheless, Conservative stocks seem to exhibit a comovement that increases with

high investor sentiment and large credit spreads.

Finally, in panel B of table VI we report how DR comovement evolves as a

function of proxies for aggregate risk aversion. The sum of DR cross-covariances is

again much closer to the average simulated portfolio, as in panel B of table V, with

few significant differences. Nonetheless, loser, weak, small and value stocks tend to

exhibit DR comovement that increases a bit in periods of high investor sentiment

and high credit spread.

V. Discussion

In this section, we discuss which theoretical frameworks best fit with our results,

which models are unlikely to be reconciled with our findings, suggest avenues for

future research, and link our observations to other parts of this thesis. Overall, many

of our results align with the findings of Lochstoer and Tetlock (2020). However, our

detailed decomposition allows for significant new findings providing the following

insights.

First, our results suggest that firms with similar anomaly characteristics share

common CF shocks that significantly exceed those of random pairs of stocks. This

would imply that theories relying on cross-sectional heterogeneity to explain anoma-

lies would fit with our observations. Rational models such as Berk et al. (1999),

Kogan and Papanikolaou (2013), or Hou et al. (2015), which predict cross-sectional

differences in expected returns depending on firms’ investment opportunities (which

represent CF shocks) all align with this line of reasoning. Behavioral models, relying

on cross-sectional differences in investor misvaluations leading to CF shock overre-

action, also predict that CF shocks are the dominant driver of anomalies. Some of

those models include Daniel et al. (1998), Barberis et al. (1998), and Hong and Stein

(1999).

Second, our empirical results support stories relying on cross-sectional hetero-

geneity in firms’ systematic cash-flow risk. For example, stories where value firms

are more sensitive to market contraction due to being closer to bankruptcy (Fama

and French, 1996) or because of their high level of assets in place (Zhang, 2005) are

consistent with the high conditional comovement patterns we document. They also
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fit naturally with models such as Campbell and Vuolteenhao (2004), or evidence

in Cohen et al. (2009), where value firms have a particularly high sensitivity to

aggregate CF shocks, which commands a higher risk premium than aggregate DR

exposure due to intertemporal concerns.

However, this is not true for all anomaly portfolios. For example, the model of

Lettau and Wachter (2007) predicts that growth stocks comove more with systematic

DR shocks. Our framework separating long and short legs of the anomalies allow us

to reconcile such theories with empirical observations. Growth and momentum both

seem to have a higher exposure to factors related to time-varying risk-aversion. The

simultaneous exposures of long and short legs of the anomaly to different sources of

risk (i.e., systematic CF and DR) closely relate to the work of Santos and Veronesi

(2010). They also coincide with the empirical findings of Campbell et al. (2010),

who show that value firms load more strongly on systematic CF shocks, while CF

shocks of growth firms are more exposed to sources of DR risk.

In table II we find that across all anomalies, CF and DR shocks are negatively

correlated. This aligns with theories of overreaction, such as Barberis et al. (1998)

or Hong and Stein (1999), but also with models where positive CF shocks cause a

decrease in risk, and thus a negative DR update, as in Kogan and Papanikolaou

(2013). Those results are consistent with Lochstoer and Tetlock (2020) and are

robust across all except one of our specifications.

Our results suggest that anomaly returns are not driven by heterogeneous DR

shocks across anomalies. This implies that theories relying on positive CF-DR feed-

back effects, such as noise trader models (De Long et al., 1990), do not match with

our empirical results.

chapter IV of this thesis focuses on the joint dynamics of value and momentum

firms. Those anomalies exhibit consistently opposite patterns in their CF and DR

news. The opposition between the anomalies is also documented in the literature.

Asness et al. (2013) and Daniel and Moskowitz (2016), find that momentum (WML)

and book-to-market (HML) portfolios are negatively correlated. In particular, the

betas of HML and WML to the market factor are of opposite sign during times of

market decline.

Our findings might provide a useful framework for an explanation that would

seek to tackle this appearing puzzling link between value and momentum stocks.

The long legs of the two anomalies face a shared source of risk that occurs at differ-

ent times: value CF shocks comove more during negative aggregate CF events, while

winner CF comovement appears to be dependent on aggregate risk aversion. Simi-
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larly, the short legs (i.e., growth and loser stocks) also exhibit spikes in comovement

driven by opposite systematic events. If the two types of systematic events driving

stock comovement are negatively correlated (as the negative correlation between ag-

gregate CF and DR suggests), then the negative comovement between the value and

momentum anomalies could be driven by an underlying systematic risk factor. This

observation calls for future research to reconcile both anomalies through a rational

risk-based channel.

Finally, we suggest some avenues of future research. First, our empirical evidence

is strongest for anomalies with well-established theories that rely on cross-sectional

heterogeneity in comovement of CF shocks. It would be interesting to test how other

anomalies fare in this framework, and if those lacking theoretical justifications to

back up their premia struggle to distinguish themselves from random portfolios. It

could prove useful to anchor the existing “factor zoo” (Cochrane, 2011) to economic

risk factors.

Second, alternative measure for systematic CF and DR risk might be used. One

interesting alternative might come from the work of Bybee et al. (2021): They

propose a set of news attention factors related to a wide array of topics based on news.

Certain anomalies might be particularly sensitive to certain news, and conditioning

on such variables might provide valuable insights into the underlying risk factors of

anomalies.

VI. Conclusion

In the asset pricing literature, multiple theories propose explanations for the

origin of predictable anomaly returns. They often result in competing predictions

about the cross-sectional dynamics of CF and DR shocks. With the aim of guiding

theories seeking to explain cross-sectional patterns linked to anomaly characteristics,

Lochstoer and Tetlock (2020) show that long-minus-short (LMS) portfolios sorted

on such characteristics are mainly driven by CF shocks. This paper invites to be

cautious before drawing this conclusion: the variance of returns of any well diver-

sified LMS portfolio appears to systematically be driven by revisions to cash flow

expectations. In a simulation exercise where we use 35,000 randomly assigned long

and short portfolios, we find that the variance of the resulting LMS portfolios is

consistently driven by CF shocks (84%) and that DR shocks account for a much

smaller portion of unexpected return variance (6%). This result appears to hold

true across multiple VAR specifications motivated by previous literature.
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We decompose LMS portfolios’ variance into its subcomponents and find that

the large CF contribution to their variance is due to the strong positive correlation

in DR shocks between any two well diversified portfolios. This high DR correlation

between the long and short portfolios reflects the DR shock dominance as the main

driver of unexpected market returns. Motivated by this result, we further decompose

portfolio variance into its individual terms, which allows us to highlight specific

comovement across firms with similar anomaly characteristics. We find that most

anomalies share CF commonalities that far exceed those found among random groups

of stocks. Value, small, and loser stocks are the anomaly portfolios among which

we find the strongest levels of CF comovement. On the other hand, we find that

comovement in DR news does not significantly increase above random levels.

Finally, we test for conditional effects: Does comovement across stocks with

similar anomaly characteristics change across different states of the market, and

thus with varying aggregate CF and DR news? We find that CF shocks of value

and loser stocks tend to comove more strongly together during periods of negative

aggregate CF shocks, such as recessions. On the other hand, growth and winner

stocks exhibit increases in CF comovement at times when proxies for aggregate risk

aversion are elevated, for example when investor sentiment or credit spread levels

are high.

Those findings can help in selecting theories explaining anomaly returns. Over-

all, they seem consistent with the idea that anomaly returns are mainly driven by

cross-sectional differences in CF shocks, and that for certain anomalies, those CF co-

movements are dependent on macroeconomic conditions, either linked to aggregate

CF or DR shocks. Those findings are in the same spirit as Campbell et al. (2010),

and highlight that drivers of anomalies vary from one portfolio to the next, sug-

gesting that separate economic theories for each specific anomaly might be needed.

Our results show that it is possible for a same anomaly to reconcile theories relying

on exposures to aggregate CF shocks, such as Zhang (2005) (for value stocks), as

well as theories relying on exposures to systematic DR updates, such as Lettau and

Wachter (2007) (for growth stocks).
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Chapter IV

Dynamics of Cash Flow and Discount Rate News

for Value and Momentum Stocks

MORENO Nicolas‡

April 2022

ABSTRACT

We find that a firm’s past cash flow (CF) and discount rate (DR) news predict

future expected returns: sustained increases in DR lead to higher returns, as do

(surprisingly) positive CF shocks over the past quarters, consistent with a continu-

ation pattern. Those patterns also appear in the value and momentum anomalies.

The former is driven by past DR increases, whereas the latter is subject to positive

CF news and a decrease in DR. Contrasting patterns further arise when comparing

reactions of value and momentum stocks to their media tone coverage. Bad news

(as for value firms) imply positive DR revisions, whereas good media coverage (from

which momentum stocks benefit) trigger positive CF shocks and negative DR revi-

sions. Our results shed new light on the previously documented negative correlation

between value and momentum, and call for a joint explanation of both anomalies.

Keywords: Value, Momentum, Cash-flow and Discount-rate Revisions, News, Big

Data

‡This paper appears as a single-authored chapter for my PhD dissertation at HEC Liège. It would
however never have existed without the tremendous help of Marie Lambert and Denada Ibrushi.
Both their guidance and contribution have been essential, and therefore I am hopeful that they
may rejoin as co-authors, should this paper proceed in the publication process. At this stage, and
as a chapter of my thesis, this paper is not intended for circulation.
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I. Introduction

In the years prior to the portfolio holding period, value firms tend to be “loser”

stocks, i.e., firms that were subject to a decrease in price1. Gerakos and Linnain-

maa (2018) show that the premium earned by value firms is specific to this change

in market equity over the past five years. This study aims at understanding the

underlying drivers of those price changes leading to the cross-sectional differences in

returns. By estimating firm-specific changes in expected cash-flows (CF) and dis-

count rates (DR), this study finds that the price decrease of value stocks is driven

by more negative CF and more positive DR shocks compared to the average firm.

Negative CF revisions account for 70% of the difference in unexpected returns, and

upwards revisions of future discount rates constitute the remaining 30%.

Momentum stocks follow an opposite pattern. By construction, those firms are

selected to have the largest price increase, typically over the past year. We find that

the price increase of winner stocks is due to significant positive CF shocks over the

past four quarters. Those positive CF shocks make up for 85% of the unexpected

return differential with the average stock. Negative DR shocks drive an extra 15%

of the relative price decrease.

This study aims at documenting a salient contrast between value and momentum

firms. The value anomaly manifests itself as a consistent price reversal. In partic-

ular, prior to the portfolio holding period, value stocks are subject to consistently

higher DR news2 which initially drive their price down but later translate into higher

expected returns.

On the other hand, momentum captures a continuation phenomenon in the quar-

ter following the prior twelve months of portfolio formation period. The price of high

momentum firms continues to move in the direction of their past positive CF shocks.

However, those firms do not cumulate high DR shocks as do value stocks, and sub-

sequently momentum firms have lower expected returns as they experience a price

reversal in the quarters and years after the positive CF shock, loosely consistent for

example with Hong and Stein (1999) and Bloomfield et al. (2009), where uninformed

traders drive long term price reversals.

We also document that the two anomalies also differ in their media coverage:

value stocks tend to be subject to worse news tone than average, whereas momen-

1See for example De Bondt and Thaler (1987), or Fama and French (1996).
2In this study we refer to ”news” when talking in investor expectations about firm CF or DR.
Equivalently, we might also refer to it as a news shock, CF shock, DR shock, CF update, or DR
update. In contrast, when we talk about news tone, we refer to the polarity measure of media
content as described in chapter II.
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tum firms benefit from positive media coverage in the quarters leading to the holding

period. Those media effects correlate with the unexpected returns patterns, high-

lighting the tight link between the two types of news: good (bad) news imply lower

(higher) DR, and positive (negative) CF shocks. Below, we document how the lit-

erature finds pervasive inverse correlations between the two anomalies, to set the

framework on how our can improve our understanding of those contrasts.

Indeed, the literature documents several oppositions between the two anomalies.

Asness, Moskowitz, and Pedersen (2013) for example, find that the value and mo-

mentum factors are consistently and strongly negatively correlated, both across as-

sets and internationally across markets. Daniel and Moskowitz (2016) also document

this negative correlation and find that the premiums evolve in opposite directions

during stressful market events. The correlation with the excess market return of the

high-minus-low (HML) book-to-market portfolio increases following adverse market

conditions. In contrast, the winner-minus-loser (WML) momentum portfolio starts

correlating negatively with the market.

The challenge for a rational explanation is to tie both continuation and reversal

patterns to priced risk, ideally in a joint setting (Cochrane, 2011); and provide

an economic justification for why this risk should command a premium. A theory

explaining value and momentum returns should simultaneously give a rationale for

differences in mean return and justify why there is comovement.

Asness et al. (2013) propose to link both value and momentum to funding liq-

uidity risk (see for example Pástor and Stambaugh (2003) and Sadka (2006)). Mo-

mentum firms, which represent the currently popular trades, have positive exposure

to liquidity risk. A liquidity shock might push everyone towards the exit (Pedersen,

2009), forcing them to find liquidity in the contrarian view, i.e., value stocks. While

value firms do indeed load negatively on liquidity risk, this factor fails to capture

the full magnitude of the momentum and value anomalies.

Vayanos and Woolley (2013, 2012) propose an alternative explanation for the

joint overreaction and reversal patterns of momentum and value based on fund

flows, where an investor conflates cash-flow shocks with a manager’s ability. Fama

and French (1996) and Zhang (2005) are examples of economically motivated justifi-

cations for a positive premium on high book-to-market assets that account for both

the differences in means as well as the correlation structure of returns. Nevertheless,

Cochrane (2011) points out that such entirely rational and economically motivated

explanations for the momentum anomaly may still be lacking.

On the other side of the spectrum, Asness et al. (2013) pose a high threshold

91



for behavioral explanations of the momentum anomaly, since they show that such

theories will have to account for global momentum and value comovements, both

across assets and markets.

Most explanations for momentum have some form of market friction or behavioral

component as a starting point. Pedersen (2021) for example, provides a unifying

framework for both momentum and reversal to fundamentals (i.e., a value effect) in

a setting where different types of agents interact through social media. In this model,

certain “stubborn” agents push back prices to fundamentals, but other agents get

influenced by loud “fanatics” on social media, creating echo chambers and influencing

other’s behavior. Bailey et al. (2018), Kuchler et al. (2020) and Cookson, Engelberg,

and Mullins (2021) all provide examples how social media can shape agent’s investing

behavior.

In behavioral models, value (reversal) and momentum (continuation) effects can

arise without a link to fundamentals. Using sports bet as a clever setting where pric-

ing does not depend on systematic risks or terminal values, Moskowitz (2021) shows

that momentum arises in the form of delayed overreaction and that value effects

emerge as long term reversals. Earlier models like those of Daniel, Hirshleifer, and

Subrahmanyam (1998) or Hong and Stein (1999) assume that the irrationality of

certain agents in the market is sufficient to give rise to momentum. Finally, survey

evidence points out that investors form expectations by extrapolating past informa-

tion (Greenwood and Shleifer, 2014), which can create overreaction and momentum

(Barberis et al., 2015).

This paper aims at documenting the contrasting patterns in past CF and DR

movements of value and momentum stocks. Conceptually, an increase in discount

rates can mean one of two things: On one end of the spectrum, in a purely rational

expectations setting, new information implies an unexpected increase in exposure to

some priced risk factor(s) (Cochrane, 2011). On the other end of the spectrum, based

on purely behavioral mechanisms, expected returns increase because of mispricing

and prices which drop too low. We use the return decomposition framework of

Campbell and Shiller (1988a) to estimate CF and DR shocks. However, this model

is silent about the nature of contemporaneous changes in expected returns (rational

or behavioral).

Nonetheless, a prediction of the risk-based framework for changes in DR implies

that when a stock increases its exposure towards a risk factor, it will experience

a positive revision in expected returns. The patterns for value firms are well in

line with this prediction, as they gradually display increases in discount rates over

92



previous years. Furthermore, it is possible to back out a firm’s expected return com-

ponent within the return decomposition framework by subtracting the unexpected

return from the total realized return. Consistent with the prediction, value firms,

or firms generally subject to big positive DR shocks over long periods (five to ten

years), tend to exhibit significantly higher expected returns.

Our results for momentum stocks appear to be harder to fit into this framework.

Their negative DR shocks, which only manifest in the four quarters of the port-

folio formation period, should imply low subsequent expected returns. Indeed, we

find that years after the holding period, the expected return component of winner

stocks tends to be lower than average. Furthermore, it appears that stocks with the

highest average CF shocks over the past four quarters consistently outperform those

with the lowest CF revisions. A return continuation follows short-term upwards CF

revisions for at least one more period, which seems to be the general pattern of

momentum stocks. Those observations appear to be consistent with typical overre-

action frameworks. However, potential limitations of the model must lead to caution

when interpreting the results.

The baseline specification of this paper relies on the empirical approach of Lochstoer

and Tetlock (2020) for the firm-level CF and DR return decomposition. It relies on

price-momentum, book-to-market, and four other characteristics known to predict

future returns3 to estimate the unexpected returns backed out from the Campbell

and Shiller (1988a) decomposition. By construction, the model predicts that firms

with high levels of positively priced characteristics (such as high momentum and

high book-to-market) earn high expected returns during the holding period. To

mitigate endogeneity concerns, we replicate the results using alternative decomposi-

tion frameworks that omit book-to-market and momentum. Revisions in expected

returns must therefore capture changes in exposition to other sets of priced risk fac-

tors, not value and momentum directly4. Key results remain qualitatively similar to

those initial robustness considerations: value firms still accumulate positive revisions

in DR, while momentum stocks still present positive CF and negative DR shocks in

3Numerous so-called anomaly characteristics have been documented in top finance journals over the
past three decades such that the hurdle required to consider a factor as meaningful and important
needs to be high (Harvey et al., 2016; Mclean and Pontiff, 2016; Harvey and Liu, 2021). Thus,
following this paper, the vector autoregression (VAR) model includes the logarithm of book-
to-market for value, of twelve-month return excluding the most recent month for momentum,
of 5-year change in market-cap for size, of revenue minus COGS, interest expenses and SG&A
for profitability, of 5-year change in total assets for investment, and the past-period return, as
explanatory variables.

4Note that alternatively, it may also be capturing mispricing and behavioral patterns, as discussed
above.
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the recent past.

This study relies on modeled revisions in investor expectations, i.e., CF and DR

News. It is natural to assume that the financial media helps as an intermediary

to present investors with information they can use for (or that reflects) updates in

expectations about future firm cash-flows and discount rates. We use tone as an

exogenous proxy of news5. The tone of a firm captures the average sentiment of

the text within articles published by Thomson Reuters that relate to that particular

company. For example, in the case of a firm subject to several good news with

positive prospects (e.g. “exceeds expectations”, “signs new deal”, “performed well”),

the text processing algorithm will probably assign a positive tone (tends to +1),

whereas bad news (e.g. “layoffs”, “face litigation”, “ill-received product”) will get a

negative tone (tends to -1).

An additional contribution of our paper is that positive (negative) tone corre-

lates with positive (negative) CF shocks. Good (bad) news co-occur with negative

(positive) revisions in expected return when it comes to discount rates. This can be

interpreted in two possible ways: either good news imply a decrease in risk and a

lowered exposure to priced risk factors, or good news imply lower expected returns

due to an overreaction to the CF shock. On average, the impact of tone on CF is

about five times larger than for DR.

News tone forecasts long-term changes in expected returns: Good (bad) news

predicts low expected returns at least five years into the future. This suggests that

the subsequent price reversal is either very slow or that the risk exposure has lastingly

changed.

Furthermore, we find that CF shocks forecast future tone. If good news tone

follows in the quarters after positive CF shocks, this can suggest that media reporting

might either exhibit a delayed reaction or that past news heavily influences reporting

over subsequent months.

Finally, tone provides additional insights into the reversal patterns of value and

momentum stocks. Value firms are consistently subject to negative media coverage,

even long before the portfolio holding period. Therefore, the bad news effect of value

stocks can help as an additional piece of evidence in explaining their consistently

high expected returns. Again, the opposite pattern plays out for momentum firms:

winner firms start getting (very) good news only in the recent past, i.e., in the most

recent three quarters. A reversal then follows this string of good news, as predicted

by the above observations. News tone partly captures the differences in past DR and

5The news tone variable is extensively detailed in chapter III of the thesis. A literature review on
the usage of proxies for news content is provided in chapter I
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CF of value and momentum firms, and their differences in future expected returns.

Nonetheless, the effects remain, and cross-sectional differences stand firm.

Overall, we document that the negative correlations between the value and mo-

mentum anomalies extend beyond what the literature had previously found. Not

only do the value and momentum anomalies correlate negatively during stressful

market conditions, but they are also driven by sharply different past news. This is

true whether news are proxied through tone of media content or through revisions

of investor expectations. The pervasiveness of those opposing patterns encourage

us to echo previous calls from the literature: there is a need for a unified theory of

value and momentum, which accounts for the different stylized facts.

This paper contrasts with chapter III of the dissertation by making the follow-

ing different contributions. First, it shows what CF and DR news patterns lead

to premia akin to value and momentum. Second, it focuses exclusively on value

and momentum based on the recurrent contrasts documented in th literature and

opposite observations that we make in this chapter. Third, it provides insights in

long-term price dynamics of anomalies that significantly differ from random and from

one another, and we are the first to our knowledge able to make this contribution

about dynamics thanks to our quarterly news shock decomposition. And fourth, we

relate CF and DR news to news tone, a first to our knowledge, and find that media

content mainly impacts unexpected returns through the CF channel.

The rest of the paper is structured as follows. Section II discusses the data and

the statistics of the estimated CF and DR news series. The results section is split

into five parts: Section III.A presents the drivers of past price changes for value

and momentum. Section III.C investigate how past CF and DR shocks forecast

future returns. Sections III.E address robustness concerns Section IV investigates

the correlation of media tone with unexpected returns. Finally, section V discusses

theoretical frameworks that might reconcile our results and the joint patterns of

value and momentum stocks, as well as potential limitations of our study. Section

VI concludes.
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II. Data: Quarterly CF and DR news series

As in chapter III we on the approximation of Campbell and Shiller (1988a) to

define CF and DR shocks:

rt+1 − Etrt+1 ≈ (Et+1 − Et)

∞∑
j=0

ρj△dt+1+j−(Et+1 − Et)

∞∑
j=1

ρjrt+1+j

≈ CFt+1 −DRt+1

(IV.1)

where Et represents expectation at time t, rt and dt denote log-returns and dividends

at time t respectively, and ρ is a parameter of linearization that depends on the

long-term mean of the log dividend-price ratio. This equation suggests that higher

unexpected returns are either due to higher than expected future cash flows, lower

than expected future discount rates, or a combination of the two.

We detail in Chapter III, section III, how we estimate those components of unex-

pected returns. In essence, we follow the approach of Lochstoer and Tetlock (2020)

to estimate firm-specific CF and DR shocks.

Our approach differs in that it uses data at quarterly instead of yearly frequency.

This distinction is key for the design of our study: we investigate how CF and

DR shocks of momentum firms evolve in the quarters prior to the portfolio holding

period. Since the portfolio formation period is short (data from month t-13 up

to t-1 is used to rank a stock along the momentum characteristic), being able to

distinguish what happens with sufficient granularity in the months leading up to a

stock becoming a winner or a loser stock is essential. To the best of our knowledge,

we are the first to propose a firm-level return decomposition into CF and DR at

quarterly level6.

The choice of data, which comes from the intersection of CRSP and Compustat,

spans over the period from 1973 to 2020. The choice of variables, data availability,

selection, and transformation are all detailed in chapter III. We estimate the VAR

model and obtain the coefficient matrices Π from equations (III.9) and (III.10), and

report them in table I of the chapter III.

With the estimated matrices Π from the VAR, it is possible to compute the DR

and CF news series as detailed in equations (III.12) through (III.16). The parameter

of linearization ρ is equal to 0.953/12, which follows the discussion in chapter III

6Our approach is somewhat similar to Lyle and Wang (2015) who also rely on quarterly data. A
non-exhaustive list of studies that estimate firm-specific CF and DR returns include Vuolteenaho
(2002), Campbell et al. (2010),Chen et al. (2013),Maio and Santa-Clara (2015), all at yearly
frequency.
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and is thus adjusted to match quarterly frequency. Table I presents the estimated

contributions to return variance of CF shocks, DR shocks, and their covariance.

The first three lines present the drivers of firm-specific (i.e., the market adjusted),

total, and aggregated (i.e., market) components of unexpected returns, respectively.

At the firm level, CF shocks dominate, while updates in discount rates account

for a large portion of market return variance. This is consistent with prior studies

decomposing stock returns into CF and DR components (Vuolteenaho, 2002). Since

the total return is the sum of the aggregated and market-adjusted components, both

will influence the final CF and DR variances. Nonetheless, CF shocks still dominate

total firm return variance (64%). DR shocks account for 11% of the variance, and

the covariance component makes up the remaining 25%.

Given the focus on value and momentum, panel B reports unexpected return

drivers of value and momentum portfolios. As in Lochstoer and Tetlock (2020) both

the HML (value) and WML (momentum) portfolios are driven by CF shocks. Notice

that chapter III of this thesis highlights some caveats about measuring common CF

and DR shocks related to anomaly characteristics by building market-neutral long-

minus-short portfolios. Nonetheless, there is no major apparent difference in CF

and DR variance between value and momentum portfolios.

Table I - Variance contribution of CF and DR shocks: This table shows how much
CF shocks, DR shocks, and the covariance component contribute to return variance. Panel
A shows this decomposition for the three return components estimated in section III.C.
Panel B reports the variance decomposition for the value-weighted portfolios along the two
characteristics of interest: value and momentum.

Panel A: Return decomposition

Var(CF) % Var(DR) % -2Cov(CF,DR) % Corr(CF,DR)
Firm-specific 71% 7% 22% -0.49
Total joint return 64% 11% 25% -0.48
Market-aggregate 33% 32% 35% -0.54

Panel B: Portfolio variance contribution

Var(CF) % Var(DR) % -2Cov(CF,DR) % Corr(CF,DR)
Value Portfolio 46% 20% 34% -0.57
Growth Portfolio 42% 19% 39% -0.69
HML Portfolio 69% 4% 27% -0.78

Winner Portfolio 41% 21% 38% -0.66
Loser Portfolio 46% 17% 37% -0.67
WML Portfolio 64% 5% 31% -0.89
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Table II - Portfolio return correlations: This table shows the correlation between the
CF and DR component of three value-weighted portfolios: The market portfolio (Market),
the book-to-market portfolio (HML) and the momentum portfolio (WML). Standard errors
of the estimates appear in parentheses.

WML Market Market
CF DR CF DR CF DR

HML
CF

-0.46*** 0.36***

HML
CF

-0.04 -0.06

WML
CF

-0.06 0.1
(0.11) (0.05) (0.08) (0.08) (0.08) (0.07)

DR
0.46*** -0.50***

DR
-0.09 0.16**

DR
0.06 -0.07

(0.04) (0.11) (0.08) (0.06) (0.07) (0.08)

Table II reports correlations between the CF and DR of value (HML), momentum

(WML) and market portfolios. There are significant negative correlations between

value and momentum, both between their CF and DR components. CF shocks of the

momentum portfolio tend to be high when value gets negative CF revisions. This

finding echoes those of Asness et al. (2013) who find a strong negative correlation

between value and momentum both across assets and across markets. The negative

correlation between HML DR and WML DR also indicates that risk premia evolve

in opposite directions over time. This is in line with Daniel and Moskowitz (2016)

who document that it is following stressful market periods that value and momen-

tum correlate the most negatively. Changes in DR might reflect those changes to

underlying state variables related to adverse market conditions.

The correlation between value CF and momentum DR (and vice versa) is signif-

icantly positive. It could reflect the strong negative correlation structure between

CF and DR, especially in long-minus-short portfolios. It suggests that CF shocks

in one portfolio imply opposite DR shocks in the other portfolio, and strongly goes

against the independence of CF and DR shocks.

Overall there are no significant correlations between market CF and DR shocks

and either component of unexpected returns of HML and WML. There is one ex-

ception, however, since Market and HML are positively correlated at the 5% level.

News tone data is detailed at length in chapter II, section II. Relevant metrics

for this paper are provided in section II.

III. Results

A. Drivers of value and momentum price changes

Following the seminal paper of Fama and French (1993), value is usually defined

as the ratio of book-equity to market-equity. However, Gerakos and Linnainmaa
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(2018) point out that it is possible to trace back a stock’s increase in book-to-

market to two possible sources: there must either be a relative increase in book

equity (BE), or a relative decrease in market equity (ME). Their key finding is that

the value premium is linked to the change related to the drop in ME. Indeed, certain

firms earn value-like returns, if they experienced a relative decrease in ME over the

past five years. Other studies which seek to define value characteristics in different

assets than stocks, where BE is not an observable metric, also rely on decreases in

price over horizons of multiple years7.

In opposition to those patterns are momentum stocks, that by definition are

those which experience the largest price increase over a short period of time (twelve

months in this case). To understand why value stocks were subject to relative price

decreases over past years and what has driven the price increase of momentum firms

over the past year we run the following set of regressions:

V aluet = αt + β1CFi,t−x + ϵi,t

Growtht = αt + β1CFi,t−x + ϵi,t

V aluet = αt + β1DRi,t−x + ϵi,t

Growtht = αt + β1DRi,t−x + ϵi,t

Winnert = αt + β1CFi,t−x + ϵi,t

Losert = αt + β1CFi,t−x + ϵi,t

Winnert = αt + β1DRi,t−x + ϵi,t

Losert = αt + β1DRi,t−x + ϵi,t

(IV.2)

where V aluet, Growtht, Winnert, and Losert are dummies characterizing firm-level

observations as being part of those different portfolios during the current quarter t.

To be classified into one portfolio, an observation must fall within the appropriate

quintile: i.e., the quintile of firms with the highest book-to-market ratio go into the

value portfolio, the quintile of stocks with the highest cumulative return over the

months t − 13 to t − 1 go into the winner portfolio, and so on. αt captures time

fixed-effects, and CFi,t−x and DRi,t−x are the unexpected return shocks x quarters

in the past.

Those equations seek to measure how much more likely a stock’s anomaly dummy

is to be equal to one for each 1-point increase in its past CF or DR shock8. Table

7See for example Asness et al. (2013) for the case of currencies, commodity futures and government
bonds, or Moskowitz (2021) for sports betting quotes.

8Note: This specification is based on a linear model with pooled panel data, including time fixed-
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Table III - Drivers of past unexpected returns: This table presents the pooled
regression estimates of equation (IV.2) for different lags up to forty quarters past. All
regressions include date fixed effects and report clustered standard errors.

Panel A: Value, Past CF shocks

CFq−1 CFq−2 CFq−3 CFq−4 CFq−5 CFq−6 // CFq−8 // CFq−10 // CFq−20 // CFq−40

Value -0.39*** -0.36*** -0.32*** -0.30*** -0.27*** -0.23*** -0.21*** -0.18*** -0.14*** -0.08**
(-14.90) (-14.18) (-13.70) (-12.20) (-10.61) (-9.34) (-8.11) (-6.32) (-4.74) (-2.20)

Growth 0.37*** 0.37*** 0.34*** 0.33*** 0.30*** 0.28*** 0.25*** 0.22*** 0.16*** 0.09**
(12.12) (12.02) (10.65) (10.72) (9.85) (9.51) (8.92) (7.44) (5.38) (2.56)

N 173,184 161,599 153,439 146,948 140,837 135,085 124,589 115,095 79,166 43,984
Adjusted R2 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.01 0.01

Panel B: Value, Past DR shocks

DRq−1 DRq−2 DRq−3 DRq−4 DRq−5 DRq−6 // DRq−8 // DRq−10 // DRq−20 // DRq−40

Value 1.49*** 1.21*** 1.10*** 1.00*** 0.97*** 0.80*** 0.67*** 0.56*** 0.41*** 0.26**
(14.79) (12.77) (11.76) (11.54) (12.00) (9.94) (8.82) (6.25) (3.75) (2.46)

Growth -1.14*** -0.92*** -0.81*** -0.77*** -0.74*** -0.65*** -0.53*** -0.51*** -0.30*** -0.22***
(-13.03) (-11.04) (-9.55) (-9.34) (-8.96) (-8.05) (-6.42) (-5.65) (-3.28) (-2.62)

N 173,184 161,599 153,439 146,948 140,837 135,085 124,589 115,095 79,166 43,984
Adjusted R2 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.01

Panel C: Momentum, Past CF shocks

CFq−1 CFq−2 CFq−3 CFq−4 CFq−5 CFq−6 // CFq−8 // CFq−10 // CFq−20 // CFq−40

Winners 1.03*** 0.97*** 0.96*** 1.05*** -0.05* -0.02 -0.02 -0.01 0.02 0.03
(29.60) (33.26) (32.15) (33.43) (-1.72) (-0.57) (-0.66) (-0.44) (0.58) (1.14)

Losers -1.08*** -1.06*** -1.07*** -1.15*** 0.04 0.04 0.06** 0.05* 0.05* 0.01
(-27.25) (-31.73) (-34.75) (-34.55) (1.27) (1.24) (2.02) (1.74) (1.68) (0.40)

N 173,184 161,599 153,439 146,948 140,837 135,085 124,589 115,095 79,166 43,984
Adjusted R2 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.01

Panel D: Momentum, Past DR shocks

DRq−1 DRq−2 DRq−3 DRq−4 DRq−5 DRq−6 // DRq−8 // DRq−10 // DRq−20 // DRq−40

Winners -1.60*** -1.83*** -2.11*** -2.27*** 0.10 0.05 0.12* 0.10 -0.08 0.01
(-16.64) (-22.57) (-25.57) (-25.99) (1.11) (0.54) (1.86) (1.25) (-0.96) (0.15)

Losers 1.54*** 1.79*** 2.25*** 2.30*** -0.27*** -0.30*** -0.27*** -0.29*** -0.12 -0.05
(11.23) (15.37) (21.18) (20.80) (-3.04) (-3.24) (-3.08) (-3.74) (-1.43) (-0.71)

N 173,184 161,599 153,439 146,948 140,837 135,085 124,589 115,095 79,166 43,984
Adjusted R2 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.01

III reports the results on those regressions, looking up to 40 quarters back.

Panel A shows that stocks subject to negative (positive) CF revisions in the

quarter prior (q−1) to the portfolio holding period are more likely to be classified

as value (growth) firms in period q0. This probability slowly decays the further

back in time the CF shock occurred. For example, an equivalent negative (positive)

effects and clustered errors by date and firm. We are conscious that since the dependent variable
is a dummy in the space [0,1], a non-linear model, such as a logistic regression might have been
more appropriate. However, based on prior research designs (such as for example Engelberg et al.
(2018)) and on the recommendations of Petersen (2009), the inclusion of the clustered errors
seemed the most important in the design to avoid underestimation of standard errors and bias
the resulting statistical inference. Due to technical difficulties, the latter was not possible with
the logistic approach, and hence our choice for the linear model. As a result, our coefficient can
not strictly speaking be treated as probabilities since it is possible for them to exceed the [0,1]
domain.
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CF shock in q−4 is still 23% (11%) as likely to forecast a classification as a value

(growth) stock in q0. Even if the CF shock took place five or ten years ago (q−20) it

still significantly forecasts the future book-to-market ranking.

Past DR shocks are also predictors of future classifications into value and growth

portfolios. Firms with more positive revisions in expected returns (i.e., higher DR

shocks) tend to subsequently be classified as value firms. Growth stocks on the other

hand tend to be subject to lowered revisions expected returns. Those effects of DR

shocks again seem to be long-lasting: DR shocks significantly impact book-to-market

portfolio assignment even five or ten years ahead.

Momentum stocks exhibit very different patterns in their past unexpected re-

turns. The key differentiation between winner and loser stocks occurs during the

four quarters before the holding period, with a distinct break in q−5. This matches

with the portfolio formation period9. During those four quarters, stocks that were

subject to positive (negative) CF shocks tend to subsequently become winner (loser)

stocks. When looking five quarters ahead a sharp drop-off occurs and past unex-

pected returns fail to further forecast future momentum assignments.

The patterns of past DR shocks for momentum stocks, shown in panel D, may be

the least anticipated ones. We find that stocks getting negative (positive) revisions

in expected returns are significantly more likely to be become winner (loser) stocks,

up to four quarters ahead. Therefore, despite having higher than average expected

returns in q0
10, winner stocks were actually subject to more negative revisions in

discount rates. This might come as a surprise, since negative DR shocks should

subsequently lead to lower expected returns.

This result calls for a more thorough investigation of the dynamics of expected

and unexpected returns of momentum stocks, which we do in section III.E. Indeed,

the lower (higher) expected returns of winner (loser) stocks might only manifest

multiple quarters after the initial DR shock. We find patterns consistent with this

notion in figure IV.1: winner (loser) stocks have significantly lower (higher) expected

returns in the quarters following the portfolio holding period. Those patterns fit par-

ticularly well with the notion that momentum goes hand-in-hand with a subsequent

reversal.

Overall, value and momentum appear as polar opposites: one anomaly (value)

9In section III.E we seek to further investigate if the unexpected return patterns occur because of
the choice of the formation period for momentum, or if momentum portfolio assignment is the
result of past CF and DR shocks. We do this by removing momentum from the set of variables
determining expected returns in the VAR.

10This is shown in the estimates of the VAR model (chapter III, section II, table I, panel A), where
a high momentum rank forecasts higher than average next-period return (p<0.01).
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goes long stocks that were subject to the more negative CF revisions, but with

sustained increases in expected returns; while the other (momentum) goes long firms

that were subject to increases in expected cash-flows, but with lowered expected

returns. The key difference between the two being the time-span over which the

past relative CF and DR shocks are relevant for the two anomalies. Being able

to measure quarterly movements in unexpected returns is crucial to understand the

dynamics of the momentum anomaly in particular, given the sudden break in quarter

q−5.

B. Relative contribution of CF and DR to past unexpected return dif-

ferences

Next, we want to know the relative portion of unexpected price movements at-

tributable to revisions in cash-flows and discount rates. This is possible to compute,

since total unexpected returns are simply the difference of CF minus DR shocks (see

eq. (III.7)). In practice, we measure by how much value and momentum stocks

differed from the average firm’s unexpected return over a period of one to five years

as follows:

Reti,[t−x−→t] = αt + β1V aluei,t + β2Growthi,t + ϵi,t

Reti,[t−x−→t] = αt + β1Winneri,t + β2Loseri,t + ϵi,t
(IV.3)

where Reti,[t−x−→t] stands for the average over the period going from t − x to t of

the unexpected return component being studied. We consider the total unexpected

return (UxRet), CF, and DR. The latter two sum up to UxRet by construction as

per equation (III.7). Dummies and subscripts are the same as presented in equation

(IV.2). The coefficients β1 captures how much higher the unexpected return compo-

nents are relative to other firms for long leg portfolio firms, whereas the β2 measure

this same relative difference for short portfolio stocks. For each time horizon, we are

interested in the relative importance of the β coefficients for CF and DR relative to

UxRet.

Gerakos and Linnainmaa (2018) show that decreases in relative prices are the

main drivers behind the value premium. It seems therefore intuitive to expect that

a sizeable portion of this price decline is driven by increases in discount rates, which

would translate into higher expected returns for value stocks. Consistent with this

hypothesis, table IV shows that a significant portion of value stock’s relative price

decline is driven by positive DR shocks. About 30% of the relative price decline can
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be traced back to increases in expected returns, which should effectively translate

into higher returns in subsequent periods.

Table IV - CF and DR contribution to average past unexpected returns: This
table shows the differences in cumulated CF and DR shocks of value and momentum firms.
β1 and β2 are the estimated coefficients from pooled regressions with the same specification
as in equation (IV.2). The difference with table III is that there the independent variables
were lagged returns, whereas here we use average log returns. The horizon (1-year, 2-
year,...) indicates the length of the time period considered to compute the average return.
“UxRet” is the unexpected return component and is equal to CF-DR. The percentages
reported in brackets refer to the proportion of UxRet change caused to CF and DR.

Book-to-Market Momentum
Value Growth Winners Losers

β1 (%) β2 (%) β1 (%) β2 (%)

1-year
UxRet -3.05 2.81 8.11 -8.10
CF -2.16 (70.8%) 2.15 (76.3%) 6.79 (83.7% ) -6.87 (84.8%)
(-)DR -0.89 (29.2%) 0.67 (23.7%) 1.32 (16.3%) -1.23 (15.2%)

2-year
UxRet -2.53 2.40 3.93 -3.77
CF -1.78 (70.3%) 1.82 (76.0%) 3.30 (83.8%) -3.23 (85.5%)
(-)DR -0.75 (29.6%) 0.58 (24.0%) 0.64 (16.1%) -0.54 (14.4%)

3-year
UxRet -2.17 2.12 2.58 -2.27
CF -1.51 (69.8%) 1.60 (75.3%) 2.16 (83.9%) -1.97 (86.6%)
(-)DR -0.65 (30.2%) 0.52 (24.6%) 0.42 (16.2%) -0.30 (13.4%)

4-year
UxRet -1.91 1.94 2.02 -1.63
CF -1.33 (69.7%) 1.44 (74.6%) 1.69 (83.9%) -1.41 (86.7%)
(-)DR -0.58 (30.3%) 0.49 (25.4%) 0.32 (16.0%) -0.22 (13.2%)

5-year
UxRet -1.75 1.80 1.63 -1.27
CF -1.21 (69.6%) 1.33 (73.9%) 1.37 (84.1%) -1.11 (87.2%)
(-)DR -0.53 (30.4%) 0.47 (26.1%) 0.26 (15.9%) -0.16 (12.8%)

The difference is driven mostly by CF shocks (almost 85%) for momentum stocks,

which should be permanent in nature. When going further than one year in the past,

momentum firms show no significant differences in unexpected returns, the entirety

of the price differential beyond year(-1) being driven by the first four quarters11.

Conversely, as previously suggested by table III, value stocks were subject to con-

sistent negative unexpected returns in the years past, going from -1.99% between

year(-1) and year(-2), to -1.14% between year(-4) and year(-5). DR shocks consis-

11Since the relative unexpected return differential (UxRet) is about 8% over the first year, 4% over
the first two years, and 2% over the first 4 years, it follows arithmetically that beyond the first
year no additional relative difference in UxRet is observed. This is expected given the finding in
panels C and D of table III, where almost all the differences in unexpected returns for momentum
stocks are concentrated in the first four quarters.
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tently account for at least 30% of this price change, such that even at the five-year

horizon value (growth) stocks have 0.53% higher (0.47% lower) DR returns than

average.

C. Long term impacts of CF and DR shocks

This section investigates how changes in expected returns and cash-flows trans-

late into future price changes. Can the consistently positive past DR shocks of value

stocks be the driving force behind the premium of value stocks? Why do high mo-

mentum stocks get negative DR returns in the past four quarters yet still earn high

returns during the holding period?

The first question has as a starting point that positive revisions about discount

rates should forecast high expected returns in the future. Panel A of table V reports

how much a 1% increase in DR shocks impacts future returns. We test the following

specifications:

Reti,t = αt + β DRi,[t−x−→t] + ϵi,t

Reti,t = αt + β CF i,[t−x−→t] + ϵi,t
(IV.4)

where Reti,t is either the total log stock return (Totret), the expected return compo-

nent (Eret, i.e., the difference between the total return and the unexpected return),

the CF shock, or the DR shock, at time t for firm i. Indeed, as per equation (III.7)

the total return can be decomposed into three components, i) the expected return,

ii) the CF return, and iii) the DR return. In essence, the question those regression

seek to answer is: how do past average unexpected returns impact the different

components of future returns.

Positive DR shocks positively forecast future expected returns, especially when

sustained over long horizons. A firm subject to 1% greater DR shocks over the

past forty quarters has an expected return component in q0 1.03% higher. This also

translates in slightly significantly higher (+0.55%) total return at that horizon. This

increased long-term return triggered by positive DR shocks is fully attributable to the

expected return component. Sustained positive DR shocks over very long periods of

40 quarters also forecast a slightly significant decrease in future CF shocks (-0.45%).

This last result might suggest that the negative correlation between CF and DR

shocks extends through time over multiple periods. However, notice that forecasting

future CF shocks based on past DR shocks brings with it much more uncertainty

than when forecasting future expected returns. As a result that the standard errors
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Table V - Forecasting returns based on past CF and DR shocks: This table
regresses cumulated DR shocks (panel A) and CF shocks (panel B) over determined periods
x specified within the brackets, against the contemporaneous q0 total return (Totret, first
row of regressions), Expected Return (Eret, second row), CF and DR shocks. We report
standard errors in parentheses to let the reader appreciate to which component of total
returns the high standard errors of total returns can be attributed to. The regressions
include date fixed-effects and the standard errors are clustered by date and firm.

Panel A: Impact of past DR shock

x= [q−1,q−1] [q−2,q−1] [q−3,q−1] [q−4,q−1] [q−5,q−1] [q−6,q−1] // [q−8,q−1] // [q−10,q−1] // [q−20,q−1] // [q−40,q−1]

(Totretq0)
DRqx 0.06 0.10 -0.01 -0.08 0.02 0.09 0.09 0.17 0.24 0.55*

(0.05) (0.07) (0.09) (0.11) (0.13) (0.15) (0.16) (0.19) (0.25) (0.32)

(Eretq0)
DRqx 0.06*** 0.06*** 0.04*** 0.01 0.08*** 0.14*** 0.25*** 0.37*** 0.72*** 1.03***

(0.00) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.02)

(CFq0)
DRqx -0.08* -0.15** -0.33*** -0.16* -0.16 -0.15 -0.19 -0.23 -0.53** -0.45*

(0.04) (0.06) (0.07) (0.09) (0.11) (0.12) (0.13) (0.15) (0.21) (0.27)

(DRq0)
DRqx -0.08*** -0.19*** -0.28*** -0.08*** -0.10*** -0.10*** -0.03 -0.03 -0.06 0.02

(0.01) (0.02) (0.02) (0.03) (0.03) (0.03) (0.04) (0.04) (0.05) (0.07)

N 173,184 161,599 153,439 146,948 140,837 135,085 124,589 115,095 79,166 43,984
date-FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Panel B: Impact of past CF shock

x= [q−1,q−1] [q−2,q−1] [q−3,q−1] [q−4,q−1] [q−5,q−1] [q−6,q−1] // [q−8,q−1] // [q−10,q−1] // [q−20,q−1] // [q−40,q−1]

(TotRetq0)
CFqx 0.00 0.00 0.05 0.08* 0.06 0.05 0.06 0.02 0.03 -0.10

(0.02) (0.03) (0.03) (0.04) (0.05) (0.06) (0.06) (0.07) (0.11) (0.12)

(Eretq0)
CFqx 0.00*** 0.03*** 0.05*** 0.07*** 0.07*** 0.06*** 0.04*** 0.01*** -0.10*** -0.18***

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.01)

(CFq0)
CFqx -0.01 0.00 0.05* 0.00 -0.01 -0.01 0.01 -0.02 0.12 0.07

(0.01) (0.02) (0.03) (0.03) (0.04) (0.05) (0.05) (0.06) (0.09) (0.10)

(DRq0)
CFqx -0.01 0.03*** 0.05*** -0.00 -0.00 -0.00 -0.02 -0.02 -0.01 -0.02

(0.00) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.02) (0.02) (0.03)

N 173,184 161,599 153,439 146,948 140,837 135,085 124,589 115,095 79,166 43,984
date-FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

of the estimated coefficients are big and reduce statistical significance. Therefore,

those estimated errors suggest considering the observed negative correlation between

past DR and present CF shocks with caution.

This table also highlights the strong link between contemporaneous DR shocks

and expected returns, even multiple quarters ahead. This relationship is expected

given the link between DR shocks and expected returns by construction of the model.

It also fits with the positive premium of value stocks, which are more likely to have

been subject to positive DR shocks over long periods of time of multiple years.

In panel B, still at long horizons of multiple years, we find that consistent nega-
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tive CF shocks forecast high expected returns. Theoretically, CF shocks should be

permanent in nature and have no impact on future expected returns. This pattern

however aligns with the one observed for value stocks in table III. It might therefore

result from the negative correlation between CF and DR shocks.

Based on the above results, to better understand the dynamics of momentum

stocks we are interested in looking into short term impacts, of less than a year. Stocks

with negative DR shocks over the recent four quarters appear to have slightly more

positive CF and DR shocks. However, those two effects play against each other

such that DR shocks do not forecast total returns at short horizons of one year.

Therefore, the premium of momentum stocks at quarter q0 is likely not the result of

the most recent DR shocks.

Panel B also shows that positive CF shocks over the past four quarters forecast

positive total returns. This aligns with the premium earned by momentum stocks

in quarter q0 and their high CF shocks in the preceding year.

D. Portfolios constructed on past CF and DR shocks

Table VI seeks to consolidate those results by moving away from the panel re-

gression setting. The goal here is to measure the performance of portfolios formed

based on past CF and DR shocks. As for the VAR model, the implicit assumption

is that the transition matrix Π is known to the investor and remains constant over

time. Panel B shows that a portfolio that goes long the top quintile of stocks sorted

on average CF shocks over the past four quarters, and shorts those with the lowest

CF revisions, earns a 5.24% return in excess of the market (t-stat = 2.37). This

portfolio strongly correlates with the momentum factor (0.71) and is inversely re-

lated to the HML portfolio (cor=-0.21). As a result, when controlling for HML, the

α of the portfolio goes up, whereas the momentum factor brings α down to zero.

Similarly, we can build portfolios based on past revisions in discount rates. Mo-

tivated by table V we would expect to see the stocks with the highest average DR

shocks over the past forty years to earn high returns. Indeed, a portfolio that goes

long into those stocks and shorts the quintile of firms with the most negative DR

shocks over the same period earns a 5.26% return premium in excess of the market

(t-stat = 2.14). This long-term DR portfolio has opposite exposures to value and

momentum than the short-term CF portfolio. The correlation with HML is 0.68 and

is -0.36 with WML, both significant at the one-percent level.

Those portfolios built on past unexpected returns again reflect the negative corre-

lation between value and momentum documented by Asness et al. (2013) and Daniel
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Table VI - Portfolios built on past CF and DR shocks: We build portfolios based
on past average CF and DR shocks. The time span in brackets [q−x, q−y] indicates over
which period the averages for the classification are computed. We rank the portfolios based
on those averages and go long the top quintile and short the bottom quintile. The portfolio
joining CF and DR information described in section III.C is denoted with the union sign⋃
. Panel A reports the correlation of those portfolio with the Market, HML and WML

portfolios obtained from the website of Kenneth French. T-stats appear in parentheses.
Panel B reports the intercept of a regression including those portfolios as controls and
again reports the t-stat in parentheses.

Panel A: Correlations of portfolios built on past CF and DR shocks

DR[q−40,q−1] CF [q−40,q−1] CF [q−4,q−1] DR[q−4,q−1] DR[q−40,q−1]

⋃
CF [q−4,q−1]

Mkt.Rf
-0.23*** 0.30*** 0.02 -0.06 -0.19**

(-2.69) (3.66) (0.23) (-0.79) (-2.21)

HML
0.68*** -0.56*** -0.21*** 0.31*** 0.37***

(10.66) (-7.80) (-2.85) (4.32) (4.56)

WML
-0.36*** 0.29*** 0.71*** -0.65*** 0.36***

(-4.44) (3.53) (13.06) (-11.15) (4.46)

Panel B: Alpha of portfolios built on past CF and DR shocks

DR[q−40,q−1] CF [q−40,q−1] CF [q−4,q−1] DR[q−4,q−1] DR[q−40,q−1]

⋃
CF [q−4,q−1]

α - Mkt.Rf
5.26%** -5.00%** 5.24%** -1.50% 6.07%***

(2.14) (-2.58) (2.37) (-0.80) (2.91)

α - Mkt.Rf + HML
2.06% -3.02%* 6.63%*** -3.14%* 4.67%**

(1.10) (-1.78) (2.98) (-1.73) (2.35)

α - Mkt.Rf + WML
8.81%*** -7.37%*** -0.91% 3.43%** 3.82%*

(3.76) (-3.99) (-0.58) (2.31) (1.88)

α - Mkt.Rf + HML + WML
4.67%** -4.97%*** -0.79% 2.43% 1.22%

(2.52) (-2.95) (-0.48) (1.59) (0.66)

and Moskowitz (2016), and their pervasive opposition with one another. They also

note that this negative correlation between HML and WML implies that a portfolio

on the efficient frontier will likely need exposure to both factors.

Motivated by these remarks, we use a scoring approach to build a portfolio that

loads both on long-term DR and short-term CF shocks. Every quarter, each stock is

assigned a percentile score from 1 to 100 along each of those two dimensions (highest

average DR over 40 quarters and highest average CF over four quarters score 100).

The sum of those scores defines the final rank along which the final portfolio goes

long the top quintile and short the bottom quintile. This portfolio has a significant

correlation with both HML (0.37) and WML (0.36). It earns a 6.07% return in

excess of the market. Controlling for HML or WML in isolation does not eliminate

the premium, but when including both together, the alpha of the portfolio becomes
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insignificant.

E. Robustness concerns

At this stage, it is necessary to introduce robustness considerations. Indeed,

the baseline VAR model relies on book-to-market and momentum as state variables

to forecast future returns. The first column in panel A of table 1 (in chapter III)

implies that for firms with high levels of book-to-market and price momentum in the

previous quarter, the model will generate high expected returns. Consistent with

this prediction, figures IV.1a and IV.1c show that both value and winner stocks have

high expected returns in q0.

Figure IV.1. - Evolution of Expected Return Component: This set of figures
reports the expected return component (Eret) for value and growth (blue and red lines)
in the top row and winners and losers (blue and red) in the bottom row. The coefficients
for each quarter are estimated from a pooled OLS regression as in equation (IV.2) where
Eret is the dependent variable. The regressions include date fixed-effects and the standard
errors are clustered by firm and date. The left column is for the baseline specification,
whereas the right column reports the estimates for the VAR specification without value
and momentum in the vector of state variables.

(a) Value, LT20 (b) Value, LT20-ex.Val

(c) Momentum, LT20 (d) Momentum, LT20-ex.Mom
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What happens when expected returns are not dependent on the level of book-

to-market and price momentum? In that scenario, dynamics of expected returns

change, at least for momentum. Consider a VAR specification from which momen-

tum is omitted from the set of state variables. The consequence of this model, where

the past twelve-month price change does not influence expected returns, is visible

in figure IV.1d. It shows that the expected return component of winner and loser

stocks does not spike in q0. Instead, the pattern that clearly subsists when compared

to the default specification is that loser (winner) stocks see an increase in expected

returns only after the holding the period. This behavior would be consistent with

the positive (negative) DR shocks of loser (winner) stocks documented in section

III.A above. This calls for a cautious robustness check of all previously documented

results in the sections above.

Table VII investigates the robustness of the results across five different specifi-

cations. LT20 refers to the baseline specification used throughout the paper and

follows the approach of Lochstoer and Tetlock (2020). It is the preferred frame-

work that leverages the most information about drivers of stock returns, including

levels of momentum and book-to-market. LT20-ex.Val-ex.Mom is a modified ver-

sion of LT20, where we remove momentum and book-to-market from the set of

state variables. Similarly, LT20-ex.Val and LT20-ex.Mom are modified versions of

the baseline VAR specification where only book-to-market and momentum, respec-

tively, are omitted. The objective of those changes is to pinpoint which results are

sensitive to their inclusion in the VAR. Finally, V02 is the last specification from

which we estimate CF and DR by following the approach of Vuolteenaho (2002).

Panel A aims at completing the discussion raised by figure IV.1. Given the

mechanics of the VAR model, variables that predict returns at time q0 end up in

the contemporaneous expected component of returns. High book-to-market and

high momentum stocks have elevated expected returns. Since these characteristics

capture the expected component of returns, they should not influence unexpected

returns in q0. Indeed, we find no differences in CF and DR shocks in the LT20

model. Neither along the value-growth nor along the winner-loser axis. In this

framework, value and momentum stocks earn their premium because of positive

expected returns, not because CF or DR shocks are systematically higher or lower.

If the latter were the case, the model would be doing a poor job at its intended

purpose.
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Table VII - Robustness: This table reports how the previously documented results
stand up to a set of four alternative specifications for the VAR model that estimates CF
and DR shocks. The alternative specifications are detailed in section III.E. Panel A reports
contemporaneous (q0) average CF and DR shocks of value and momentum stocks. Panel B
reports the forecast of returns for 1-year CF and 10-year DR shocks, as in table V. Panel C
reports the contribution of CF and DR shocks to past unexpected returns at the one-year
and five-year horizon, as in table IV. Finally, panel D reports the key results of table VI
for the robustness specifications.

Panel A: CF and DR shocks in q0

LT20
LT20-
ex.Val-
ex.Mom

LT20-
ex.Mom

LT20-
ex.Val

V02

DRq0 (%)

Value 0.00 0.10** 0.03 0.03 0.05
(0.03) (2.28) (0.53) (0.53) (0.40)

Growth 0.01 -0.13** 0.01 -0.10 -0.10
(0.17) (-2.33) (0.10) (-1.34) (-0.72)

Winner 0.04 -0.28*** -0.04 -0.02 0.03
(0.60) (-5.27) (-0.67) (-0.29) (0.20)

Loser 0.03 0.26*** 0.16** -0.06 0.03
(0.36) (5.12) (1.96) (-1.04) (0.21)

CFq0 (%)

Value -0.34 0.24 -0.36* 0.41 -0.56
(-1.67) (-0.81) (-1.75) (1.31) (-1.50)

Growth -0.03 -0.70* 0.01 -0.89** 0.18
(-0.11) (-1.77) (0.03) (-2.22) (0.36)

Winner -0.49* 0.53* 0.23 -0.56* 1.49***
(-1.78) (1.67) (0.85) (-1.68) (3.75)

Loser -0.35 -1.30*** -1.05*** -0.26 -2.19***
(-1.12) (-3.26) (-3.38) (-0.62) (-5.30)

Table VIII - Continued.

Panel B: Decomposed return forecast to past CF/DR shocks

LT20
LT20-
ex.Val-
ex.Mom

LT20-
ex.Mom

LT20-
ex.Val

V02

CF [q−4,q−1]

TotRet 0.08* 0.17*** 0.08* 0.16*** 0.18***
(0.04) (0.04) (0.04) (0.04) (0.06)

Eret 0.07*** 0.01*** -0.01*** 0.13*** -0.04***
(0.00) (0.00) (0.00) (0.00) (0.01)

CF 0.00 0.14*** 0.08** 0.04 0.20***
(0.03) (0.04) (0.03) (0.04) (0.05)

(-)DR 0.00 0.02*** 0.01 -0.01** 0.02
(0.01) (0.01) (0.01) (0.01) (0.02)

DR[q−40,q−1]

TotRet 0.55* 1.32** 0.58* 1.00 1.16
(0.32) (0.67) (0.34) (0.81) (0.93)

Eret 1.03*** 1.01*** 0.97*** 1.16*** 1.25***
(0.02) (0.05) (0.01) (0.08) (0.04)

CF -0.45* 0.32 -0.30 -0.48 -0.11
(0.27) (0.59) (0.28) (0.81) (0.75)

(-)DR -0.02 -0.01 -0.09 0.32* 0.03
(0.07) (0.18) (0.07) (0.18) (0.30)
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Table VIII - Continued.

Panel C: CF/DR contribution to past shocks

LT20
LT20-
ex.Val-
ex.Mom

LT20-
ex.Mom

LT20-
ex.Val

V02

1-year
UxRet
Value

CF -2.16 -2.40 -2.20 -2.38 -1.85
(%) (71%) (87%) (72%) (92%) (60%)

DR -0.89 -0.31 -0.85 -0.20 -1.26
(%) (29%) (13%) (28%) (8%) (40%)

5-year
UxRet
Value

CF -1.21 -1.42 -1.23 -1.39 -1.24
(%) (70%) (87%) (72%) (93%) (57%)

DR -0.53 -0.18 -0.49 -0.10 -0.93
(%) (30%) (13%) (28%) (7%) (43%)

1-year
UxRet
Winners

CF 6.79 8.23 6.69 8.52 -6.92
(%) (84%) (89%) (81%) (96%) (77%)

DR 1.32 0.99 1.52 0.42 -2.11
(%) (16%) (11%) (18%) (4%) (23%)

5-year
UxRet
Winners

CF 1.37 1.74 1.10 1.82 1.41
(%) (84%) (90%) (84%) (96%) (79%)

DR 0.26 0.19 0.22 0.07 0.38
(%) (16%) (10%) (16%) (4%) (21%)

Table VIII - Continued.

Panel D: Past CF/DR portfolios

LT20

LT20-

ex.Val-

ex.Mom

LT20-

ex.Mom

LT20-

ex.Val
V02

CF [q−4,q−1]

α-Mkt.Rf 5.24% 10.78% 5.77% 10.80% 10.25%

(t) (2.37) (2.98) (2.58) (3.04) (2.59)

Mkt cor 0.02 0.02 0.01 0.03 0.17

HML cor -0.21*** -0.11 -0.22*** -0.10 -0.15

WML cor 0.71*** 0.76*** 0.73*** 0.75*** 0.78***

DR[q−40,q−1]

α-Mkt.Rf 5.26% 16.07% 5.56% 13.20% 18.01%

(t) (2.14) (2.60) (2.26) (2.39) (1.65)

Mkt cor -0.23*** -0.57** -0.23*** -0.55** -0.47

HML cor 0.68*** 0.44* 0.70*** 0.34 0.88***

WML cor -0.36*** -0.65*** -0.38*** -0.56** -0.49

Omitting momentum from the VAR (LT20-ex.Mom) causes loser stocks to ex-

hibit negative CF and positive DR shocks in q0. This disparity in unexpected returns
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explains why the difference in expected returns in q0 disappears when going from

figure IV.1c to IV.1d. Removing book-to-market (LT20-ex.Val) from the state vari-

ables causes growth stocks to have more negative CF shocks than value firms. This

accompanies the change in expected returns of value stocks observed when going

from figure IV.1a to IV.1b: in the baseline specification, value stocks have signif-

icantly higher expected returns than growth stocks (about 1% difference), but in

LT20-ex.Val this difference drops to about 0.3% because part of the value premium

is “captured” by the difference in CF. When removing both book-to-market and mo-

mentum (LT20-ex.Val.ex.Mom), both effects documented above coincide. Finally,

since V02 does not include momentum and heavily relies on book-to-market, winner

stocks have more positive CF shocks than losers, similar patterns as LT20-ex.Mom.

Panel B shows that the differences in drivers of expected returns across models

carry over to the analysis from section III.C. Here we report how short-term (i.e., four

quarters) CF shocks and long-term (i.e. forty quarters) DR shocks forecast future

returns, as in table V. Across all specifications, high total returns follow short-run

increases in CF. However, the source of this increase depends on the specification of

the model. As shown before for LT20, positive CF shocks in the past four quarters

coincide with a high momentum characteristic, which translates into high expected

returns (see figure IV.1c). This observation also holds for LT20-ex.Val, which is the

only other specification where momentum appears in the set of state variables. In

specifications without momentum (LT20-ex.Mom, LT20-ex.Val.ex.Mom and V02 ),

the forecasted increase in total return following 1-year high CF shocks is not driven

by high expected returns. Instead, it is the consequence of positive CF shocks that

follow the initial revisions.

Although the source of return forecastability varies across specifications, panel C

highlights that forming portfolios ranked on past short-term CF shocks consistently

outperform the market portfolio, with a t-stat ranging from 2.37 (LT20 ) to 3.04

(LT20-ex.Val). The implication here is that no matter the selected model, short-run

increases in CF shocks are further followed by high returns. The link to momentum

is found across all specifications since the correlation with the WML factor remains

significant.

Long-term DR shock’s ability to forecast total returns, on the other hand, seems

to draw more consistently from the high expected return that follows a string of

positive DR shocks (see panel B). This appears to hold across all specifications,

although standard errors vary and affect the statistical significance. In panel C, we

again find that portfolios formed on past DR shorts earn a premium compared to
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the market across all specifications. Note that the portfolio capturing this premium

negatively correlates with the market and momentum factors but has a positive

exposure to value, at least when including book-to-market in the VAR.

Finally, panel D checks the robustness of the initial results about drivers of value

and momentum price changes in the years before the holding period. When book-

to-market is included as a state variable in the VAR model, the price decline of value

stocks is driven for a large part by positive DR shocks. They account for 28% to 43%

of the difference in past unexpected returns, even at long horizons. This positive

revision in expected returns likely reflects a progressive increase in exposure to the

value factor. Indeed, when omitting book-to-market from the model, the proportion

of past DR shocks drops by more than half but remains positive.

This again contrasts with momentum stocks, that are subject to negative DR

shocks across all specifications, despite their strong positive CF revisions. The nega-

tive (positive) DR shocks of winner (loser) stocks is also consistent with the patterns

of expected returns observed several quarters after the holding period in figure IV.1.

Therefore, the negative DR shocks of momentum stocks imply lower returns, and

thus a reversal, several years down the line.

IV. Tone correlates with the observed changes in

CF and DR

As a follow-up to the discussion above, we investigate how tone, an exogenous

measure of news that arrives to investors, relates to the patterns in CF and DR

of value and momentum12 stocks. We extensively detail the construction of this

measure of news polarity in chapter II. The underlying premise is that the media

reflects information that leads investors to revise their expectations about future

cash flows and discount rates. Therefore, the content of media might help to pin

down the nature of the differences in CF and DR updates documented in section

III.

Table IX reports summary statistics about tone of value, growth, winner and

loser stocks at quarterly frequency. We build firm-specific news tone over intervals

of three months following equation II.2. We find that growth stocks get significantly

12Previous research has already highlighted the link between media coverage and momentum.
Hillert et al. (2014) document that momentum is strongest among firms with high media cov-
erage, while Da et al. (2014) bring more nuance to this argument, by suggesting that firms
with continuous attention form a gradual and sustained momentum which contrasts with firms
receiving infrequent and dramatic news.
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Table IX - Tone of value and momentum: The left side of this table reports summary
statistics on quarterly firm-specific news tone. “Value”, “Growth”, “Winners” and “Losers”
refer to their specific sub-samples, “All” is the full sample. tone is scaled overall to have
a mean of zero and a standard deviation of one. The differences (V-G, W-L) have the
z-stat of the difference in mean reported in brackets. No measure of tone is available before
January 2003. The right side of the table reports the estimated β coefficients for each
sub-sample from a panel regression specified as: reti,t αt +βtonei,t, where ret is either the
CF or DR shock. This regression includes date fixed effects and errors are clustered by date
and firm. T-stats are reported in brackets. For the row measuring the differences (V-G,
W-L), the significance of the difference in coefficients is measured by a z-test described in
Clogg et al. (1995).

µ σ Min 25thp 75thp Max
% Obs.
w. tone

% Obs.
w. tone
>= 2003

CF ∼tone DR ∼tone

All 0.00 1.00 -4.61 -0.63 0.70 3.00 29% 65%
1.43***
[10.05]

-0.32***
[-8.91]

Value -0.25 1.00 -4.61 -0.85 0.43 2.97 24% 54%
1.94***
[8.15]

-0.42***
[-6.67]

Growth 0.16 1.00 -4.61 -0.48 0.87 3.00 31% 70%
1.36***
[9.31]

-0.29***
[-10.33]

V-G
[z-score]

-0.41***
[-31.29]

0.00 0.00 -0.37 -0.44 -0.03 -7% -16%
0.58**
[2.08]

-0.13*
[-1.94]

Winners 0.15 0.97 -4.61 -0.48 0.84 3.00 29% 64%
1.38***
[7.04]

-0.32***
[-6.64]

Losers -0.29 1.06 -4.61 -0.95 0.45 2.95 28% 62%
2.32***
[10.21]

-0.45***
[-8.23]

W-L
[z-score]

0.44***
[32.78]

-0.09 0.00 0.47 0.39 0.05 1% 2%
-0.94***
[-3.16]

0.13*
[1.76]

more positive news coverage than value firms on average. They also benefit from

more news coverage overall. Winner stocks are also firms that significantly more

positive media coverage than average. The difference with loser stocks is significant,

who get very negative news. However, those firms do not significantly differ in the

total amount of news coverage they are subject to.

Table IX also investigates the impact of tone on CF and DR shocks. An increase

in tone positively correlates with CF shocks, which is expected if news in media

reflect updates in expectations about future cash flows. tone also correlates nega-

tively with DR shocks. Interpreting the latter might be somewhat more delicate.

One possibility is that good (bad) news generally reduce (increase) the exposure to

priced risk factors. Another possibility is that it reflects the negative correlation be-

tween CF and DR and that the negative impact of tone on DR shocks imply reversal

due to overreaction. Overall, we find that good (bad) news primarily impact prices

by improving (deteriorating) CF expectations and decreasing (increasing) risk and

114



Table X - Past tone: This table reports the average tone of value and momentum
stocks at different lags up to 40. The table is identical to table III and is based on the
same specification as in equation (IV.2), except that tone is the dependent variable. The
regressions include date fixed effects and errors are clustered by date and firm.

Panel A: Value, Past tone

toneq−1 toneq−2 toneq−3 toneq−4 toneq−5 toneq−6 // toneq−8 // toneq−10 // toneq−20 // toneq−40

Value -0.29*** -0.26*** -0.24*** -0.22*** -0.21*** -0.19*** -0.17*** -0.16*** -0.14*** -0.11***
(-18.75) (-17.15) (-13.92) (-13.14) (-13.15) (-12.12) (-11.83) (-11.54) (-7.19) (-4.22)

Growth 0.18*** 0.19*** 0.19*** 0.18*** 0.17*** 0.18*** 0.18*** 0.18*** 0.20*** 0.15***
(15.29) (14.99) (13.85) (13.56) (13.08) (13.98) (15.02) (14.40) (12.08) (8.09)

N 56,696 54,324 53,010 50,712 48,519 46,439 42,580 38,998 24,701 9,679
Adjusted R2 0.04 0.04 0.04 0.04 0.04 0.04 0.03 0.04 0.03 0.01

Panel B: Value Future tone

toneq0 toneq+1 toneq+2 toneq+3 toneq+4 toneq+5 toneq+6 // toneq+8 // toneq+10 // toneq+20

Value -0.26*** -0.22*** -0.20*** -0.18*** -0.17*** -0.15*** -0.15*** -0.10*** -0.09*** -0.03**
(-17.25) (-13.55) (-11.98) (-11.88) (-10.90) (-9.48) (-9.76) (-6.73) (-6.80) (-1.98)

Growth 0.15*** 0.14*** 0.13*** 0.12*** 0.10*** 0.09*** 0.08*** 0.08*** 0.08*** 0.07***
(14.05) (13.23) (12.00) (11.66) (10.08) (8.05) (6.77) (6.52) (5.61) (4.63)

N 59,871 56,252 53,463 51,738 50,092 48,495 46,967 44,122 41,464 30,717
Adjusted R2 0.04 0.04 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03

Panel C: Momentum, Past tone

toneq−1 toneq−2 toneq−3 toneq−4 toneq−5 toneq−6 // toneq−8 // toneq−10 // toneq−20 // toneq−40

Winners 0.17*** 0.14*** 0.12*** 0.07*** -0.05*** -0.03* -0.03 -0.02 0.01 0.07**
(8.16) (6.14) (6.09) (4.05) (-2.71) (-1.73) (-1.59) (-0.84) (0.46) (2.05)

Losers -0.42*** -0.35*** -0.28*** -0.17*** -0.07*** -0.04** -0.01 -0.00 0.01 0.00
(-15.86) (-13.42) (-11.60) (-8.23) (-3.99) (-2.48) (-0.62) (-0.13) (0.32) (0.12)

N 56,696 54,324 53,010 50,712 48,519 46,439 42,580 38,998 24,701 9,679
Adjusted R2 0.06 0.05 0.04 0.03 0.02 0.02 0.02 0.03 0.02 0.00

Panel D: Momentum, Future tone

toneq0 toneq+1 toneq+2 toneq+3 toneq+4 toneq+5 toneq+6 // toneq+8 // toneq+10 // toneq+20

Winners 0.10*** 0.06*** 0.05*** 0.04** 0.01 0.00 -0.02* -0.06*** -0.05*** -0.09***
(6.65) (4.46) (3.60) (2.55) (0.79) (0.29) (-1.82) (-4.51) (-3.66) (-3.76)

Losers -0.33*** -0.28*** -0.25*** -0.20*** -0.18*** -0.14*** -0.11*** -0.09*** -0.09*** -0.02
(-13.86) (-12.10) (-12.28) (-12.64) (-12.15) (-9.71) (-7.45) (-4.60) (-4.70) (-1.15)

N 59,871 56,252 53,463 51,738 50,092 48,495 46,967 44,122 41,464 30,717
Adjusted R2 0.05 0.04 0.04 0.03 0.03 0.03 0.03 0.03 0.03 0.03

discount rates. We document a coefficient which is five times greater on CF than

DR impacts.

Value stocks tend to be more sensitive than growth stocks to tone. The difference

is significant both for the impact on CF and DR. At first, this result might come

as a surprise when compared to the findings in chapter II, where we document that

growth stocks are more sensitive to tone on EAD. On non-EAD, we did not find

a significant between value and growth stocks sensitivity to news tone. Remember

also that the increased sensitivity of growth stocks is specific to EAD with bad

news. Here tone is aggregated over entire quarters, and therefore the movements we

capture are of lower frequency. Similarly, loser stocks are also more sensitive than

winner stocks.
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Table XI - Past shocks, controlling for tone: This table is identical to table III,
except that we include past tone as an additional independent variable.

Panel A: Value, Past CF controlling for past tone

CFq−1 CFq−2 CFq−3 CFq−4 CFq−5 CFq−6 // CFq−8 // CFq−10 // CFq−20 // CFq−40

Value -2.16*** -2.04*** -1.57*** -1.28*** -1.08*** -0.90*** -0.78*** -0.63*** -0.33 0.31
(-5.35) (-6.53) (-7.46) (-6.51) (-5.38) (-4.79) (-4.57) (-3.31) (-1.24) (1.03)

Growth 1.66*** 1.57*** 1.41*** 1.31*** 1.08*** 1.03*** 1.12*** 0.92*** 0.79*** 0.36
(7.70) (7.32) (6.39) (6.03) (4.91) (4.72) (6.40) (4.96) (3.62) (1.45)

tone 1.16*** 1.14*** 1.16*** 1.10*** 1.06*** 1.03*** 0.95*** 0.93*** 0.73*** 0.53***
(9.82) (9.54) (10.07) (9.92) (9.74) (9.48) (8.82) (8.70) (6.65) (3.16)

N 56,696 54,324 53,010 50,712 48,519 46,439 42,580 38,998 24,701 9,679
Adjusted R2 0.22 0.22 0.21 0.21 0.21 0.21 0.21 0.21 0.23 0.14

Panel B: Value, Past DR controlling for past tone

DRq−1 DRq−2 DRq−3 DRq−4 DRq−5 DRq−6 // DRq−8 // DRq−10 // DRq−20 // DRq−40

Value 0.93*** 0.74*** 0.66*** 0.53*** 0.48*** 0.44*** 0.39*** 0.32*** 0.25*** 0.07
(8.08) (7.24) (8.47) (7.89) (8.08) (7.45) (6.51) (4.82) (2.75) (0.52)

Growth -0.54*** -0.41*** -0.38*** -0.37*** -0.36*** -0.30*** -0.31*** -0.28*** -0.22*** -0.13
(-6.76) (-5.76) (-5.18) (-5.14) (-4.80) (-4.13) (-4.47) (-3.92) (-2.84) (-1.44)

tone -0.24*** -0.25*** -0.26*** -0.26*** -0.25*** -0.24*** -0.22*** -0.21*** -0.14*** -0.06
(-7.82) (-8.27) (-9.17) (-9.34) (-8.94) (-8.90) (-8.34) (-8.04) (-6.00) (-1.46)

N 56,696 54,324 53,010 50,712 48,519 46,439 42,580 38,998 24,701 9,679
Adjusted R2 0.62 0.62 0.63 0.63 0.64 0.64 0.65 0.66 0.67 0.50

Panel C: Momentum, Past CF controlling for past tone

CFq−1 CFq−2 CFq−3 CFq−4 CFq−5 CFq−6 // CFq−8 // CFq−10 // CFq−20 // CFq−40

Winners 5.32*** 5.13*** 5.11*** 5.25*** -0.71** -0.34 0.38* 0.02 -0.05 0.39
(19.51) (19.75) (18.82) (18.55) (-2.12) (-1.05) (1.68) (0.06) (-0.15) (1.10)

Losers -5.44*** -5.36*** -5.20*** -5.37*** 0.62** 0.56* 0.27 0.07 0.32 0.41
(-11.05) (-14.44) (-14.11) (-16.91) (2.25) (1.82) (1.49) (0.35) (0.91) (0.96)

tone 0.71*** 0.79*** 0.87*** 0.95*** 1.15*** 1.10*** 1.01*** 0.98*** 0.78*** 0.54***
(8.12) (8.64) (9.47) (10.22) (10.30) (10.03) (9.26) (9.01) (6.84) (3.18)

N 56,696 54,324 53,010 50,712 48,519 46,439 42,580 38,998 24,701 9,679
Adjusted R2 0.32 0.31 0.31 0.32 0.20 0.20 0.20 0.21 0.23 0.14

Panel D: Momentum, Past DR controlling for past tone

DRq−1 DRq−2 DRq−3 DRq−4 DRq−5 DRq−6 // DRq−8 // DRq−10 // DRq−20 // DRq−40

Winners -0.69*** -0.86*** -1.04*** -1.17*** 0.12 0.05 -0.03 0.06 -0.06 0.01
(-8.06) (-11.38) (-14.54) (-14.89) (1.43) (0.58) (-0.47) (0.84) (-0.66) (0.18)

Losers 0.66*** 0.88*** 1.17*** 1.10*** -0.14** -0.14* -0.03 -0.04 -0.06 -0.10
(4.56) (8.04) (10.58) (12.66) (-2.13) (-1.89) (-0.44) (-0.62) (-0.87) (-0.87)

tone -0.23*** -0.22*** -0.22*** -0.24*** -0.28*** -0.27*** -0.25*** -0.23*** -0.15*** -0.07
(-8.88) (-8.37) (-8.71) (-9.75) (-9.59) (-9.56) (-8.85) (-8.39) (-6.18) (-1.56)

N 56,696 54,324 53,010 50,712 48,519 46,439 42,580 38,998 24,701 9,679
Adjusted R2 0.62 0.63 0.64 0.65 0.63 0.64 0.65 0.65 0.67 0.50

The patterns of media tone for value and momentum stocks closely follow those

documented for past CF and DR shocks in table III. Table X shows that as value

(growth) stocks get negative (positive) CF shocks over the past years, their average

media coverage was also more negative (positive). It also coincides with the past

increases in DR shocks. For momentum, tone also follows the CF and DR patterns:

winner stocks start picking up positive news just four quarters prior to the holding

period, then continue benefiting from positive media coverage for one more year.

Loser stocks show opposite patterns, although their string of negative news tone is
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more consistent and starts arising in q−6.

Finally, table XI investigates if past tone can explain the past patterns in CF

and DR shocks of value and momentum. We revisit equation (IV.2) by controlling

for past tone. For momentum, the question it seeks to answer becomes: does the

increase (decrease) in CF (DR) of winner stocks originate from the nature of the

information released in the media about those firms? For value, the question is if the

bad news tone observed the past quarters is responsible for the negative unexpected

returns.

We can directly compare the coefficients of tables III and XI. It appears that

the overall patterns of past CF and DR shocks still remain present for both value

and momentum. tone positively impacts CF shocks and negatively DR shocks, but

the cross-sectional difference in tone only accounts for a modest proportion of the

differences in unexpected returns. Both for value and momentum, tone reduces the

differences in average CF and DR shocks by somewhere between 10% and 40%.

V. Discussion

In the VAR model, a positive DR shock implies high future expected returns.

In a rational framework, stocks with high expected returns earn a premium because

of their exposure to priced risk factors. Risked factors are priced when investors

want to hedge against those risks (for example, aggregate market shocks that could

impact their level of consumption). Therefore, they demand a premium for holding

that undesired risk in their portfolio. Following this interpretation, when a stock

experiences a positive firm-specific DR shock, its exposure to some priced risk factor

should increase (Ross, 1976).

The patterns we observe for the dynamics of discount rates of value stocks fit

naturally into such framework. High book-to-market firms experience consistent

increases in discount rates in the years before the holding period, translating into

high expected returns. Those positive revisions in DR are also more substantial

when including book-to-market as a state variable, consistent with the idea that the

increase in expected returns of value firms is linked to this increase in exposure to

the book-to-market factor.

Our results for momentum might be more challenging to reconcile in this risk

factor setting. As stocks build up price momentum over the year before the holding

period, their exposure to the momentum factor increases. If this factor implies

greater risk, then stocks should experience an increase in discount rates in the period
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leading to the holding period, followed by a drop in discount rates in subsequent

periods once the risk exposure vanishes. We observe the opposite pattern, as past CF

shocks drive the increase in price momentum, coupled with negative DR revisions,

reflecting the negative correlation structure between CF and DR.

This observation could have multiple causes. First, price momentummight not be

the “true” risk factor that would command a higher premium. The priced risk might

be linked to other factors, like liquidity risk for example (Pástor and Stambaugh,

2003). Liu and Zhang (2014) propose a neoclalissical explanation of momentum

relying on investment and the higher marginal benefit of investment of winner stocks.

Pazaj (2019) extends their framework in a q-theoretical set-up that allows to jointly

explain the momentum anomaly and its negative correlation with book-to-market.

A risk explanation for the momentum anomaly which coincides negatively with

momentum also coincides with our findings from chapter III. Indeed, we found that

commonalities in CF shocks increase in loser and value stocks during recessions and

aggregate CF stress. Conversely, commonalities in CF shocks increase in winner and

growth stocks during periods of high investor sentiment and aggregate DR stress.

This coincides with exposures to risk factors that materialize at different times and

a negative correlation between the two anomalies. This kind of story fits naturally

with the models of Avramov et al. (2016) or Wang and Xu (2015), where losers with

the worst credit rating will drive the poor performance of momentum portfolios

following recessions. It also fits with the model of Pazaj (2019), which predicts large

betas of loser stocks during down markets.

A second cause could be that investors overreact to short-term updates in ex-

pected cash flows, as in the model of Barberis et al. (1998). Positive CF shocks

being followed by positive CF shocks at first and a reversal, in the long run, is a

hallmark prediction of behavioral models for the momentum effect. It would also

go along with the negative correlation between CF and DR: an overreaction to CF

shocks would imply lower expected returns.

A third potential explanation, might come from issues wtih the quarterly VAR

model itself. Capturing price dynamics in a parsimonious model which relies on

one-period lagged information might lack the precision to capture DR changes that

occur at relatively high frequency, especially when most state variables are highly

persistent and evolve slowly. This invites us to consider other approaches to model

CF and DR shocks in future work to validate the robustness of the results. The

approach of Chen et al. (2013) which seeks to model CF shocks directly using the

implied cost of capital, might be a method worth considering for this endeavor.
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Table VII panel D suggests that across all robustness specifications, high momen-

tum stocks get negative DR shocks on average. One interpretation of this result is

that high momentum stocks become less exposed to other priced risk factors, such as

value or size. Indeed, this might be coherent with a fourth possible channel through

which to reconcile the results. Conrad and Yavuz (2017) separate two types of

stocks that get included into momentum portfolios: those who perform well during

the holding period and are responsible for the premium, and those that revert. Mo-

mentum stocks that exhibit sustained reversal patterns are part of the latter group.

On the contrary, firms that do generate the momentum premium do not revert and

show a positive exposure to both value and size factors. Therefore, the negative DR

shock of momentum that we document might be linked to the firms that revert and

their lesser exposure to other priced factors. This type of story, where other risk

factors drive momentum, resonates with the recent findings of Ehsani and Linnain-

maa (2019), who argue that the traditional momentum factor is in reality driven by

other factor’s momentum.

VI. Conclusion

This paper investigates the drivers of price changes leading to the formation of

value and momentum portfolios. Value firms are long-term “losers” and are subject

to consistent negative unexpected return shocks over the past five to ten years.

Those surprises are driven by negative CF shocks on the one hand, which account

for about 70% of the lower unexpected returns, and by positive DR shocks on the

other hand, which make up the remaining 30% of the difference. Those positive DR

shocks forecast high expected returns, even years into the future.

Momentum stocks follow a different pattern. By construction, those firms have

the sharpest price increase over the past year and is the consequence of positive CF

shocks, responsible for roughly 85% of the positive return, and negative DR shocks,

which account for the remaining 15%.

In a rational framework, firm-specific increases in expected returns should reflect

increases in exposure to some priced risk factor(s). It is straightforward to reconcile

the long string of positive DR shocks of value stocks with increased exposure to priced

risk, which ultimately commands a higher risk premium. Our results for momentum,

however, pose more of a challenge. Despite getting negative DR revisions, winner

stocks earn high returns, at least in the short term.

This CF return continuation pattern is not unique to momentum stocks: more
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generally, stocks that were subject to the most positive CF revisions on average

over the past four quarters earn higher returns. This finding is robust to different

specifications of the VAR system that we use to model CF and DR shocks. Therefore,

positive CF revisions forecast positive returns in the short-run and a reversal in the

long run.

Those findings are consistent with usual conceptions of overreaction patterns.

Furthermore, the consistent negative correlations with the value anomaly, echoing

those documented in the literature, incite us to call for a unified framework account-

ing for the joint occurence of both the value and momentum anomalies.

Finally, we investigate the role of media coverage in the patterns of CF and

DR revisions of value and momentum stocks. Our first finding, is that negative

news tone, which tends to be the case for value firms, correlates with negative CF

news on the one hand and positive DR news on the other. The impact through the

CF channel is roughly five times larger, suggesting that good (bad) news primarily

impact prices by improving (deteriorating) CF expectations, and to a lesser extent

by decreasing (increasing) risk and discount rates.

The news patterns we document coincides with the consistent negative CF and

positive DR revisions of value stocks over multiple years. In the short run, momen-

tum stocks are subject to positive news coverage, simultaneously with their one-year

upward revisions in CF and negative DR shocks. News tone, however, does not suf-

fice to explain the CF and DR patterns of value and momentum stocks, as those

remain present even when controlling for past tone.
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ABSTRACT

Using a comprehensive dataset made of over half a million ratings and reviews, this

study documents the impact of corporate ownership changes on employee welfare.

Overall, such organizational changes tend to have a negative impact on workplace

satisfaction. However, we highlight important cross-sectional differences. Employ-

ees working at firms acquired through Leveraged Buy-Out (LBO) transactions ex-

perience the sharpest decline in welfare, especially if the company was previously

publicly listed. Heterogeneity is also observed at the employee level; workers in non-

managerial positions are more affected by such LBO transactions. Topic analysis of

the written reviews highlights the LBO specific tension points: Post-transaction, it

is complaints about layoffs, cost-cutting and lack of management care in particular

that become more prevalent.
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I. Introduction

Today, companies owned by Private Equity Leveraged Buy-Out (PE/LBO1) funds

employ a large portion of the US workforce: more than 11.7 million people work

for such firms, generating $1.4 trillion of gross domestic product, or 6.5% of the US

GDP. It is also a fast-growing industry. The popularity of PE funds as investment

vehicles rose quickly, going from just 1,000 to 20,000 funds over the past two decades.

This growth is also reflected in the number of people directly affected by PE firms in

their daily lives: in 2018, PE owned companies were employing 8.8 million people, an

increase of 25% in just over two years. Additionally, another 7.5 million Americans

work at supplier firms for PE owned companies2.

As a result of its rise in prominence in our economic and everyday labor land-

scape, LBOs and PE funds have attracted increased interest and scrutiny from

academics, professionals, news outlets, and the general public alike. In mainstream

media, certain buyouts, having caused important layoffs3, have led PE firms to suf-

fer from a generally poor reputation. Public officials have taken the chance to spin

litigious situations4 related to PE firms as an opportunity to list their griefs with the

industry. Accusing them of predatory practices, some politicians have even sought

to regulate their field of action5.

Are these attacks about PE practices justified? This paper aims at answering

this question through the lens of those often portrayed as the victims in LBO trans-

actions: employees at target firms. Using about half a million written reviews about

the companies they work for, we measure how PE firms affect their perceived welfare

following LBO transactions.

Given the emphasis of politicians and media outlets on this particular outcome

1We focus on Leveraged Buy-Outs (LBOs) because this is where the controversy lies. In an LBO,
a fund acquires a controlling stake in a company and retains a significant oversight role until
it sells its stake, three to five years later. Even though companies subject to an LBO are not
technically “owned” by PE firms, we talk about PE ownership to refer to this form of ownership,
for simplicity.

2www.investmentcouncil.org/economicimpact.
3Examples include the cases of “Shopko” (www.bloomberg.com/news/articles/2019-06-
07/ shopko-workers-latest-demanding-pe-firms-pay-up-as-chain-fails) and “Toys R Us”
(www.ft.com/content/3d6ba4dc-ec6d-11e8-8180-9cf212677a57) that have received significant
media coverage following thousands of job losses.

4See for example the recent dispute between singer Taylor Swift and private equity group Carlyle:
www.ft.com/content/431f7d0d-f2a6-4f98-ae23-8dd877656307. Using this opportunity, house rep-
resentative Alexandria Ocasio-Cortez went as far as claiming that “[. . . ] leveraged buyouts have
destroyed the lives of retail workers across the country, scrapping 1+ million jobs” (Twitter,
@AOC, Nov 15, 2019, 4:49 PM).

5In July 2019, senator Elizabeth Warren led a bill entitled “Stop Wall Street Looting Act”. In Octo-
ber 2021, she reintroduced the bill: www.congress.gov/bill/117th-congress/senate-bill/3022/text
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of LBOs, assessing how the key stakeholders that are employees fare in LBO trans-

actions, has become an important concern in the literature. Overall, the picture

depicted by academics appears significantly more nuanced and is driven by a gen-

eral theme: not all employees are equally affected by PE firms.

Davis et al. (2014) find that LBO transactions lead to both job creation and de-

struction. Yet, their findings also suggest that this workforce reallocation goes hand

in hand with a comparative increase in productivity and better wages. Underlining

the efforts of PE firms to improve firm efficiency, Fang et al. (2021) also document

that wage gaps decrease by cutting the salary of overly paid employees. Olsson and

T̊ag (2017) further support the notion that overall employment does not change,

but that certain employees become more likely to lose their job than others: those

performing routine and other easily offshorable tasks are twice as likely to be laid off

by PE sponsors. Garcia-Gomez et al. (2020) also show that not all employees face

equal consequences from LBO transactions, as those with poorer health conditions

are more likely to lose their job, thus exacerbating pre-existing health issues. Finally,

Davis et al. (2019a) document a slight increase in US jobs, which depends on the

nature of the target firm, while Antoni et al. (2019) document a slight decrease in

employment in Germany.

Not only do LBOs appear to lead to job creation at the expense of a high turnover,

but the literature even documents improvements in practices that seem to bene-

fit employees. For example, Agrawal and Tambe (2016) find that for employees

at LBO target firms, both training and employability increases. LBOs also come

with improvements in workplace safety (Cohn et al., 2021) and managerial practices

(Edgerton, 2012; Bernstein and Sheen, 2016b).

We differ from all the studies above by investigating how employees perceive the

change in ownership. We leverage data from a website called Glassdoor, where em-

ployees can post ratings and extensive reviews about their perceived experience at

firms they work for. We obtain a rich dataset, spanning all types of company sizes,

industries and ownership types. We collect over 700,000 ratings across multiple wel-

fare metrics (perceived overall score, work-life-balance, career opportunities, opinion

on senior management, future company outlook, etc.), almost half a million written

reviews where employees detail the “Pros” and “Cons” about their workplace as well

as “Advice to Management”, and over two million self-reported salary entries.

Using a difference-in-difference approach, we find that changes of ownership type

lead to a decrease in employee satisfaction. On a scale of 1 to 5-star ratings, employ-

ees report significant drops in score of 0.13 following Initial Public Offerings (IPO)
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and 0.10 for non-LBO Merger and Acquisitions (M&A).

Employees seem to dislike organizational changes following LBOs even more, but

the pre-treatment type of ownership of the target firms matters: If the target was

publicly listed, employees report a decrease in score of 0.26; if it was privately owned

the score falls by 0.15; if it was already under PE control the drop in score aligns

with other M&As at 0.10. To put those numbers into perspective, the average gap

in score between employees in managerial positions and non-managers (excluding

mid-level managers) is 0.29.

A main contribution of our study is that it provides unique insights into the

nature of the problems that may arise for employees following LBOs. We achieve

this by analyzing the content of the written reviews using tools borrowed from the

field of machine learning. We use Latent Dirichlet Allocation (Blei et al., 2003) as a

standard natural language processing technique to map the content of the hundreds

of thousands of reviews along a parsimonious set of 25 topics.

Each topic captures a high-level representation of a different set of complaints

that employees might express about the companies they work for. For example,

consider the topic “Layoffs & Cost-cutting”. A review gets a quantitatively estimated

relevance to the topic depending on how strongly it loads on the group of terms

including {company, cut, employee, layoff, people, job, cost, business, leave, . . . }.
This allows us to identify the main drivers of employee dissatisfaction, both

across employees and following ownership changes. Overall, the complaints being the

strongest predictors of poor employee ratings are “Badly treated by management”

and “Lack of care from management”. Those two topics underscore the critical

role of managers in the perceived well-being of their employees. A hypothetical

review made up from text 100% drawn from those topics would get a score which is

respectively 1.23 and 1.15 lower than the average review.

Those complaints are followed by “Bad HR management” (-0.92) and “Poor up-

per management communication” (-0.87) as the next most impacting topics, further

cementing the role of managers in employee welfare. Complaints about “Changes

in leadership” (-0.72) and “Layoffs & cost-cutting” (-0.47) are next in line; while on

the other end of the spectrum, “Fast changing and growing company” (+0.94) and

“No complaints” (+1.12) are the topics that are the most likely to appear in the

“Cons” section when rating scores are above average. Overall, work load and work

pace seem to be issues that matter only once core problems are out of the way, such

as abuse from and conflict with management.

We observe that LBOs cause certain topics to become more prevalent, while
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others appear less often post- transaction. “Layoff and cost-cutting” is the topic that

is the most likely to become more prominent after a transaction. This is also true for

M&As, but not for IPOs. Two more themes of complaint are particularly recurrent

post-LBO: “Changes in leadership” and “Lack of care from management”. Both

those increases are specific to LBO-related changes in ownership. Given that these

three topics are all among those that negatively affect employee ratings the most, we

are now better able to understand where the specific drivers of LBO dissatisfaction

come from.

LBOs might, however, improve employee welfare in other dimensions. The con-

tent of reviews post-LBO hints towards improved operational processes. Complaints

about “Internal Politics & lack of diversity” as well as “Lack of communication &

slow processes” occur less frequently. Other gripes related to “Benefits in kind” and

“Overtime” are also less frequent when a new PE sponsor takes over. Those find-

ings resonate with the literature showing that operational processes at PE owned

firms tend to get optimized (Edgerton, 2012; Davis et al., 2014; Bloom et al., 2015).

Bernstein and Sheen (2016b) for example, show that operational processes brought

in by PE firms in restaurants they own improve cleanliness and safety.

Beyond operational processes, a large body of literature contrasts with the bad

reputation of PE firms documented above, by showing that target firms improve

across a wide range of metrics: profitability increases (Kaplan, 1989; Guo et al.,

2011; Cohn et al., 2016), total factor productivity improves (Davis et al., 2014),

growth is bolstered (Cohn and Wardlaw, 2016; Bernstein et al., 2017; Boucly et al.,

2019), access to external finance is facilitated (Boucly et al., 2019), product variety

for consumers increases (Fracassi et al., 2019), resilience to economic downturns

is strengthened (Bernstein et al., 2019), and innovation through patent activities

thrives (Lerner et al., 2011).

Note that some papers investigated whether the improvements across all those

performance metrics is achieved at the cost of other stakeholders or through negative

externalities. For example, Shive and Forster (2020) find that companies managed

by PE sponsors tend to pollute more. However, Bellon (2020) argues that PE firms

try to mitigate toxic pollution and carbon emissions to maximize company value

at exit6. In public sectors, such as education or nursing homes, PE-owned firms

were found to maximize their profits at the expense of other stakeholders (Eaton

et al., 2020; Gupta et al., 2021). Taxpayers and beneficiaries of those services (elder

residents, students) appear to be on the losing side of the deal. Furthermore, Sheen

6This may also loosely align with the findings of Barber et al. (2021), who find that investors are
willing to sacrifice performance in order to invest in “impact funds”.
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et al. (2021) point to an increase in financial advisor misconduct after LBOs.

Above, we mention that not all employees fare equally in LBOs. Consistent with

this idea, we find significant cross-sectional heterogeneity in complaints across em-

ployees in our reviews. We document that people in non-managerial positions are

particularly likely to complain about “Layoffs & cost-cutting”, “Changes in leader-

ship” and “Lack of care from management”. Those topics are all among the strongest

predictors of negative reviews, and thus the dimensions that affect regular workers

the most following LBOs are critical to their welfare. Managers, on the other hand,

are more likely to write about topics such as “No complaints” post-LBO. This result

highlights an increase in the welfare gap between the two groups, which is already

pre-existing to PE interventions.

We find other cross-sectional differences, such as specific effects related to both

industries and individual PE sponsors. The two sectors where the drop in ratings

post-LBO are the most significant are “Software” and “Retail”, consistent with some

stories that made it into the mainstream media. It is also among those industries

that complaints about “Layoffs & cost-cutting” and “Changes in leadership” are

the most frequent after a deal. There is a lot of heterogeneity across PE sponsors,

too. Some tend to be associated with increases in ratings, whereas negative reviews

tend to be especially concentrated in a few others, who tend to be specialists in

the software and tech industry. Differences are also marked across LBO types.

Public-to-PE transactions cause more issues with “Layoffs & cost-cutting”, but also

“Lack of care from management”. Private-to-PE deals tend to have more problems

with “Changes in management” and “Upper leadership”. Once again, PE-to-PE

transactions are those where the observed effects are the weakest.

The cross-sectional differences across inustries, firm characteristics, and employ-

ees that we document could also be reconciled with the findings of Gornall et al.

(2021), who also leverage Glassdoor data to understand changes in employee sat-

isfaction following LBOs. With a specialized dataset of theirs they find that firm

performance and leverage are drivers of frim-level heterogeneity. However, our pa-

per crucially differs from theirs in that we are uniquely able to understand the

mechanisms driving employee dissatisfaction following LBOs thanks to our textual

analysis. Gornall et al. (2021) also manage to replicate the finding that employee

position plays a key role in changes of satisfaction following LBOs, but our procedure

really shines in that we are able to explain the underlying drivers of those changes,

with great nuance.

The remainder of the paper is structured as follows. Section II describes our
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data sources and provides descriptive statistics. Section III contains panel regression

analyses. Section IV is dedicated to the textual analysis of written reviews. Section

V discusses the implications of our findings and concludes. The Appendix provides a

discussion of the related literature, gives examples of reviews, and provides additional

analyses.

II. Data and Descriptive Statistics

A. Glassdoor Website

Glassdoor is an employer review website launched in June 2008. Company rat-

ings, reviews, and salaries are entered by employees and are displayed anonymously

for all members to see. Most reviews are written by new users who need to submit

information about their employer before accessing other people’s ratings, reviews,

and salary benchmarks (see Appendix E and Green et al. (2019) for more details).

The website verifies that each review is genuine through checking of e-mail ad-

dresses, social networking accounts, various fraud-detection algorithms, and through

screenings by a content management team.7 Green et al. (2019) provide a compre-

hensive description of the dataset, along with several external validity tests.

This dataset has been used in several academic studies, and the findings are that

Glassdoor ratings are useful to predict key accounting-based information such as i)

growth in sales, profitability, and net income; ii) Tobin’s q, and Return on Assets;

and iii) earnings announcement surprises.8 In addition, similar to the finding of

Edmans (2011) who used a different data source for employee welfare, Green et al.

(2019) find that Glassdoor ratings predict subsequent stock returns.

Prior literature thus suggests that crowdsourced employee ratings contain im-

portant and relevant information, rather than being a collection of idiosyncratic

opinions. In addition, we expect employees to provide honest evaluations due to the

benefits associated with contributing to the public good (Lerner and Tirole, 2003).

Examples of Glassdoor reviews are shown in Appendix F.

Finally, as Glassdoor effectively starts receiving reviews from 2012 onward, the

reviews in our sample are from July 2012 to June 2020, and the transactions we use

occurred between January 2013 and December 2019.

7In 2013, the company stated that it rejects about 20% of entries after screening. Source:
http:// www.calgaryherald.com/ business/ Website+lets+workers+ rate+their+bosses+ anony-
mously /8221492/story.html

8Green et al. (2019); Babenko and Sen (2014); Hales et al. (2018); Huang (2018b); Huang et al.
(2015b)
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Table I:Sample Selection - Panel A shows the number of companies selected in Capital
IQ split across five categories: companies that experienced either an LBO, an IPO or an
M&A (other than LBO) between 2013 and 2019, and companies that stayed private or
public from 2011 to 2020. The next column shows how many of these companies could
be found on glassdoor.com. Panel B shows the different filters we applied to the sample
described in Panel A, to end up with our working sample. Panel C shows the number of
LBOs as a function of the ownership before the transaction: company was publicly listed
(Public-to-PE), was already under PE ownership (PE-to-PE), was privately held but not
controlled by a PE firm (Private-to-PE).

Panel A: Initial Sample

Number of companies

in Capital IQ

Of which,

matched

to Glassdoor

Number of

Deals

Number of

Ratings

With ownership change between 2013 and 2019

Leveraged Buy-Outs (LBO) 3,706 2,143 2,302 205,603

Initial Private Offering (IPO) 1,166 595 595 125,889

Mergers & Acquisitions (M&A, not LBO) 8,705 2,887 2,934 280,948

13,577 5,685 5,831 647,440

Without ownership change between 2013 and 2019

Stayed Private 25,219 8,997 8,997 869,999

Stayed Public 3,182 2,174 2,174 985,515

Total 41,978 11,171 11,171 2,467,954

Panel B: Data Filters

Number of Deals Number of Ratings

LBO M&A IPO Private Public LBO M&A IPO Private Public

Initial sample 2,302 2,934 595 8,997 2,174 205,603 280,948 125,889 869,999 985,515

Sample after removing

Former employees + Interns 2,120 2,642 556 8,152 2,095 114,822 149,774 74,201 465,584 524,229

Missing length of employment 2,006 2,383 540 7,576 2,024 76,468 93,852 50,883 289,687 341,182

Those who joined post transaction 1,832 2,247 457 7,576 2,024 49,100 73,332 27,650 289,687 341,182

Ratings falling outside a 6 year

period centered on transaction day
1,722 2,185 438 7,576 2,024 37,266 53,551 20,561 289,687 341,182

Working Sample:

Companies with more than two

Ratings pre or post transaction
631 602 245 3,796 1,559 31,767 44,361 19,704 279,700 339,843

Panel C: Type of LBO

Number of LBOs Number of Ratings

Public-to-PE 94 10,498

Private-to-PE 281 9,562

PE-to-PE 256 11,707

Total 631 31,767

B. Capital IQ

We use Capital IQ to generate a list of US-based companies. We separate the set

of companies into five groups. In the first group are companies that were privately

held throughout our sample period and without a change of ownership. As shown in

Table I, this group contains 25,219 companies.9 In the second group are companies

9We require a minimal revenue of $50 million. We use revenue because Enterprise Value (EV) is
usually not available for private companies, and a $50 million revenue coincides on average to a
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which are publicly traded throughout our sample period. This group contains 3,182

companies.

In the third group are companies that experienced a Private Equity sponsored

Leveraged Buy-Out transaction (simply referred to as LBO). To form that group,

we follow Davis et al. (2014, 2019a) and obtain a sample of 3,706 LBO targets.10

In the fourth group are companies that went in the opposite direction: from being

privately held to being publicly held. Finally, the fifth group contains companies

that went through an M&A and are not present in either the LBO or the IPO sample.

In this M&A sample, companies have also experienced a change in ownership, but

have not experienced an LBO. The Initial Public Offering (IPO) sample contains

1,166 companies and the M&A sample contains 8,705 companies.11 In total, we have

41,978 companies, which we seek to match with the Glassdoor dataset.

C. Working Sample

Table I - Panel A shows statistics when we merge Capital IQ and Glassdoor

datasets. About half of the companies are matched based on their name and ad-

dress.12 In a similar exercise, Davis et al. (2014) match 65 percent of LBO-targets to

the Census Bureau’s Business Register, which is the same rate we have for our sub-

sample of LBOs. Most of the unmatched companies are small, which, by definition,

are less likely to have a Glassdoor page.

Next, we apply several filters to this initial sample, as shown in Table I - Panel

$100 million EV.
10We select M&A transactions with a PE firm as a financial sponsor, and which have one of the
following features: “going private,” “leveraged buyout,” “management buyout,” or “platform.”
We manually check each transaction to ensure sample integrity (e.g., making sure to exclude
startup firms backed by venture capitalists, management buyouts that are not private equity
sponsored, transactions without a change in control). See Davis et al. (2019a) for a thorough
discussion on how to select LBOs in Capital IQ and why Capital IQ, over our sample period, is
best suited for such an exercise.

11We require the IPO to occur i) between January 2013 and December 2019, ii) on one of the three
major US stock-exchanges, and iii) with a deal size of $100 million or more. Reverse LBOs are
not included. For example, Gardner Denver Holdings, which was publicly listed until 2013, a
time at which it was subject to an LBO sponsored by KKR, and partially exited via IPO in 2017,
is in the LBO sample from 2010 to 2016, and not in the IPO sample. We require transaction
value (or deal value) of the M&A to be above $100 million. Smaller companies are unlikely to
have a page in Glassdoor. We only keep firms that went through a single M&A over our time
period.

12For about 40% of the matched companies, we have an exact match on name (i.e., only one
company entry exists in Glassdoor for this firm name). For the remaining companies, we have
multiple possible Glassdoor matches and choose the one using HQ city, state of incorporation,
country of incorporation, year of incorporation and website. The more matches we have on
those meta-data, the greater our matching confidence. We found it reasonable to keep firms that
matched on country and at least one other of the above criteria, given name similarity.
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B. First, reviewers are required to state whether they are currently working for

the company or not. 44% of the reviews are from people no longer employed at

the company at the time they submit their review. As we cannot tell whether the

review refers to the situation pre or post a given change of company ownership, we

exclude all reviews from former employees in the main analysis. We also exclude

ratings posted by interns.

Second, reviewers may select from a menu the number of years they have been

working at the company: less than a year, more than a year, more than 3 years, more

than 5 years etc. This information enables us to determine whether the reviewer

joined the company before or after a transaction. We require this information;

thereby losing one third of the ratings.

Third, we exclude observations from employees who joined the company post

transaction as they cannot compare the situation before and after a transaction;

thereby losing 21% of the remaining ratings. In the robustness section below, we

show results when we add back the observations we took out.

Fourth, we keep only observations that fall outside the three years around the

day of the transaction; and require at least three reviews pre- and post-transaction.

This last requirement generates a large drop in number of observations because

we are often missing pre-transaction ratings. Nearly all divisional buy-outs do not

have pre-LBO ratings because divisions are usually not treated as separate entities

in Glassdoor. Moreover, company names may change pre- and post-transaction,

which fails our matching process; and there are fewer ratings at the beginning of

the sample and therefore LBOs made in years 2013-2015 are more likely to have an

insufficient number of ratings pre-LBO. For companies with no change in ownership,

we require at least six reviews over the entire sample period, but this requirement

hardly affects the number of observations.

Our working sample counts 631 LBO transactions, for which 31,767 ratings were

submitted. About as many companies are in the M&A sample, but with slightly

more reviews on average. Fewer companies experience an IPO. In total, there are

1,478 companies that experience a change in ownership during our sample period.

We also have two samples of companies that did not experience a change in

ownership. 1,559 companies are publicly listed throughout our sample period. On

average, they have 218 reviews each, for a total of 339,843 reviews. 3,796 companies

are privately held. They tend to be smaller, with 74 reviews per company on average,

for a total of 279,700 reviews. Our overall dataset, i.e., the five samples described

above together, consists of 715,375 employee reviews.
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D. Type of LBOs

The social impact of LBOs may differ as a function of the type of ownership the

company was under before the transaction occurred. Several studies indicate that

Public-to-PE transactions might be those with the highest social cost. These trans-

actions are more likely to result in job losses (Davis et al., 2019b), to go through

bankruptcy procedures (Strömberg, 2009), and to face a higher debt burden (Axel-

son et al., 2013). In addition, privately-held firms are likely to benefit more from

the relaxation of financial constraints and improvement of management practices

that PE ownership brings (Boucly et al., 2019; Lerner et al., 2011). On the other

hand, Cohn and Wardlaw (2016) find that workplace injury rates fall after Public-

to-PE LBOs but not after Private-to-PE LBOs. They explain this result by public

companies having more pressure for short-term performance.

Table I - Panel C shows the breakdown across the three types of LBOs. Only

15% of the LBOs are Public-to-PE, but represent 33% of the ratings, as they tend to

be relatively large companies. We should also distinguish between companies that

already had PE ownership before the transaction because employees are already

used to PE ownership style. When the company targeted in an LBO was already

under an LBO, the transaction is called a secondary Buy-Out (Arcot et al., 2015;

Degeorge et al., 2016). In this paper, we refer to these as PE-to-PE; they represent

37% of our sample of LBOs.13

E. Glassdoor Ratings

Employees anonymously assign a one- to five-star rating for i) the Company,

ii) Career Opportunities, iii) Compensation & Benefits, iii) Work/Life Balance, iv)

Senior Management, and v) Culture & Values; and assign one of three ratings for

i) Business Outlook, ii) Recommendation of the company and iii) approval of the

CEO. In addition, reviewers enter in an open field the pros and cons of working for

the company, and their recommendation to the management.14

The ratings are used in the regression analysis presented in section III. Table

II shows related descriptive statistics. We observe that they are similar to those

13In many transactions, some of the previous owners are PE firms, but the development stage is
venture capital rather than an LBO. For example, consider the acquisition of Acquia, sponsored
by Vista Equity Partners, in September 2019 for $1 billion. The sellers are venture capital
firms (Sigma Partners, North Bridge Venture Partners, and Underscore Venture Capital). The
preceding transactions are all standard venture capital funding rounds: $55 million in September
2015, $50 million in May 2014. This transaction is classified as Private-to-PE and not PE-to-PE
because the preceding ownership type is not LBO.

14The open-field reviews are used in the textual analysis covered in Section IV.
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reported in the literature15. The average score across the 4.8 million reviews is 3.49.

The sub-scores are available for nearly all the observations. They are widely

distributed with the strongest dispersion observed for Recommendation, Outlook,

Senior Management (SM), and Culture. As argued by Green et al. (2019), a wide

dispersion is a sign that Glassdoor contains a full spectrum of views, and not only

those of disgruntled employees. We also note that the average reviewer has a positive

opinion of the CEO, of the outlook, and would recommend the company.

The correlations between the different ratings are high but are all below 80%,

showing that people made a distinction between the different scores, rather than

assigning the same rating to each category. The score for Career Opportunities is

the most correlated with overall score. Furthermore, the extent to which employ-

ees recommend the firm is strongly correlated with their overall score. Work/Life

Balance and CEO opinion are the least related to the overall score.

F. Glassdoor Job Titles & Salaries

On a separate page of the Glassdoor website, reviewers enter a salary along with

a job title. They must enter salary information on their company in order to access

salary benchmarks at this and other companies. This process is separate to the

review process. We cannot directly link salaries to ratings, nor can we distinguish

between former and current employees.

In addition, Glassdoor aggregates the information, and reports only the average

salary for a given job title. That said, job titles are so granular that the information

loss is probably minimal. For example, truck-drivers at “The Kraft Heinz Company”

have an average salary of $41,108.
We have 2,243,236 pairs of position-salary across the 21,817 companies in our

sample. We then use textual analysis tools and the guidebook ’Work in America’,

page 597, – as detailed in Appendix I – to assign each job title to one of the following

five job categories: i) Management; ii) White collars, which are middle management

and professional service providers (consultant, researchers); iii) Purple collars, which

are technical service providers; iv) Pink collars, which are support staff; and v) Blue

collars. 11% of the job positions could not be classified into one of these categories.

Table III shows average salaries. Blue collars earn the least at $42k and pink

collars earn only slightly more at $45k. There is a jump to $66k for purple collars

15Our average Score is slightly higher than the one reported in other studies (e.g., Green et al.
(2019)), because i) we exclude former employees from our sample, and these people give lower
ratings and ii) Glassdoor ratings exhibit a positive trend over time, and that our sample contains
more recent data.
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Table II: Quantitative Ratings Given by Employees
There are nine different quantitative ratings given by employees to their company. The
first six (Overall, WLB, CO, CB, SM, Culture) are either 1, 2, 3, 4 or 5; the next three
(CEO, Outlook, Reco) are either 1, 3 or 5. Panel A shows descriptive statistics across our
working sample. Panel B shows the pairwise coefficient of correlation between the score
across our working sample.

Panel A: Descriptives

mean std
Number of

Scores

Overall Score (Overall) 3.52 1.28 715,375

Work-Life-Balance (WLB) 3.42 1.34 680,509

Carreer Opportunities (CO) 3.52 1.41 661,274

Compensation & Benefits (CB) 3.13 1.42 670,146

Senior Management (SM) 3.31 1.35 678,432

Culture 3.40 1.26 679,396

CEO 3.79 1.48 566,093

Outlook 3.70 1.58 607,512

Recommended (Reco) 3.66 1.89 633,902

Panel B: Correlations

Overall WLB CO CB SM Culture CEO Outl Reco

Overall 1.00

WLB 0.63 1.00

CO 0.78 0.60 1.00

CB 0.78 0.60 0.76 1.00

SM 0.75 0.51 0.67 0.69 1.00

Culture 0.63 0.47 0.55 0.56 0.60 1.00

CEO 0.62 0.44 0.60 0.61 0.53 0.45 1.00

Outlook 0.67 0.46 0.61 0.62 0.59 0.47 0.58 1.00

Reco 0.75 0.53 0.68 0.66 0.63 0.51 0.57 0.64 1.00

and a further increase to $76k for white collars. For positions, we classified as

management, the difference in salary is substantial at $138k, which is nearly twice

that of the average salary of white collars. Some reviewers enter a salary but a job

title we could not classify (11%), the corresponding average salary is $55k. A caveat

is that no dates are entered. As salaries are unlikely to have changed much during

our sample period, this should be a minor issue. This analysis gives comfort that

our code to categorize job titles produces sensible results.
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Table III: Job Categories
Employees may enter a job title which we then classify into management, middle manage-
ment, white collar, purple collar, pink collar, or blue collar. For each company, Glassdoor
has a page where it gives the average salary for different job positions. Panel A shows the
average and inter-quartile across companies within each of the six job categories. 250,405
job titles could not be assigned to one of the six categories and are not included in these
statistics. Panel B shows the average score across all the ratings given by employees in a
given job category. 908,242 ratings were entered without a job title and 509,607 ratings
were entered with a job title we could not classify. The average scores for these two ’not
classified’ categories are shown in the last columns. The number of reviews within each job
category refers to all the ratings observed, not the number of employees or reviews.

Panel A: Salaries

TopMngt MidMngt WhiteC PurpleC PinkC BlueC NC

Avg. Salary $137,718 $84,507 $76,090 $66,091 $45,400 $42,258 $54,493
25th percentile $103,222 $54,708 $50,400 $40,409 $23,520 $21,840 $26,880
75th percentile $166,323 $109,061 $96,576 $85,683 $57,192 $52,080 $68,880
Number of Entries 170,217 409,384 751,303 156,342 326,432 177,433 250,405

Panel B: Scores

Mngt MidMngt WhiteC PurpleC PinkC BlueC NC Anon

Overall Score 3.79 3.58 3.60 3.47 3.43 3.34 3.38 3.54

WLB 3.55 3.34 3.57 3.40 3.37 3.20 3.30 3.46

CO 3.79 3.59 3.62 3.43 3.46 3.29 3.37 3.52

CB 3.42 3.20 3.21 3.03 3.07 2.90 2.97 3.16

SM 3.63 3.46 3.40 3.23 3.17 3.09 3.17 3.31

Culture 3.69 3.48 3.49 3.36 3.24 3.22 3.28 3.44

CEO 4.07 3.87 3.90 3.67 3.65 3.48 3.64 3.85

Outlook 3.97 3.77 3.80 3.62 3.57 3.48 3.55 3.74

Reco 3.97 3.72 3.77 3.62 3.55 3.44 3.47 3.67

Number of Scores 234,473 783,328 1,290,180 346,426 733,528 406,346 509,607 908,242

We cannot study whether salaries decrease post LBO as we do not have informa-

tion on the salary for each reviewer and the salary information is not time stamped.

However, by matching the separate salary dataset with our sample of 715,375 re-

views, we can study whether a decrease in ratings is stronger below an approximate

salary threshold, which is more precise than using the average salary per job cate-

gory. Among the 588,148 reviews for which we have the reviewer’s job title, 357,814

reviews could be matched with a position-salary pair16. For the remaining reviews,

we could not match the job position from the review with a salary-position pair.

16For 349,947 reviews we have an exact match on the reported position name within the company.
For 7,867 we have a position name within the company that resembles very strongly the job
position in the review, which we retrieve by fuzzy text matching.
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We proceed as follows: (i) we assign the average salary of the corresponding collar

category within the firm or the average salary of the “Not classified” job category if

the job position can’t be classified into the five categories (205,805 reviews), (ii) we

assign the average salary within the company in case salary information is missing

for the corresponding collar category, (11,314 reviews) or (iii) we assign the average

salary of employees within the same industry and collar category if the company

has no salary entry in the salary dataset (13,215 reviews). Anonymous ratings were

assigned the company average company salary or average industry salary in case of

missing information.

Table III - Panel B shows the different ratings per job category. We see a per-

fect line up between job category and ratings. Job categories that command higher

salaries show the highest ratings on each dimension including work-life-balance, al-

though mid-management gives a relatively low rating to work-life-balance.

We observe that senior management is well rated by management, then mid-

management and white collars give a similar lower rating, and the purple, pink and

blue collars give a much lower rating. The CEO opinion is also directly related to

job hierarchy.

G. Industries

A unique feature of Glassdoor is that each company is assigned to one of 121

industries, even those that are privately owned. 91 industries have more than 1000

ratings for LBOs. We therefore pool industries together into the following seven large

industry categories: 1. Consumer Services (restaurants, leisure), 2. Business services

(Finance, Insurance, Consulting, Staffing, Marketing), 2. Public services (healthcare

& education), 4. IT services, 5. Industrial (manufacturing, pharmaceutical), 6.

Retail (pet stores, department stores), 7. Software.

As shown in Table IV - Panel A, the numbers of ratings are well distributed

across these seven industries. A partial exception is Software. Although Software

is our most narrowly defined category, it is the one with the most deals (22% of

the LBOs) and ratings (28% of the ratings). Software also stands out in terms of

salaries; the $93k average salary is nearly twice as much the average in the Retail

industry, at the other side of the spectrum. The average rating is also the highest

in the Software industry.

These statistics contrasts with the view that LBO targets are value companies,

which is certainly the case pre-2010. Over the most recent decade, Tech LBOs have

become increasingly common. Various data providers report that Tech LBOs make
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Table IV: Company Characteristics
This table shows descriptive characteristics for three company characteristics: industry in
which the company operates (Panel A), foundation year (Panel B) and number of employees
(Panel C). Data on foundation year and size are from Glassdoor. Size is the number of
employees reported on the website when we scrapped the data. We call post-war companies
with foundation year between 1945 and 1999. Millennials are companies founded in 2000
or later. Industry categories are created from the 121 different industry classifications used
by Glassdoor. We report the number of companies and scores observed in each category
across the overall sample of companies and across the sub-set of companies subject to an
LBO.

Panel A: Job Position

Number of

Companies

Number of

Ratings

Avg. Overall

Score

Avg.

Salary

Number of

LBOs

Number of

LBO Ratings

Consumer Services 635 72,284 3.55 $45,824 39 2,485

Corporate Services 1,793 183,565 3.55 $67,214 138 5,202

Public Services 420 37,942 3.49 $56,902 77 3,332

IT Services 335 51,707 3.58 $81,772 54 3,656

Industrial 2,146 161,275 3.46 $71,582 119 3,062

Retail 500 89,048 3.34 $36,983 43 4,939

Software 546 73,751 3.74 $93,023 160 8,996

Overall 6,375 669,572 3.53 $64,757 630 31,672

Panel B: Foundation year

Number of

Companies

Number of

Ratings

Avg. Overall

Score

Avg.

Salary

Number of

LBOs

Number of

LBO Ratings

Millenials 663 46,683 3.71 $79,021 175 6,907

Post War 1,597 227,518 3.48 $65,446 388 21,515

Pre War 674 150,601 3.41 $67,314 44 2,142

Overall 2,934 424,802 3.53 $70,594 607 30,564

Panel C: Size

Number of

Companies

Number of

Ratings

Avg. Overall

Score

Avg.

Salary

Number of

LBOs

Number of

LBO Ratings

Small (1-500) 1,598 32,327 3.81 $61,255 168 3,439

Small (501-1000) 1,238 36,542 3.69 $65,260 149 4,632

Mid (1001-5000) 2,395 144,774 3.58 $65,954 237 12,673

Mid (5001-10000) 625 90,873 3.47 $68,968 37 3,736

Big (10000+) 977 410,859 3.47 $63,826 40 7,287

Overall 6,833 715,375 3.60 $65,053 631 31,767

up one third of the deals in the 2010s, which is the proportion we have in our sample

(adding up IT services and Software). Excluding Software, the other six industries

have between 8% and 16% of all the ratings each, and have similar average ratings.

Salary varies significantly, though. Salaries in IT services average $82k and those in

Consumer Services average $69k.
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H. Other variables

Glassdoor provides the year of foundation of the company. The 75th percentile

is close to 2000; companies created after 2000 are labelled “Millennials”. The 25th

percentile; companies created before 1945 are labelled “Pre-War”. Companies that

are in the LBO sample tend to be older. There are only 28% of Millennials among

LBO targets.

Glassdoor provides a range for the current number of employees, which we re-

group into Small (less than 500 employees), Medium, and Large (more than 5,000

employees). More than half of the reviews are from large companies, even though

there are about three times as many small companies (2,836) as there are large com-

panies (977). Small companies have less reviews and make up for only 10% of the

set of reviews.

III. Regression Analysis

In this section, we analyze how ratings change around LBO transactions. We

detail our empirical strategy and test for pre-trends, study drivers of ratings, look

at characteristics associated with a stronger LBO effect, and show robustness tests.

A. Empirical Strategy and Pre-trend Evaluation

Our econometric approach to estimate the effect of LBOs on employee welfare

follows the recommendations of Petersen (2009): our panel is estimated by pooled

OLS with both quarter fixed effects, and company fixed effects. Statistical inference

is based on standard errors that are double-clustered at the company level and at

the quarter level. Our main specification is as follows:

Sr,c,d =αc + αq(d) + β ∗ PostLBOc,dc,d

+ θ1 ∗ PostM&Ac,dc,d + θ2 ∗ PostIPOc,dc,d

+ γ ∗ Zr + ϵr,c,d

(V.1)

The dependent variable is the rating Sr,c,d given by a reviewer r to its company

c on a day d.17 q(d) is the calendar quarter in which day d falls into. PostLBOc,dc,d

17Note that each rating/review is treated as being submitted by a separate reviewer. It is possible
that the same person submits several reviews and ratings over time, but we cannot identify
people.
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takes a value of one if the company c has been subject to an LBO transaction that

closed on a day dc < d.

Company fixed effects (αc) and quarter fixed effects (αq(d)) absorb the multi-

tude of company invariant factors (e.g. industry) and time invariant factors (e.g.

recessions). This specification is thus a within-company and within-quarter regres-

sion. The only control variables that are left are therefore the characteristics of the

reviewer: Zr.

The coefficient of interest in this model is β, which captures the relationship

between PE ownership and employee ratings. Specifically, as there is a company

fixed effect, β measures the incremental score given by employees following an LBO

compared to the average score given to this company at any point in time. In

addition, due to the time fixed effect, the scores are corrected for the average score

given in that quarter across all companies. Having a quarter fixed effect is important

because employee ratings are expected to vary significantly over business cycles. To

sum up, the coefficient of interest, β, measures the rating given post LBO in excess

of the average score for this company at any point in time and to the average score

for any company in that quarter.

As pointed out in the literature and in particular by Davis et al. (2019b), LBO

transactions are heterogeneous. Also, the contrast between the existing academic

evidence and case studies covered in the media highlight that not all LBO transac-

tions might have the same effect on employee welfare. A key contribution of this

paper is to test whether some type of LBOs have systematically different effects on

employee welfare than others and whether different types of employees react differ-

ently to LBOs. In addition, studying impact heterogeneity helps to address both

potential sample selection biases and some endogeneity concerns.

To study impact heterogeneity, we split the Post LBO variable in equation (1)

into different types of LBOs, different types of companies, different types of employ-

ees etc. The split is achieved using a set of dummy variables labelled SubTypes:

Se,c,q =αc + αq +Σ(βs ∗ PostLBOc,q ∗ SubTypes)

+ γ ∗ Ze + ϵe,c,q
(V.2)

Where Σ(SubTypes ∗ PostLBOc,q) = PostLBOc,q.

Since our setup is a standard difference-in-differences design, we must assume

that both the companies that are subject to an LBO and the other companies, were

on parallel trends before the LBO in order to interpret β as the causal effect of PE
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(a) Pre- and Post-trend
for LBO deals.

(b) Pre- and Post-trend
for M&A deals.

Figure V.1. Pre- and Post-trend

ownership.

We estimate a model that is similar to that shown in Equation 2. We replace

the PostLBO dummy variable by a PreLBO dummy variables and the cross effects

(SubType) are for each of the twelve quarters preceding the transaction; as shown

in Equation 3 below:

Se,c,q = αc + αq +Σ(βs ∗ LBO Quarterc,s)

+ γ ∗ Ze + ϵe,c,q

s = [−12,−11, ..,−1]

(V.3)

LBO Quarterc,s is a dummy variable that is one if the rating for company c

was submitted on a day that was between dc + 90 ∗ s and dc + 90 ∗ (s + 1), and is

zero otherwise. As shown in Figure V.1, the time-series of βs does not exhibit any

time-trend at any horizon. On the figure we also plot the post LBO quarter fixed

effects and observe no trend post LBO either.

B. The Cross-Section of Ratings and PE ownership

Table V shows the results from the estimation of the panel regression model in

Equation V.1. The largest decline is observed for companies that were publicly

listed before PE-ownership (-0.25). When the company was privately held, but was

not already under LBO, we observe a decline that is smaller: -0.15. When the

company was privately held but by PE, the decline is less: -0.12.

Companies that are subject to other ownership changes also experience a decrease
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Table V: Determinants of Company Scores. This table shows the results from
estimating pooled panel regressions with the (overall) score as the unit of observation and
as the dependent variable. Standard errors are clustered at the company and quarter level.
When a company is subject to two LBOs in our dataset, it is treated as two separate
companies for the purpose of fixed effects and clustering of standard errors.

Dependent variable: Overall Score

(1) (2) (3) (4)

Public-to-PE -0.26*** -0.26*** -0.26*** -0.21***
(-5.86) (-5.97) (-5.96) (-4.81)

Private-to-PE -0.15*** -0.16*** -0.16*** -0.10**
(-3.48) (-3.59) (-3.64) (-2.21)

PE-to-PE -0.12** -0.13*** -0.13*** -0.07
(-2.48) (-2.65) (-2.69) (-1.47)

postIPO -0.13*** -0.14*** -0.14*** -0.06*
(-3.55) (-3.77) (-3.82) (-1.83)

postMA -0.10*** -0.11*** -0.11*** -0.05*
(-3.45) (-3.55) (-3.57) (-1.84)

Management 0.26*** 0.21*** 0.21***
(16.21) (12.96) (13.47)

Mid-Management 0.13*** 0.11*** 0.12***
(12.81) (10.87) (11.34)

White Collar 0.09*** 0.09*** 0.08***
(11.62) (12.12) (11.28)

Purple Collar 0.03** 0.04*** 0.03**
(2.56) (3.82) (2.38)

Pink Collar -0.01 0.04*** 0.03***
(-0.77) (5.20) (4.35)

Blue Collar -0.05*** 0.00 -0.01
(-4.88) (0.39) (-0.57)

log(wage) 0.12*** 0.14***
(12.28) (14.41)

Tenure 0 < . < 1 0.25***
(13.67)

Tenure 1 < . < 3 0.08***
(8.28)

Tenure 3 < . < 5 0.01
(0.55)

Tenure 5 < . < 8 0.01
(1.01)

Tenure > 10 0.10***
(11.85)

Quarter Fixed-Effects Yes Yes Yes Yes
Company Fixed-Effects Yes Yes Yes Yes

N 715,375 715,375 715,375 715,375
Adj −R2 0.12 0.12 0.12 0.13
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in ratings. Ratings decrease by 0.10 and 0.12 for IPOs and M&As, respectively.

Interestingly, this decrease is similar to that observed for SBOs, in which companies

also experience a change of owner but not of ownership type. The finding that

there is a decline in score around any change of ownership is consistent with Dahl

(2011), who shows that there is an increase in uptake of stress-related medication

for employees at organizations that change, especially those that undergo broad

simultaneous changes along several dimensions, which is the case for IPOs, M&As

and SBOs.

Since we already have a time and company fixed effect, the only control variables

we can add are characteristics of reviewers: tenure, job position, and wage. All of

the post-transaction effects decrease when we control for the highest score given by

freshly arrived employees and those who have been in the company for more than

ten years. Other control variables do not affect results.

With all the control variables, coefficients for SBOs, IPOs and M&As are not

statistically significant. When companies experience an LBO for the first time,

however, the decline is strong, especially if they were publicly listed before.

We confirm the decrease in ratings as we go down the hierarchy of jobs, which

we saw in descriptive statistics. Management is most positive, followed by mid-

management, then White Collars, Purple Collars, Pink Collars, and Blue Collars

as the most dissatisfied. Wage plays an important role. The higher the salary,

the higher the reported score. The relation is very strong. Controlling for salary

naturally affect the score given by the different types of workers, but it does not

affect the ranking. Hence, people that are higher up the hierarchy report a higher

score than others, not just because they are better paid. They enjoy the hierarchical

position per se.

C. Differences across PE sponsors

Our working sample is well distributed across PE sponsors (a.k.a. GPs); 49 GPs

have four LBOs or more. We run the same regression as specification 4 in Table V,

but instead of having cross-effects between industry and post-LBO, we have cross

effects between each GPs and post-LBO. As the output from the regression would

be too long to display in the format of Table V, we summarize the key results in

Table VI.

There are nine GPs with an economically significant positive effect, i.e., ratings

increase on average for their portfolio companies. Coefficients are between 0.20

and 0.56; six of these are statistically significant at a 10% level test. These GPs
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Table VI: GP Fixed-Effects
We run the same regression as specification (4) in Table V, but instead of having cross-
effects between industry and post-LBO, we have cross effects between each of the 47 GPs
and post-LBO. This table summarizes the output from the regression analysis. Panel A
shows the GPs with economically significant positive coefficients, which we set as being
equal to 0.20 or above. Panel B shows the GPs with statistically significant coefficients at
a 10% level test. Panel C shows the GPs with economically significant negative coefficients,
which we set as being equal to -0.30 or below.

GP Name Coef T-stat
N

Reviews
N

Deals
% deals
in Retail

% deals in
Software

% deals in
Other Indus

HQ

Summit Partners -0.59 -2.33 85 4 0% 25% 75% Boston
ABRY Partners -0.55 -2.10 163 8 0% 13% 88% Boston
TA Associates -0.52 -2.97 166 4 0% 75% 25% Boston
Providence Equity Partners -0.47 -1.83 95 4 0% 25% 75% Providence
Vista Equity Partners -0.42 -27.45 1,932 29 0% 79% 21% San Francisco
Marlin Equity Partners -0.42 -2.04 177 4 0% 100% 0% Hermosa Beach
Carlyle Group -0.39 -1.25 893 14 0% 21% 79% Washington
Platinum Equity -0.33 -1.15 239 9 11% 11% 78% Los Angeles
Centerbridge Partners -0.33 -1.26 272 4 0% 25% 75% New York
Thoma Bravo -0.32 -1.33 2,038 28 0% 82% 18% Chicago
GI Partners -0.32 -1.55 137 6 0% 33% 67% San Francisco
The Vistria Group -0.29 -1.67 286 5 0% 0% 100% Chicago
Silver Lake -0.27 -2.25 317 5 0% 60% 40% Menlo Park
Sycamore Partners -0.26 -1.46 1,944 5 60% 20% 20% New York
Vector Capital -0.24 -0.80 341 5 0% 80% 20% San Francisco
Francisco Partners -0.24 -1.08 267 7 0% 71% 29% San Francisco
Insight Partners -0.23 -0.62 461 7 0% 86% 14% New York
Madison Dearborn Partners -0.21 -0.87 268 7 0% 14% 86% Chicago
AEA Investors -0.18 -0.69 416 7 0% 0% 100% New York
KKR -0.15 -0.55 1,246 14 7% 36% 57% New York
Blackstone Group -0.13 -0.40 253 4 0% 25% 75% New York
Sentinel Capital Partners -0.11 -0.43 210 6 17% 0% 83% New York
Riverside Company -0.09 -0.53 149 7 0% 14% 86% New York
TPG -0.07 -0.23 1,024 9 0% 33% 67% Fort Worth
Cerberus Capital Management -0.06 -0.25 118 5 0% 0% 100% New York
Leonard Green & Partners -0.04 -0.79 733 10 10% 0% 90% Los Angeles
Siris Capital -0.04 -0.18 493 7 0% 57% 43% New York
Audax Group -0.04 -0.14 67 5 0% 20% 80% Boston
Bain Capital Ventures -0.02 -0.07 769 11 18% 55% 27% Boston
Genstar Capital Partners 0.00 -0.03 440 8 0% 38% 63% San Francisco
Charlesbank Capital Partners 0.00 0.02 114 5 0% 0% 100% Boston
Clayton Dubilier & Rice 0.02 0.08 323 7 14% 0% 86% New York
H.I.G. Capital 0.02 0.14 866 13 8% 15% 77% Miami
Hellman & Friedman 0.02 0.34 190 4 25% 50% 25% San Francisco
AE Industrial Partners 0.05 0.33 241 5 0% 0% 100% Boca Raton
Kohlberg & Company 0.06 0.28 151 4 0% 0% 100% Mount Kisco
Apax Partners 0.07 0.27 823 7 29% 14% 57% London
Stone Point Capital 0.08 0.39 527 6 0% 17% 83% Greenwich
Investcorp 0.11 0.45 580 5 20% 0% 80% Manama
Court Square Capital Partners 0.15 0.69 200 7 0% 14% 86% New York
GTCR 0.15 0.95 221 8 0% 50% 50% Chicago
Clearlake Capital Group 0.21 0.85 286 7 14% 71% 14% Santa Monica
Golden Gate Capital 0.21 0.85 445 5 0% 20% 80% San Francisco
Advent International 0.22 1.36 388 7 0% 14% 86% Boston
American Securities 0.27 1.38 362 7 0% 14% 86% New York
Warburg Pincus 0.45 2.77 155 5 20% 20% 60% New York
Beecken Petty O’Keefe & Company 0.49 2.99 92 4 0% 0% 100% Chicago

are listed in Panel A. They are all Generalists, i.e., invest across sectors, including

Tech LBOs. Most of them discuss their ESG commitment on their website. For

example, Golden Gate emphasizes on its website that they pay particular attention

to all stakeholders and point out employees. Warburg Pincus has a long discussion
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on ESG on its website. Their main headquarters are in different cities (New York,

Boston, San Francisco).

Panel B lists thirteen GPs with a coefficient of -0.20 or lower. Only four GPs

have a statistically significant fixed effect. The statistical significance, however, is

sensitive to control variables, probably due to the large set of independent variables

in this regression.

Nearly all of the GPs listed in panel B are specialized, and their specialty is

in a single sector: Software.18 A partial exception is Summit, which does invest

mostly in Tech LBOs but also sponsors LBOs in the Healthcare sector. Similarly,

TA associates is a generalist but invests in Tech. Most of these GPs are based in

the Silicon Valley and do not mention any ESG related content on their website.

D. Company characteristics

We have seen that Primary Buy-Outs are associated with a significant decline

in ratings, especially when companies were publicly listed before; and that there

is a strong GP fixed effect. We now study the effect of company and reviewer

characteristics. Results are reported in Table VII.

Specification 1 shows that it is in the smaller companies that the effect is higher.

The decrease in score is as much as 0.21 for small companies. The decrease is half

as large for medium and large companies. This is important because as shown in

the previous section our sample under-represents small companies.19

Mature companies also experience a smaller decrease in ratings than young com-

panies (specification 2). We could have expected that it would be in mature com-

panies that an LBO transition would represent the largest shock but it is not so.

The impact of LBO on ratings is different across job categories (specification 3).

There are no changes in ratings for employees in managerial positions, and a slight

decrease for employees in lower management positions. For all the other employee

categories – i.e., all non managers – for find a similar coefficient and therefore pool

them together in the Table for ease of readability. Employees in non managerial

positions report much lower ratings.

18According to Pitchbook, the most active GPs in Tech LBOs are Vista, followed by ABRY, Prov-
idence and Thoma Bravo. https://pitchbook.com/news/articles/in-a-high-tech-world-private-
equity-wont-be-left-behind

19While this issue is common in the literature, if the negative effect is concentrated in large com-
panies, the observed decrease in ratings is upward biased. In addition, as our unit of observation
is a review, we are over-weighting large companies compared to an analysis aggregated at the
company level.
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Table VII: Cross Effects. This table shows regression outputs generated as in Table
V. The set of control variables is the same as in Table V specification (4). We show results
when we add as an explanatory variable cross effects with the dummy variable ’Post LBO’.
Panel A shows the results with reviewer and company characteristics: job category, size,
foundation year, and industry. Panels B, C, and D of this table are presented in appendix
L. Panel B is the same as Panel A, but with Post M&A instead of Post LBO in the cross
effects. Panels C and D show results with specification (4) in panel A, to which we add
relevant GP fixed effects (which are crossed with the post-LBO dummy variable).

Panel A: post LBO and Company Characteristics
Dependent variable: Overall Score

(1) (2) (3) (4)

postLBO & Small -0.20***
(-4.07)

postLBO & Medium -0.09**
(-2.18)

postLBO & Big -0.11**
(-2.15)

postLBO & Mature -0.09***
(-2.80)

postLBO & Millenials -0.28***
(-4.90)

postLBO & Management 0.00
(0.05)

postLBO & Mid Management -0.08*
(-1.69)

postLBO & Not Management -0.14***
(-5.84)

postLBO & Other Services -0.02
(-0.34)

postLBO & Corporate Service -0.05
(-1.02)

postLBO & Industrial -0.09
(-1.15)

postLBO & Retail -0.22***
(-4.30)

postLBO & Software -0.24***
(-4.52)

Control Variables Yes Yes Yes Yes
Quarter Fixed-Effects Yes Yes Yes Yes
Company Fixed-Effects Yes Yes Yes Yes

N 715,375 715,375 715,375 715,375
Adjusted R2 0.13 0.13 0.13 0.13

The results on job positions are consistent with those in the literature. For

example, Lichtenberg and Siegel (1990) finds that the decrease in number of jobs

is concentrated in blue collars. Antoni et al. (2019) find that pink collars jobs are

those reduced most. Olsson and T̊ag (2017) who show that routine tasks tend to be
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automated or offshored after an LBO.

For industries, we find that the Retail and Software sectors are the only ones with

a significant decrease in ratings. The three services (IT, Consumer, and Public) have

the same coefficient and we thus pool them together in specification 4 (OtherSer-

vices). The coefficient is negative but not significant, similar to Industrial. Notice

that Business services has a positive, but not significant, coefficient.

In panel B, we show the same specifications but with M&A transactions instead

of LBO transactions. We do not observe any of the above effects except for company

size. For M&A transactions as well, there is a larger decrease in ratings in smaller

companies. We do not find a difference across industries. Even job categories are

unrelated to decrease in ratings post M&A. It is in fact management that has the

largest decrease in ratings.

In non tabulated results, we estimate specification 4 in Table VII - Panel A,

adding one of the GPs listed in table VI - Panel B at a time. We observe that the

coefficient on Software hardly changes except when Vista is included. There are five

other GPs that affect slightly the coefficient on software (Thoma Bravo, Marlin, TA

Associates, GI Partners and Silver Lake); the other GP fixed effects do not.

In Panel C, we show specification 4 of Table VII panel A, when we add only

Vista alone (specification 2), then the other five GPs just mentioned (specification

3) plus the GPs with significant (negative) fixed effect. Vista explains away one

quarter of the decrease in ratings observed in software. The other GPs explain away

another quarter, which indicates that the above results are primarily a GP effect and

not a sector effect. When we add Thoma Bravo as well, software loses significance.

Adding the other GPs only slightly lower the coefficient on the software sector.

To sum up, the decrease in ratings occurs with primary buy-outs, especially if

companies were publicly traded before. There is no change in ratings for Manage-

ment and a strong one for employees in non management positions. There is no

significant industry fixed effects, except for Retail, once we control for GP fixed

effects. There is wide heterogeneity across GPs. GPs associated with declines in

ratings seem ot have as a common point that they are located in the silicon Valley,

specialize in Tech LBOs, and do not discuss ESG related matters on their website.

E. Robustness Checks

We make a number of changes to the empirical approach to gauge the robustness

of our key results. Results are presented in Table VIII. Each line coincides with one

change compared to our default specification, which is specification (4) in Table V,
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and this base specification is reproduced in this table, as the first one, so we can

benchmark the rest of the tests.

Glassdoor is sometimes perceived as a website where people rant about their

employer. We have discussed and provided several pieces of evidence against this

view. For example, we highlighted in section II.A that several studies showed that

employee ratings are closely related to several traditional measures of company per-

formance.

Yet, something else we can do is to remove reviews that are likely to be rants.

Reviews with exclamation marks and with upper-cased words, can be seen as emo-

tional, and long reviews (top quartile in number of words) may also be rants. We

take out these 164,571 reviews, and note that results are similar except for manage-

ment, whose score also goes down after the LBO. Another way to remove extreme

views is to remove extreme scores. When the 248,917 scores of either 1 or 5 are

taken out, the coefficient naturally changes but the t-statistics remain similar.

As the unit of observation in our panel analysis is a review, firms with very few

reviews do not influence results much. We nonetheless increase the required number

of reviews pre- and post-transaction to 5 instead of 3. Results are unchanged.

Transactions occurring early in the sample may be affected by the lack of cover-

age of Glassdoor. For example, LBOs occurring in 2013 do not have many pre-LBO

reviews. It is therefore important to verify results hold if we remove early transac-

tions. Results become slightly stronger when we remove the 30,816 reviews submit-

ted between January 2013 and December 2015. We also verify that our results are

similar if we take out recent reviews, i.e., those submitted between January 2017

and December 2019.

Figure V.2. Average Score and number of reviews per month.

Glassdoor uses advanced tools to detect fake reviews. However, a remaining

concern is that companies may game the yearly Employees’ Choice Awards, also
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known as the Best Places to Work Awards. This award is based on Glassdoor

reviews as of the end of October. Companies that are among the best-scored ones

may ’stuff’ reviews before the deadline to earn the reward. Figure V.2 does show a

spike in both the number of reviews and the average score in October.

Given our findings, it is unlikely that well-scored companies fighting for the

top spot will affect our conclusions. In addition, if gaming these awards should

improve the scores of companies that are up for sale then PE-owners would be

particularly keen to push the scores up, whereas we find that scores are lower under

PE-ownership. Yet, we can test for it by removing reviews submitted in October.

Specification “No October Rev” of table VIII shows that doing so does not affect

our results.

Table VIII: Robustness. This table shows the same specification as table V for the
robustness different sub-samples.

Score

(Baseline) (No Emotional) (No long review) (No extreme Scores) (min 5 Reviews) (2016-2019 deals) (2013-2016 deals)

Private2PE -0.09** -0.07 -0.06 -0.01 -0.07 -0.13** -0.07
(-2.00) (-1.55) (-1.04) (-0.24) (-1.56) (-2.36) (-1.05)

Public2PE -0.21*** -0.19*** -0.17*** -0.08*** -0.20*** -0.17*** -0.28***
(-4.74) (-4.07) (-4.08) (-4.09) (-4.76) (-3.39) (-4.14)

PE2PE -0.07 -0.05 -0.02 -0.04 -0.05 -0.10 -0.01
(-1.33) (-1.12) (-0.36) (-1.41) (-1.02) (-1.61) (-0.19)

postIPO -0.05 -0.05 0.00 -0.02 -0.05 -0.04 -0.07
(-1.55) (-1.37) (0.04) (-0.81) (-1.38) (-1.01) (-1.30)

postMA -0.05* -0.03 -0.03 0.01 -0.06** -0.09** 0.01
(-1.65) (-1.26) (-1.06) (0.96) (-2.03) (-2.17) (0.37)

Controls Yes Yes Yes Yes Yes Yes Yes
Quarter FE Yes Yes Yes Yes Yes Yes Yes
Company FE Yes Yes Yes Yes Yes Yes Yes

N 664,042 603,078 499,471 415,125 675,612 633,223 613,921
R2 0.13 0.13 0.13 0.06 0.13 0.13 0.13

Score

(No October Rev) (No short Rev) (min 1.000 Employees) (No fake mention I) (No fakse mention II)

Private2PE -0.09** -0.08* -0.04 -0.08* 0.02
(-2.20) (-1.76) (-0.81) (-1.78) (0.28)

Public2PE -0.21*** -0.23*** -0.21*** -0.20*** -0.20*
(-5.16) (-4.30) (-4.70) (-4.15) (-1.79)

PE2PE -0.06 -0.07 -0.06 -0.07 -0.03
(-1.25) (-1.25) (-1.07) (-1.45) (-0.37)

postIPO -0.06 -0.06 -0.06* -0.04 -0.01
(-1.60) (-1.58) (-1.83) (-0.92) (-0.12)

postMA -0.05* -0.07* -0.04 -0.04 -0.04
(-1.70) (-1.92) (-1.33) (-1.43) (-0.89)

Controls Yes Yes Yes Yes Yes
Quarter FE Yes Yes Yes Yes Yes
Company FE Yes Yes Yes Yes Yes

N 601,765 500,952 632,691 615,306 162,350
R2 0.13 0.15 0.12 0.13 0.17

Another test, albeit less direct, consists in removing very short reviews. If the

goal of a review is to push up the score of a company, we expect the review to
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contain the minimal amount of words necessary to submit a rating. Specification

“No short Rev” shows that results are unaffected when the shortest quartile of

reviews is excluded. Furthermore, it should be easier to manipulate the score of

small companies. Specification “min 1,000 Employees” shows that results are also

unaffected if we remove 31,351 reviews of small firms with less 1,000 employees.

Another potential concern is fake reviews. For this, we count the number of

reviews of LBO targets that refer to firms engaging in the “fake-review” practice.

We identify fake-review mentions with two dictionary-based approach, one restrictive

and the other more relaxed20. We only identify 26 reviews (39 with the more relaxed

approach) which mention fake reviews post-LBO in our data-set. This concerns 44

(315 with the relaxed approach) firms post-LBO out of 586.

As an additional robustness consideration, we report the evolution of the number

of reviews around LBO and other M&A transactions in appendix J. We find that

the number of reviews post-LBO keep slightly increasing, with similar patterns for

both current and former employees. This is reassuring, as it tends to hint that there

is not a sudden shift in the composition of reviewers, which could have for example

been triggered by important turnover levels post-LBO.

Finally, appendix K reports the main specification of table V along the different

sub-rating categories, and we find very similar results as for the standard score.

In panels B and C we further report our main cross-effect results for position and

industry for the different sub-scores, and once again very similar results across all

dimensions.

IV. Textual Analysis

In addition to the quantitative ratings, employees can write three reviews. Two

reviews are mandatory: the cons of working for the company, which has 32 words

on average, and the pros of working for their company, which has fewer words on

average (24 words). A third review is optional – advice to management – and about

half of the raters fill it in. In this section, we analyze the ’cons’ reviews as they

are the longest reviews, but we show results for the other two types of reviews in

appendices. We have 611,000 cons reviews with sufficient information.21 As twenty

20The list of words in the restrictive approach is made of: [“fake rev”, “HR push”, “human resources
push”, “manipulating rev”, “manipulate rev”, “pushing to post”]. In the more relaxed approach,
we also include reviews in which we find co-occurrences of “HR” or “human resources” with
“review” inside the text.

21We use the same sample as in the previous section (e.g., people employed by the company they
review at the time of the review, etc.). In addition, we require having at least five words in the
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million words constitute too large a dataset to be analyzed in its raw form, we

extract 25 common topics across these reviews using a standard technique called

Latent Dirichlet Allocation. Each review is then given the proportion of each topic

that it contains, and we then run regression analysis to establish which type of review

is more or less likely to mention one of these topics.

A. The Latent Dirichlet Allocation Approach

The Latent Dirichlet Allocation (LDA) introduced by Blei et al. (2003) has been

used extensively in computational linguistics. An influential early use is by Griffiths

and Steyvers (2004) who study the content of 28,154 abstracts from the National

Academy of Science. In Finance and Accounting, LDA has been applied to 10-K

disclosures (Dyer et al., 2017), analyst discussions (Huang, 2018b), SEC comment

letters (Dechow et al., 2015), firm disclosure in years surrounding fraud (Hoberg

and Lewis, 2017), and to classify loans (Argyle et al., 2020). LDA is also used

commercially. Newspapers such as the New York Times use LDA to recommend

articles based on the topics of previously read articles (Spangher, 2015).

The LDA identifies statistical topics through groupings of terms, very much like

in factor analysis. In our analysis, a term can be a unigram (single word), bi-gram

(two successive words) or tri-gram. The LDA is particularly well suited to our setting

because it allows for multiple topics to be present in a review and for any topic to

occur in multiple reviews. In addition, as this computational linguistic technique is

unsupervised, it is easily replicable and does not require assumptions about specific

topics to be found in the document.

The LDA is a Bayesian technique; it assumes that there exists a posterior dis-

tribution based on hidden variables that generate the observed corpus of terms.

The procedure seeks to infer i) the mixture distributions of terms w = 1, ..., Nw

describing each topic k = 1, ..., Nk, across the pooled set of reviews, and ii) the mix-

ture distributions of topic k = 1, ..., Nk describing each review r = 1, ..., Nr. Both

distributions are Dirichlet; hence both have [0,1] support, and

i) ΣNw

w=1φk,w = 1, where φk,w is the weight of each term w in topic k.

ii) ΣNr

r=1θr,k = 1, where θr,k is the weight of each topic k in review r.

review, after removing all non-informative words (e.g., ’the’, ’a’), and keep only reviews written
in English.
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B. Extracting topics

The main parameter of choice is the number of topics across all reviews Nk.22

As detailed in appendix M, we maximize a coherence score to determine the optimal

number of topics and the other parameters of choice needed for the LDA. This

procedure indicates that we should work with 25 topics and the topics should be

extracted separately for each type of reviews (cons, pros, advice). We detail our

procedure to trat the textual data and estimate the LDA in appendix O.

As mentioned above, we focus on the ‘cons’ reviews. We gather a dozen of

examples across the transaction types which display the highest weight on the topic.

Based on these examples and the top 15 terms, we label each topic. Table IX

reports successively the label, the top NGrams, one example of review drawn from

the sample of post-LBO reviews and one example from the sample of M&A.

The list of topics appears to be natural, spanning the set of issues we would

expect employees to complain about. Note that complaints about compensation are

in different topics because some reviewers talk about the salary package offered by

the company at entry such as benefits in kind or the package with regard to the

industry, whereas others talk about the incentives and bonus or the pay raise in

relations with their performance. We therefore label the topics separately, with on

the one hand, benefits in kind and competitors salaries, and on the other hand, lack

of incentives and low pay raise.

In the second column, we show the cumulative weight of these fifteen terms out

of all the terms in the universe of reviews. A low cumulative weight indicates that

the topic may lack dominant terms and is therefore more difficult to label.

22There are some extra, but weak, additional assumptions in an LDA approach (see Dyer et al.
(2017)). There are some other parameters to choose for this analysis.

151



T
a
b
le

IX
-
T
o
p
ic

d
es
cr
ip
ti
o
n
.
P
a
n
e
l
A
:
C
o
rp

o
ra

te
S
tr
a
te

g
y

to
p
ic
s

L
a
b
el

W
to
p
1
5

T
op

W
o
rd
s

L
B
O

ex
am

p
le

L
ay
off

s,
C
os
t-
cu
tt
in
g

0
.1
8

co
m
p
an

i,
cu
t,

em
p
lo
ye
,
la
yo
ff
,
p
eo
p
l,
jo
b
,
co
st
,
b
u
si
,

le
av
,
te
rm

,
p
ro
fi
t,
re
ce
n
t,

m
o
ra
l,
fu
tu
r,

d
u
e

1
.
C
o
st

cu
tt
in
g
d
u
e
to

T
h
om

a
B
ra
v
o
a
cq
u
is
it
io
n
2
.
S
k
il
le
d
em

p
lo
ye
es

b
ei
n
g

la
id

off
3.

L
os
in
g
b
en
efi
ts

(s
u
ch

as
st
o
ck

p
u
rc
h
as
e
p
ro
g
ra
m
,
st
o
ck

b
on

u
s
aw

a
..
.

C
h
an

g
es

in
L
ea
d
er
sh
ip

0
.2
3

m
an

a
g
,
ch
an

g
,
le
ad

er
sh
ip
,
co
n
st
a
n
t,

co
m
p
a
n
i,
cu
lt
u
r,

se
n
io
r,

u
p
p
er

m
an

a
g
,
d
ir
ec
t,

ex
ec
u
t,
d
ec
is
,
se
n
io
r
m
a
n
a
g,

co
n
st
a
n
t
ch
an

g,
en
v
ir
on

C
h
a
n
g
es

in
se
n
io
r
le
a
d
er
sh
ip

h
av
e
st
a
rt
ed

to
ch
a
n
g
e
th
e
cu
lt
u
re

o
f
th
e

co
m
p
an

y.
M
o
ra
le

h
a
s
ta
ke
n
a
n
os
ed
iv
e
w
it
h
th
e
ch
a
n
ge

in
C
E
O

an
d
la
rg
e-
sc
al
e
la
yo
..
.

F
as
t
ch
an

g
in
g
an

d
G
ro
w
in
g
co
m
p
an

y
0.
26

ch
an

g
,
co
m
p
a
n
i,
gr
ow

,
fa
st
,
lo
t,
p
a
ce
,
ch
a
ll
en
g
,
gr
ow

th
,

en
v
ir
o
n
,
so
m
et
im

,
ti
m
e,

p
a
in
,
fa
st

p
a
ce
,
m
ov
e,

q
u
ic
k

S
o
m
et
im

es
it
is

h
ar
d
to

ke
ep

u
p
w
it
h
a
ll
th
e
ch
a
n
ge
s
w
h
en

a
co
m
p
an

y
is

gr
ow

in
g
at

su
ch

a
fa
st

p
ac
e.

M
an

ag
em

en
t
st
y
le

0.
2
4

te
am

,
m
a
n
a
g
,
p
eo
p
l,
p
ro
je
ct
,
d
ep

en
d
,
co
m
p
a
n
i,
ex
p
er
i,

m
an

a
g
te
a
m
,
le
a
d
,
lo
t,
cu
lt
u
r,

d
on

,
sk
il
l,
offi

c,
le
ad

er
E
x
ec
u
ti
ve

te
am

is
a
jo
ke
.
W
e
h
ad

an
aw

es
om

e,
co
ll
ab

or
at
iv
e
le
ad

er
sh
ip

te
am

p
ri
or

to
L
D

st
ep
p
in
g
in
.
N
ew

te
am

h
as

n
o
cl
u
e
h
ow

to
le
a
d
,
m
ot
iv
at
e
o
r
m
an

..
.

N
o
co
m
p
la
in
t

0.
3
5

co
n
,
co
m
p
a
n
i,
n
o
n
e,

h
a
rd
,
d
on

,
ti
m
e,

jo
b
,
n
eg
at
,

lo
ve
,
b
a
d
,
p
eo
p
l,
ex
p
er
i,
d
ow

n
si
d
,
h
o
n
es
t,
is
n

It
ju
st

g
et
s
b
et
te
r
w
it
h
ti
m
e.
..
th
ey

ar
e
gr
ow

in
g
a
n
d
ch
an

g
in
g
an

d
I
ca
n

h
o
n
es
tl
y
sa
y
I
d
o
n
’t

se
e
an

y
co
n
s
w
it
h
th
is

jo
b
.

B
ad

H
R

M
a
n
ag
em

en
t

0.
28

em
p
lo
ye
,
m
a
n
a
g
,
le
ve
l,
co
m
p
a
n
i,
h
r,

d
ep
ar
t,
la
ck
,
va
lu
,

le
ad

er
sh
ip
,
se
n
io
r,

le
ve
l
m
a
n
ag
,
cu
lt
u
r,

is
su
,
fe
el
,
re
sp
ec
t

-
fe
ed
b
a
ck

fr
om

em
p
lo
ye
es
/l
ow

er
m
an

ag
em

en
t
se
em

s
to

b
e
ig
n
or
ed

b
y
u
p
p
er

m
an

ag
em

en
t
-
re
m
ot
e
em

p
lo
ye
es

a
re

fr
eq
u
en
tl
y
ex
cl
u
d
ed

fr
o
m

ev
en
ts
/p

er
k
s
th
at

p
..
.

C
om

p
et
it
or

S
al
ar
ie
s

0.
3
6

sa
la
ri
,
co
m
p
a
n
i,
p
ay
,
in
d
u
st
ri
,
co
m
p
et
it
,
co
m
p
en
s,

lo
w
,
co
m
p
ar
,

m
ar
ke
t,

av
er
ag
,
lo
w
er
,
b
en
efi
t,
st
a
n
d
a
rd
,
re
d
,
ta
p
e

C
o
m
p
en
sa
ti
o
n
is

n
ot

te
rr
ifi
c,

es
p
ec
ia
ll
y
w
h
en

co
m
p
ar
ed

w
it
h
ot
h
er

co
m
p
an

ie
s

in
th
e
in
d
u
st
ry
.
C
ar
ee
r
o
p
ti
on

s
ar
e
li
m
it
ed

if
yo
u
ar
e
w
or
k
in
g
in

on
e
of

..
.

W
o
rk
-l
if
e
b
al
an

ce
0
.4
5

li
fe
,
b
al
an

c,
li
fe

b
a
la
n
c,

h
ou

r,
ti
m
e,

lo
t,
tr
av
el
,
h
a
rd
,

n
on

e,
ex
p
ec
t,
so
m
et
im

,
st
re
ss
,
fa
m
il
i,
w
or
k
lo
a
d
,
d
ep

en
d

C
a
n
b
e
h
a
rd

at
ce
rt
ai
n
ti
m
es

o
f
th
e
y
ea
r
o
n
fa
m
il
y
li
fe

b
u
t
yo
u
h
av
e
to

st
ri
ke

w
h
il
e
th
e
ir
on

is
h
o
t
in

th
e
b
u
sy

se
a
so
n
s,

th
er
e
w
il
l
b
e
ti
m
es

to
sc
al
e.
..

C
ar
ee
r
o
p
p
o
rt
u
n
it
ie
s

0
.3
9

op
p
or
tu
n
,
ca
re
er
,
g
ro
w
th
,
a
d
va
n
c,

li
m
it
,
m
ov
e,

co
m
p
an

i,
d
ev
el
op

,
p
a
th
,

li
tt
l,
sl
ow

,
ca
re
er

gr
ow

th
,
o
p
p
o
rt
u
n
ad

va
n
c,

g
ro
w
th

o
p
p
or
tu
n
,
d
iffi

cu
lt

P
o
o
r
ca
re
er

d
ev
el
op

m
en
t.

L
a
ck
in
g
in

ed
u
ca
ti
on

fo
r
fu
tu
re

em
p
lo
y
m
en
t

op
p
or
tu
n
it
ie
s
o
u
ts
id
e
of

a
ca
d
em

ia
.

B
u
si
n
es
s
d
ev
el
op

m
en
t

0.
15

p
ro
d
u
ct
,
co
m
p
a
n
i,
b
u
si
,
d
ev
el
o
p
,
en
g
in
,
so
ft
w
a
r,

su
p
p
o
rt
,
m
a
rk
et
,

sy
st
em

,
re
so
u
rc
,
te
ch
n
o
lo
g,

is
su
,
ti
m
e,

fo
cu
s,

p
ro
ce
ss

T
h
is

co
m
p
a
n
y
h
as

b
ee
n
u
n
ab

le
to

d
el
iv
er

on
th
e
v
is
io
n
fo
r
p
ro
d
u
ct

m
an

a
ge
m
en
t

fo
r
a
t
le
as
t
fi
ve

ye
a
rs
.
T
h
e
re
as
on

fo
r
th
is

is
b
ec
au

se
it
’s

n
ot

b
ee
n
ru
n
..
.

In
te
rn
al

P
o
li
ti
cs

&
L
ac
k
of

d
iv
er
si
ty

0
.2
3

p
ol
it
,
p
ro
m
o
t,
m
a
n
a
g
,
p
eo
p
l,
cu
lt
u
r,

lo
t,
se
n
io
r,

to
p
,

co
m
p
a
n
i,
le
v
el
,
le
a
d
er
sh
ip
,
b
as
e,

offi
c,

d
iv
er
s,

b
oy

N
ot

m
u
ch

gr
ow

th
d
u
e
to

ri
gi
d
m
an

ag
em

en
t
st
ru
ct
u
re

L
o
ts

an
d
lo
ts

of
p
ol
it
ic
s
w
h
ic
h
te
n
d
to

aff
ec
t
em

p
lo
ye
es

L
ac
k
co
m
m
u
n
ic
a
ti
o
n
,

S
lo
w

p
ro
ce
ss
es

0
.2
4

p
ro
ce
ss
,
la
ck
,
co
m
m
u
n
ic
,
sl
ow

,
te
ch
n
ol
og
,
d
ec
is
,
d
ep
a
rt
,

so
m
et
im

,
co
m
p
an

i,
lo
t,
im

p
ro
v
,
o
rg
a
n
,
ti
m
e,

sy
st
em

,
b
u
si

R
ed

ta
p
e
an

d
p
ro
ce
ss

ca
n
b
e
cu
m
b
er
so
m
e
a
t
ti
m
es
.
B
ei
n
g
an

a
ge
n
cy
,
it
’s

fr
u
st
ra
ti
n
g
w
h
en

yo
u
p
u
t
w
or
k
in
to

a
so
lu
ti
on

fo
r
cl
ie
n
ts

an
d
th
ey

d
o
n
’t

m
ov
e
f.
..

B
en
efi
ts

in
k
in
d

0
.2
7

b
en
efi
t,
o
ffi
c,

in
su
r,

h
ea
lt
h
,
lo
ca
t,
ex
p
en
s,

co
m
p
a
n
i,
em

p
lo
ye
,

p
a
rk
,
h
ea
lt
h
in
su
r,

h
om

e,
p
la
n
,
o
ff
er
,
p
ay
,
co
st

H
ea
lt
h
ca
re

b
en
efi
ts

ar
e
ex
p
en
si
ve

an
d
n
ot

gr
ea
t.

N
o
ed
u
ca
ti
on

al
lo
w
a
n
ce
,
b
u
t

th
ey

d
o
p
ro
v
id
e
so
m
e
in

h
ou

se
tr
a
in
in
g
op

ti
on

s.
O
ffi
ce

sp
ac
e
co
u
ld

u
se

so
..
.

152



T
a
b
le

IX
-
T
o
p
ic

d
es
cr
ip
ti
o
n
.
P
a
n
e
l
B
:
W

o
rk

in
g
C
o
n
d
it
io
n
s
to

p
ic
s

L
ab

el
W

to
p
1
5

T
o
p
W
o
rd
s

L
B
O

ex
a
m
p
le

L
ac
k
of

ca
re

fr
o
m

m
an

ag
em

en
t

0
.3
0

ca
re
,
em

p
lo
ye
,
co
m
p
a
n
i,
m
a
n
ag
,
d
on

,
d
o
es
n
,
p
eo
p
l,
m
on

ey
,

jo
b
,
ca
re

em
p
lo
ye
,
d
on

ca
re
,
p
a
ti
en
t,

li
n
e,

cu
st
o
m
,
m
an

ag
ca
re

C
om

p
a
n
y
d
o
es
n
’t

ca
re

a
b
o
u
t
em

p
lo
ye
es

B
on

u
se
s
ar
e
n
ev
er

w
h
at

yo
u

d
es
er
ve

N
o
se
t
st
ru
ct
u
re

U
n
re
al
is
ti
c

sa
le
s
go
al
s

0
.2
6

sa
le
,
cu
st
o
m
,
go
a
l,
se
ll
,
co
m
m
is
s,

m
a
n
a
g,

se
rv
ic
,
m
ee
t,

p
ro
d
u
ct
,
ca
ll
,
p
re
ss
u
r,

ex
p
ec
t,

m
o
n
th
,
b
a
se
,
re
p

A
g
gr
es
si
ve

sa
le
s
go
al
s,

fo
cu
se
d
m
or
e
on

p
ro
fi
t
th
an

a
ss
o
ci
at
es
/
cu
st
o
m
er
s

P
o
or

u
p
p
er

m
an

a
ge
m
en
t

an
d
co
m
m
u
n
ic
at
io
n

0
.4
1

m
a
n
ag
,
p
o
o
r,

la
ck
,
co
m
m
u
n
ic
,
u
p
p
er
,
tr
a
in
,
u
p
p
er

m
a
n
a
g,

p
o
or

m
an

a
g,

su
p
p
o
rt
,
m
ic
ro
,
m
ic
ro

m
an

a
g
,
st
a
ff
,
li
fe
,
b
a
d
,
b
a
la
n
c

P
o
o
r
co
m
m
u
n
ic
at
io
n
a
n
d
la
ck

o
f
u
n
ifi
ed

id
en
ti
ty

fr
om

u
p
p
er

m
an

a
g
em

en
t

In
ce
n
ti
ve
s

0
.2
3

ex
p
ec
t,
em

p
lo
y
e,

b
on

u
s,

p
er
fo
rm

,
ra
te
,
p
ay
,
tu
rn
ov
,
m
a
n
a
g,

in
cr
ea
s,

co
m
p
en
s,

jo
b
,
tr
a
in
,
st
a
ff
,
b
a
se
,
in
ce
n
t

W
ea
k
b
o
n
u
s
st
ru
ct
u
re

A
ve
ra
ge

p
ay

S
h
or
ts
ig
h
te
d
ob

je
ct
iv
es

F
re
q
u
en
t

tu
rn
ov
er

B
ad

ly
tr
ea
te
d

b
y
m
a
n
a
ge
m
en
t

0
.2
7

m
a
n
ag
,
em

p
lo
ye
,
p
eo
p
l,
fa
v
o
ri
t,

d
o
n
,
b
a
d
,
w
o
rk
er
,
tr
ea
t,

st
o
re
,
h
o
rr
ib
l,
te
rr
ib
l,
su
p
er
v
is
o
r,

u
p
p
er
,
u
p
p
er

m
a
n
a
g,

co
B
ad

m
an

ag
er
s
m
ak
e
th
e
jo
b
su
ck

es
p
ec
ia
ll
y
if
yo
u
a
re

a
fl
o
o
r
sa
le
s
em

p
lo
ye
e

P
ro
m
ot
io
n
&

H
ir
in
g
P
ro
ce
ss

0
.2
6

p
ro
m
o
t,
p
os
it
,
h
ir
e,

p
eo
p
l,
jo
b
,
m
a
n
a
g
,
m
ov
e,

co
m
p
an

i,
h
a
rd
,
ra
is
,
ex
p
er
i,
a
d
va
n
c,

p
ay
,
o
u
ts
id
,
le
ve
l

W
or
st

p
la
ce

to
lo
o
k
fo
r
ad

va
n
ce
m
en
t.

T
h
ey

h
ir
e
a
ss
o
ci
a
te
s
fr
o
m

ou
ts
id
e
th
e

co
m
p
a
n
y,

p
ay

th
em

m
o
re

a
n
d
th
en

u
n
d
er

p
ay

th
ei
r
in
te
rn
a
l
st
aff

if
th
ey
’r
e.
..

B
ad

w
or
k
in
g

sc
h
ed
u
le

0
.2
7

h
o
u
r,

st
o
re
,
cu
st
o
m
,
ti
m
e,

sh
if
t,

b
re
a
k
,
sc
h
ed
u
l,
m
an

ag
,

w
ee
k
,
so
m
et
im

,
lo
t,
d
ay
,
a
ss
o
ci
,
ru
d
e,

cu
t

M
an

ag
em

en
t
sh
ow

s
a
lo
t
o
f
fa
v
or
it
is
m
,
co
rp
or
at
e
is

m
a
jo
rl
y
cu
tt
in
g
h
o
u
rs
,
cr
a
zy

h
o
u
rs

a
n
d
m
an

ag
er
s
ge
t
m
a
d
w
h
en

yo
u
ca
n
’t

st
ay

la
te

o
r
co
m
e
in

o
n
a
d
ai
..
.

D
ay
-t
o
-d
ay

jo
b

0
.2
1

p
eo
p
l,
d
on

,
jo
b
,
ti
m
e,

d
ay
,
tr
a
in
,

m
o
n
th
,
lo
o
k
,
st
a
rt
,
h
ir
e,

ex
p
ec
t,
tr
i

C
on

si
d
er

th
is
.
H
al
f
of

th
e
p
eo
p
le

em
p
lo
ye
d
h
er
e
w
il
l
b
e
go
n
e
in

a
b
o
u
t
tw

o
ye
a
rs
.
A
ll
of

th
e
w
o
rk

th
a
t
th
ey

h
av
e
h
as

to
b
e
d
o
n
e
b
y
th
os
e
w
h
o
re
m
a
in

an
d
..
.

L
ow

p
ay
,

n
o
ra
is
e

0
.3
8

p
ay
,
lo
w
,
ra
is
,
h
o
u
r,

lo
w

p
ay
,
w
a
ge
,
m
in
im

u
m
,
in
cr
ea
s,

li
tt
l,
b
en
efi
t,
st
a
rt
,
p
ay

lo
w
,
sa
la
ri
,
m
in
im

u
m

w
a
g
e,

ra
te

L
ow

p
ay
,
fa
ir

d
is
tr
ib
u
ti
on

of
w
o
rk

is
q
u
es
ti
o
n
ab

le
,
m
er
it
in
cr
ea
se
s
d
o
n
o
t

m
at
ch

in
fl
at
io
n
to

h
el
p
w
it
h
co
st

of
li
v
in
g
in

th
e
U
S
,
H
R

is
n
ot

g
re
a
t
a
..
.

S
tr
es
sf
u
l
&

C
h
a
ll
en
gi
n
g

0
.2
5

ti
m
e,

jo
b
,
so
m
et
im

,
st
re
ss
,
tr
ai
n
,
d
iffi

cu
lt
,
lo
t,
cu
st
o
m
,

cl
ie
n
t,

b
u
si
,
le
a
rn
,
se
rv
ic
,
ta
sk
,
h
a
rd
,
li
tt
l

V
er
y
d
iv
er
se

p
o
rt
fo
li
o
of

p
ro
d
u
ct
s,

an
d
cu
st
om

er
s
so
m
et
im

es
ex
p
ec
t
y
ou

to
k
n
ow

it
al
l.
T
h
is

ca
n
b
e
ve
ry

st
re
ss
fu
l
es
p
ec
ia
ll
y
if
y
o
u
la
ck

th
e
p
ro
p
er

t.
..

O
th
er

is
su
es

0
.0
9

ca
ll
,
co
m
p
a
n
i,
p
ay
,
m
o
n
th
,
ce
n
te
r,

ti
m
e,

m
o
n
ey
,
p
h
on

e,
d
ay
,
re
v
ie
w
,
h
r,

ca
ll
ce
n
te
r,

sy
st
em

,
d
ri
ve
r,

em
p
lo
ye

It
ca
n
ge
t
lo
u
d
a
s
it
is

a
C
a
ll
C
en
te
r,

h
ow

ev
er

th
er
e
a
re

d
iv
id
er
s
b
et
w
ee
n

th
e
d
es
k
s
an

d
th
e
h
ea
d
p
h
on

es
p
ro
v
id
ed

ca
n
ce
l
o
u
t
su
rr
ou

n
d
in
g
so
u
n
d
.

O
ve
rt
im

e
0.
3
3

d
ay
,
h
o
u
r,

ti
m
e,

w
ee
k
,
sc
h
ed
u
l,
h
o
li
d
ay
,
sh
if
t,
w
ee
ke
n
d
,

va
ca
t,

n
ig
h
t,
ov
er
ti
m
,
si
ck
,
fl
ex
ib
l,
h
o
u
r
w
ee
k
,
la
te

U
n
d
er

st
aff

ed
,
h
ig
h
vo
lu
m
e
of

ta
sk
,
u
n
d
er
p
ai
d
,
H
o
rr
ib
le

h
o
u
rs
,
I
ca
n
g
o
to

w
o
rk

a
t
4a
m
,
1
2a
m
,
1
2p

m
6
p
m

in
th
e
sa
m
e
w
o
rk

w
ee
k
!
I
h
av
e
to

u
se

va
ca
ti
o
n
t.
..

B
en
efi
ts

in
k
in
d

0.
27

b
en
efi
t,
o
ffi
c,

in
su
r,

h
ea
lt
h
,
lo
ca
t,
ex
p
en
s,

co
m
p
a
n
i,
em

p
lo
ye
,

p
a
rk
,
h
ea
lt
h
in
su
r,

h
o
m
e,

p
la
n
,
o
ff
er
,
p
ay
,
co
st

H
ea
lt
h
ca
re

b
en
efi
ts

ar
e
ex
p
en
si
ve

an
d
n
ot

g
re
a
t.

N
o
ed
u
ca
ti
on

a
ll
ow

a
n
ce
,
b
u
t

th
ey

d
o
p
ro
v
id
e
so
m
e
in

h
o
u
se

tr
ai
n
in
g
o
p
ti
on

s.
O
ffi
ce

sp
a
ce

co
u
ld

u
se

so
..
.

153



We further categorize the topics into two groups: corporate strategy, and working

conditions. As many aspects of working conditions are part of company strategy, the

separation is not always clear-cut, though. For example, the topic of how compensa-

tion compares to competitors is assigned to corporate strategy, whereas complaints

about low pay raise or incentives relating to performance are classified as working

conditions. Another difficult topic to assign to one of these two groups is benefits.

This topic is dominated by considerations like company health insurance policy, how

well located the company is, the quality of offices, and expense policy. At the margin,

we consider these to result from strategic corporate decisions. Similarly, work-life

balance and career opportunities are grouped under corporate strategy. Topics we

assign to working conditions are issues that we would not expect to be the direct

result of the company strategy; e.g., overtime, lack of care from management, badly

treated by management, bad working schedule, low pay raise, stressful and chal-

lenging environment, bad day-to-day working conditions, bad promotion and hiring

processes, poor upper management and communication, unrealistic sales goals.

Table X - Panel A lists the twelve topics related to ‘corporate strategy’ (e.g.,

internal politics and lack of diversity, lack of resource for business development) in

addition to a thirteenth topic, which is the ‘no complaint’ one. Panel B lists the

twelve topics related to ‘working conditions.’

C. Topic Analysis

We estimate the same equation as equation (1) except for the dependent variable.

In equation (4) below, the dependent variable is the weight of a given topic k in

review r for company c written on day d (instead of the reviewer score for that

company in equation (1)):

θr,c,d,k = αc + αq(d) + β ∗ PostLBOc,dc,d

+ θ1 ∗ PostM&Ac,dc,d + θ2 ∗ PostIPOc,dc,d

+ γ ∗ Zr + ϵr,c,d

(V.4)

We estimate this equation separately for each of the 25 topics k, and show results

in Table X. In Panel A, topics are those pertaining to corporate strategy, and in Panel

B topics are related to working conditions. Topics are ordered from the one with the

highest coefficient on post-LBO to the lowest in each Panel. Added to both Panels

is a measure of the impact of each topic on the employee’s overall score, i.e., the

154



fixed effect of each topic on score.

Table X: Post-transaction Complaints
This table shows the results from estimating pooled panel regressions with the topic weight
for the review as the dependent variable. Specification and controls are the same as in table
V (4). Standard errors are clustered at the company and quarter level. For readability,
we report coefficients multiplied by 100. T-stats appear in parentheses. The “Impact”
coefficient from the first column, comes from a separate regression where the dependent
variable is the “Overall Score”, but the only independent variable (except for the usual
controls) is the topic weight.

Panel A: Corporate Strategy topics
Impact postLBO postIPO postMA Mngt log(wage) Controls Adj-R2

Layoffs,
cost-cutting

-0.47*** 1.01*** -0.46 1.42*** -0.54*** 1.47*** YES 0.05
(-21.26) (2.80) (-1.18) (3.99) (-4.36) (15.10)

Changes in
leadership

-0.72*** 0.36** 0.20 -0.07 -0.03 1.20*** YES 0.03
(-39.59) (2.52) (0.75) (-0.45) (-0.27) (16.00)

Fast changing and
growing company

0.94*** 0.29 -1.40*** -0.42 0.97*** 1.70*** YES 0.06
(45.75) (1.15) (-3.25) (-1.56) (4.36) (20.18)

Management style
-0.32*** 0.09 0.25 -0.13 -0.73*** 1.34*** YES 0.03

(0.65) (0.95) (-0.69) (-0.59) (-5.93) (14.39)

No complaint
1.12*** 0.04 0.31 -0.48 0.25 0.48*** YES 0.05
(56.59) (0.16) (0.81) (-1.61) (1.28) (3.80)

Bad HR
management

-0.92*** -0.02 0.33* -0.29** -0.90*** 0.27*** YES 0.04
(-38.22) (-0.15) (1.72) (-2.27) (-8.65) (5.98)

Competitor
salaries

0.29*** -0.10 -0.16 -0.24 -0.66*** 1.09*** YES 0.04
(19.88) (-0.54) (-0.63) (-1.16) (-5.28) (12.75)

Work-life balance
0.51*** -0.13 -0.06 0.21 0.15 0.38*** YES 0.05
(34.62) (-0.71) (-0.27) (1.05) (1.04) (3.65)

Career opportunities
0.21*** -0.15 -0.01 0.44** -0.84*** 0.34*** YES 0.03
(13.57) (-0.92) (-0.05) (2.18) (-6.32) (3.59)

Business development
0.06*** -0.18 -0.08 -0.09 0.24** 1.64*** YES 0.04
(4.95) (-1.24) (-0.29) (-0.57) (2.52) (29.05)

Internal Politics &
lack of diversity

-0.57*** -0.26** 0.13 -0.38*** 0.01 1.26*** YES 0.03
(-25.23) (-2.36) (0.65) (-3.29) (0.08) (16.71)

Lack communication,
slow processes

0.37*** -0.57*** 0.51* -0.13 0.59*** 2.48*** YES 0.04
(30.32) (-2.91) (1.85) (-0.68) (3.74) (23.71)

Benefits in kind
0.59*** -0.62*** -0.68** -0.01 -1.06*** 1.04*** YES 0.04
(41.41) (-2.70) (-2.33) (-0.03) (-7.98) (10.70)
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Table X: Continued.

Panel B: Working Conditions topics
Impact postLBO postIPO postMA Mngt log(wage) Controls Adj-R2

Lack of care
from management

-1.15*** 0.23* 0.18 0.14 -0.25*** -0.72*** YES 0.03
(-35.27) (1.68) (1.09) (0.82) (-2.89) (-10.06)

Unrealistic
sales goals

-0.29*** 0.20 0.17 0.08 1.30*** -1.80*** YES 0.02
(-12.46) (1.22) (1.10) (0.43) (10.94) (-9.63)

Poor upper
management
communication

-0.87*** 0.13 -0.00 -0.13 -0.52*** -0.51*** YES 0.02
(-40.47) (0.64) (-0.02) (-0.57) (-6.15) (-5.22)

Incentives
-0.51*** 0.12 -0.26 0.01 -0.07 -0.32*** YES 0.02
(-29.40) (0.71) (-1.51) (0.08) (-0.73) (-5.53)

Promotions &
hiring Process

-0.27*** 0.11 0.37* -0.19 -0.39*** -0.95*** YES 0.02
(-13.28) (0.77) (1.83) (-1.30) (-4.32) (-13.49)

Badly treated
by management

-1.23*** 0.09 0.22 0.15 -0.13 -1.85*** YES 0.04
(-35.14) (0.55) (1.30) (1.19) (-1.31) (-21.71)

Bad working
schedule

0.20*** 0.06 0.10 0.21 1.26*** -2.88*** YES 0.02
(16.78) (0.26) (0.42) (0.91) (11.10) (-16.92)

Day-to-day
job

-0.62*** 0.05 -0.16 0.14 0.09 -0.88*** YES 0.03
(-25.87) (0.27) (-0.81) (0.77) (1.14) (-14.73)

Low pay,
no raise

-0.27*** -0.08 0.14 -0.01 0.16 -2.35*** YES 0.05
(-16.61) (-0.40) (0.71) (-0.09) (1.46) (-24.58)

Other issues
0.06*** -0.11 -0.05 0.05 -0.14 -0.54*** YES 0.04
(4.95) (-0.81) (-0.23) (0.33) (-1.60) (-6.23)

Stressful &
challenging

0.67*** -0.15 0.40 -0.16 0.83*** -0.44*** YES 0.02
(30.68) (-0.70) (1.56) (-1.36) (6.77) (-5.41)

Overtime
0.25*** -0.40** 0.02 -0.13 0.40*** -1.47*** YES 0.04
(17.51) (-2.33) (0.09) (-0.83) (3.87) (-13.67)

The most frequent complaints post LBO are related to layoffs and cost-cutting

and changes in leadership, both related to corporate strategy. These two topics are

also among the ones which cause significant drop in the overall score of employees,

together with management style, bad HR management and internal politics and

discrimination. Some corporate operating problems are less likely to occur post

LBO such as bad processes, internal politics and discrimination and low benefits in

kind.

Complaints about working conditions (Panel B) are mainly about lack of care

from management (slightly significant), unrealistic sales goals, and poor upper man-

agement and communication, but the latter two are not statistically significant.
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Topics related to the management-employee relationship drive the most important

drop in employee score (i.e., lack of care from management, bad treatment from

management, and poor upper management and communication). At the bottom of

the Panel, are topics less likely to appear in a post-LBO review. Post LBO, em-

ployees are less likely to complain about i) stressful and challenging environment, ii)

overtime or schedule issues.

If we look at post M&A, the main complaint is also about ‘layoffs and cost-

cutting’, even more so than for post LBOs. As many M&As are motivated by

synergies, we would indeed expect that they come with layoffs and cost-cutting,

which is something not welcome by employees (O’Shaughnessy and Flanagan, 1998;

Lee et al., 2018). Another complaint post M&A is a lack of career opportunities. We

also observe less complaint about bad HR management. For post IPO, only a few

topics are significant: there are fewer complaints about benefits and about company

changes, and slightly more about bad HR management and bad processes.

Note that certain themes are less likely to appear in post-LBO reviews. Topics

related to operational processes, such as ‘Internal Politics & lack of diversity’, ‘Lack

of communication, slow processes’, or ‘Overtime’ seem to be less problematic. It is

interesting to note that the last two in this list contrast with M&As, for which they

are more likely to appear post-transaction.
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Table XI: Post-LBO complaints characteristics
This table runs the same regression specification as in table X, with the difference that the
post-LBO dummy is split in parts using interaction terms for employee position (panel A)
and target firm industry (panel B). All controls and the sample are the same as before. This
table is analogous to table VII, except that we use topic weights as independent variables.
Coefficients were multiplied by 100 for readability. We report coefficients for the interaction
terms and significance levels correspond to *** 10%, ** 5% and *1%.

Panel A: Employee position
postLBO

&
Mngt

postLBO
&

MidMngt

postLBO
&

NotMngt
Controls Adj-R2

Corporate Strategy Topics
Layoffs, cost-cutting 1.402 1.186** 0.924** YES 0.04

Changes in leadership -0.282 0.898*** 0.305** YES 0.03

Fast changing and
growing company

-0.915 1.477*** 0.167 YES 0.03

No complaints 3.211** 0.715 -0.183 YES 0.03

Working Conditions Topics
Lack of care
from management

0.336 0.003 0.275* YES 0.04

Unrealistic sales goals 0.795 0.330 0.131 YES 0.02

Poor upper management
and communication

0.368 -0.106 0.207 YES 0.04

Panel B: Target Firm Industry
postLBO

&
OtherInd

postLBO &
Corporate
Services

postLBO
&

Industrial

postLBO
&

Retail

postLBO
&

Software
Controls Adj-R2

Corporate Strategy Topics
Layoffs, cost-cutting -0.303 0.368 -0.065 0.702 3.288*** YES 0.03

Changes in leadership -0.037 0.096 0.114 0.771** 0.868** YES 0.02

Fast changing and
growing company

0.442 0.614 1.109 0.497 -0.29 YES 0.04

No complaints 0.587 0.800 -0.158 -0.616* -0.223 YES 0.03

Working Conditions Topics
Lack of care
from management

0.037 -0.085 0.785 0.638** 0.186 YES 0.04

Unrealistic sales goals 0.133 -0.046 -0.173 0.881* 0.149 YES 0.03

Poor upper management
and communication

-0.128 0.216 0.478 0.925*** -0.153 YES 0.04
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Results on our proxy for employee wages are particularly interesting. This vari-

able is positively related to all the corporate strategy topics (Panel A) and negatively

related to all the working condition topics (Panel B). Employees who are paid more

are more likely to complain about how the company is run: bad processes, fast

changing and growing company, lack of resources for business development, internal

politics and discrimination, management style, lay-offs and cost-cutting. Employ-

ees who are paid less are more likely to complain about their working conditions:

working schedule, low pay raise, bad treatment from management, unrealistic sales

goals, overtime etc. Employees classified as management complain less about man-

agement related variable (such as HR, compensation) and complain more about the

challenge due to fast changing and growing environment, the lack of resource for

business development, the bad internal processes. Regarding the working condi-

tions, they are more likely to complain about unrealistic sales goals, overtime and

scheduling problems, as well as the stressful environment.The clarity of these pat-

terns is certainly reassuring and shows that these reviews do convey meaningful and

logical information.

Overall, the topics mentioned post-LBO fail to show a similarly clear difference.

Topics that are statistically significant cover both company operations and working

conditions. Building on the results on employee wages, we refine the analysis by

investigating differences post LBO according to the employee job position. Results

in the previous section also highlighted peculiarities of LBOs conducted in the retail

and software industries.

Table XI shows results when the post-LBO effect is split between the employee

job position (management, mid-management and not-management) in Panel A, and

between the industries in Panel B. We show clear differences between employees

according to their job position. Management employees are more likely to express

no complaint post LBO, while mid-management mostly complains about changes in

corporate operating strategy, especially layoffs and cost-cutting, changes in leader-

ship and fast change and growth. These also correspond to three most important

complaints regarding corporate operating strategy post LBO. Employees which are

not in a management position complain about both the changes induced in the

corporate operating strategy but also the lack of care from management.

Panel B also highlights clear differences among industries. Problems induced by

the corporate operating strategy are more likely to occur in the software industry

(layoffs and cost-cutting and changes in leadership), while problems in the retail

industry pertain mostly to the working conditions already developed above, i.e.,
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Table XII: Post-LBO type complaints
This table reports the same regression specification as in table X. We split the post-LBO
dummy in the three types of transactions, i.e., Public-to-PE, Private-to-PE and PE-to-PE.
Specification and controls are again the same as in table V (4). Standard errors are clustered
at the company and quarter level. For readability, we report coefficients multiplied by 100.
T-stats appear in parentheses.

Panel A: Corporate Strategy topics
Public-to-PE Private-to-PE PE-to-PE Controls Adj-R2

Layoffs,
cost-cutting

2.81*** 0.22 0.00
YES 0.03

(3.60) (0.78) (0.01)

Changes in
leadership

0.24 0.71** 0.19
YES 0.02

(0.85) (2.22) (0.72)

Fast changing and
growing company

-0.01 0.28 0.57*
YES 0.02

(-0.01) (0.54) (1.71)

Managemnt style
-0.17 -0.20 0.56***

YES 0.02
(-0.71) (-0.68) (2.62)

No complaint
-0.45 0.58 0.04

YES 0.02
(-0.95) (1.21) (0.08)

Bad HR
management

0.10 0.15 -0.28
YES 0.04

(0.44) (0.56) (-1.01)

Competitor
salaries

-0.22 0.36 -0.37*
YES 0.02

(-0.61) (1.10) (-1.92)

Work-life balance
0.14 -0.53** -0.04

YES 0.03
(0.47) (-2.07) (-0.12)

Career opportunities
-0.31 -0.51** 0.30

YES 0.05
(-0.89) (-2.30) (0.95)

Business development
-0.28 0.34 -0.52*

YES 0.04
(-1.63) (0.96) (-1.82)

Internal Politics &
lack of diversity

-0.42 -0.34 -0.05
YES 0.02

(-1.62) (-1.59) (-0.21)

Lack communication,
slow processes

-0.66* -0.57* -0.49*
YES 0.04

(-1.90) (-1.81) (-1.75)

Benefits in kind
-1.27*** -0.63** 0.00

YES 0.04
(-3.38) (-2.12) (0.00)
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Table XII: Continued.

Panel B: Working Conditions topics
Public-to-PE Private-to-PE PE-to-PE Controls Adj-R2

Lack of care
from management

0.75*** 0.10 -0.14
YES 0.03

(3.11) (0.44) (-0.63)

Unrealistic
sales goals

0.50 -0.22 0.27
YES 0.02

(1.43) (-0.88) (1.54)

Poor upper
management
communication

0.09 0.62*** -0.25
YES 0.02

(0.26) (2.83) (-0.98)

Incentives
-0.01 0.23 0.14

YES 0.02
(-0.03) (0.76) (0.54)

Promotions &
hiring Process

-0.10 -0.06 0.44
YES 0.02

(-0.45) (-0.26) (1.41)

Badly treated
by management

0.30 0.24 -0.22
YES 0.04

(0.87) (0.78) (-1.18)

Bad working
schedule

-0.14 -0.07 0.35
YES 0.02

(-0.29) (-0.28) (1.25)

Day-to-day
job

0.26 -0.06 -0.04
YES 0.03

(0.81) (-0.19) (-0.17)

Low pay,
no raise

-0.34 -0.17 0.23
YES 0.05

(-1.16) (-0.65) (0.63)

Other issues 0.23** -0.11 -0.43
YES 0.04

(2.21) (-0.38) (-1.34)

Stressful &
challenging

-0.80*** 0.12 0.22
YES 0.02

(-2.72) (0.33) (0.66)

Overtime
-0.26 -0.46 -0.48*

YES 0.04
(-0.97) (-1.42) (-1.66)

problems related to management-employee relationship (such as lack of care and

poor upper management and communication) and to unrealistic sales goals.

Results in the previous section confirm those established in the literature, point-

ing out at important differences between types of LBOs: Public-to-PE, Private-to-

PE and PE-to-PE.
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Table XII - Panels A and B shows results when the post-LBO effect is split

between the three types of LBOs exactly as done in Table IX. We observe that there

are more significant topics, and they are LBO-type dependent. Complaints about

layoffs and cost-cutting are more prevalent only in Public-to-PE, consistent with

results in Lerner et al. (2011). Besides, there are more complaints about management

lack of care. In these transactions, there are fewer complaints about stressful working

conditions, bad processes and, benefits. One interpretation is that Public-to-PE

transaction may improve how the company is run, but it comes with a strong negative

shock: management ruthlessly laying off people and cutting costs.

In private-to-PE transactions, two complaints are more prominent: change in

leadership and poor upper management and communication. Post private-to-PE,

there are fewer complaints about bad processes, benefits, career opportunities and

work-life balance. The coefficient on ’no complaint’ is large, though not statistically

significant. Finally, in PE-to-PE, complaints center around management style and

company changes (due to growth). There are less complaints about the lack of

resources for business development, processes, and salaries and working conditions.

The results with transaction type are not as clear-cut as those on job positions or

industries, which indicates that some important heterogeneity of practices remain.

That said, Public-to-PE transaction do seem to have a distinctively different effect

on employees.

V. Discussion and Conclusion

Private equity funds often get a bad press in the media and from politicians

alike. A recurrent reproach made at those funds is that they seek financial gain

at the expense of employee welfare. In this paper, we document how changes in

company ownership impact employee’s perception of their workplace. Using a set of

ratings and written reviews, spanning thousands of firms of different types, we find

that employees report lower scores about their employers after changes of ownership.

A key finding of our study is the significant cross-sectional variation in employee

ratings that we document following a change in company ownership. Employee

ratings decline more after LBOs than in the aftermath of other types of organiza-

tional changes. The impact of LBO transactions is also dependent on the nature of

the company’s previous ownership type: Welfare concerns appear to be more pro-

nounced in previously publicly held firms. In firms previously detained by another

PE sponsor, employees report smaller decreases in ratings. We also find effects re-
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lated to industries (retail and software industries are the most negatively affected)

and individual PE sponsors.

More importantly, LBOs impact employees differently along the hierarchical

structure: we find no decrease in ratings among managers, whereas non-managers

are the most affected, thus widening a pre-existing welfare gap between the two

groups.

We gain additional insights into the origins of those differences by analyzing

the contents of the complaints written by the employees. Using a standard topic

modelling tool from the field of Natural Language Processing, we map the written

reviews along a parsimonious set of 25 topics. Following LBOs, non-managers seem

to worry more about their position at the firm, as themes related to “Layoffs &

cost-cutting” become more prevalent. They also complain more about management,

as “Changes in leadership” and “Lack of care from management” are topics that

appear more often post-LBO. Managers, on the other hand, are more likely to report

“No complaints”.

Nonetheless, we find that certain complaints are less frequent post-LBO, suggest-

ing that some processes improve, which allows us to draw a more nuanced picture.

For example, problems related to “Internal Politics & lack of diversity”, “Lack of

communication & slow processes”, and “Overtime” tend to decrease when a PE

sponsor steps in.

We can sum up the study’s main contributions as follows. First, employees dis-

like organizational changes, as their self-reported welfare decreases. This is especially

true for LBOs, in particular if the firm was previously publicly listed. Second, our

textual analysis provides unique insights into the unconditional core issues work-

ers face that most affect their welfare: Tensions with managers is what most af-

fect their wellbeing, followed by problems linked to uncertainty caused by company

changes. Third, LBOs are linked to cross-sectional differences in welfare changes.

Non-managers report higher fears related to layoffs and more issues with manage-

ment, coupled with a sharper decrease in overall welfare compared to managers.

Our findings have implications for decision-makers and managers of private equity

firms buying out other companies. There are many reasons why managers would

want to optimize the welfare of their employees. Positive reviews are associated with

more profitable and wealth-generating companies (Huang, 2018a; Green et al., 2019;

Chemmanur et al., 2019). Furthermore, with the rise of ESG and capital allocation

increasingly favoring funds that behave positively in the social responsibility space,

managers might start to increasingly consider employee welfare an important metric
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of success.

Our study hints to where the main problems reside following LBOs and provide

insights for managers to address potential problems proactively. Our results can also

increase awareness about potential problems and thus increase pressure on managers

to consider those as important. Finally, our findings also suggest that PE firms can

put in place optimized procedures improving employee welfare, which could also be

put forward by private equity firms to improve their image.

Finally, those results also have implications for regulators who desire to protect

employees working for PE owned firms. Organizational changes cause dissatisfaction,

but LBO changes even more so. Our study helps to identify the specific problems

that employees perceive under PE management, but absent in other M&As: those are

issues linked to changes in leadership and lack of care from management. While those

are important issues, which heavily impact employee welfare, designing regulations

aimed at alleviating those specific problems might prove challenging.

On the other hand, despite being a major concern, we find no greater fears

about “Layoffs & cost-cutting”23 in LBO reviews compared to M&A’s. Furthermore,

echoing previous findings in the literature that point to the productivity benefits

brought by PE firms, LBOs seem to improve certain operational practices. Issues

related to overtime, internal politics, as well as slow processes, are all less likely to

occur post-LBO; but are more present in complaints post-M&A. In their approach,

regulators should keep in mind that it also benefits workers to preserve those positive

aspects brought in by PE firms.

23For example, in the “Wall Street Looting Act”, concerns about bankruptcies and ensuing layoffs
are a central theme.
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Chapter VI

Conclusion

Our informational landscape is changing. The amount of information available

to economic agents is greater than ever before, and continues to increase at an

exponential rate. This faces researchers in economics and finance to new challenges

and opportunities, as increasingly powerful statistical and econometric tools allow

them to make sense and leverage novel “Big Data” sets.

Consider the seminal presidential address of Roll (1988), dating over three decades

back. Back then, he noted that even in retrospect, finance researchers are only able

to explain a small fraction of the variation in stock returns. Worse, arrival of public

information seems to have no effect on the proportion of unexpected news driving

returns on a given day.

Overturning this finding has proven to be very difficult. To some extent, we

might, however, be at the beginning of a shift of paradigm. Indeed, as we show in

the literature review of chapter I, we are entering an area in which we are now able

to quantify a tremendous amount of information, which previously was either way

to complex to handle or simply non-existent. As we document, the literature is only

starting to exploit those new possibilities.

Concerning the particular problem posed by Roll, Boudoukh et al. (2019) show

that identifying the information which is truly relevant is a crucial first step into

finding new insights contained in financial media. While Roll finds virtually no

difference in his ability to explain the variation in stock returns between news days

and non-news days, Boudoukh et al. (2019) find that on “relevant news” days, the R2

of regressions explaining returns sharply decreases: a sign that unexpected returns

play a much more significant role on those days.

This finding serves as an invitation for research to work on two fronts. First, it

opens up the challenge of not only identifying the relevant news, but also to quantify

its content. This should be done in order to, secondly, understand how the media,
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or any other form of information, drives the unexpected components of returns, i.e.,

the part of the variation in stock returns that we cannot forecast. How important

are public news, and how much do they really impact stock returns? How efficient

are markets in assimilating this sort of information?

In this thesis, we seek to contribute towards those challenges, both by using

proxies for the content of relevant news, and by linking them to updates in investor

expectations, i.e., the unexpected component of returns. To proxy for media con-

tent, we rely on a measure of firm-specific news sentiment provided by Thomson

Reuters. To proxy for unexpected returns, we rely on empirical econometric esti-

mation methods widely used in the literature based on the return decomposition of

Campbell and Shiller (1988a).

Recent findings in the literature have shown that news have a causal impact on

anomaly returns (Da et al., 2014; Hillert et al., 2014; Engelberg et al., 2018). Armed

with news sentiment and with unexpected cash flow and discount rate news, we seek

to shed new light on the drivers of anomaly returns. In particular, we can go back

to the four questions posed in chapter I, and discuss the implications of our findings.

1. Do value stocks earn a premium due to the way they react to earnings an-

nouncement news?

Engelberg et al. (2018) document that value firms earn a premium on EAD.

We show that this premium is, in fact, a bad-news premium, as it occurs on EAD

when sentiment in the media is negative. This happens because growth stocks are

significantly more sensitive to the bad sentiment on EAD, whereas value firms are

more resilient to negative news.

We fail to trace those findings back to systematic risk, in particular to dynamic

exposures to a risk factor. We discuss potential alternative frameworks. In par-

ticular, theories arguing in favor of biased investor expectations or that rely on

differences in investor attention (which match well with the low media attention of

value firms that we document), do not contradict our findings. Nonetheless, we are

not able to establish a definitive causal link and suggest avenues for future research.

In the broader context of this thesis, we document that beyond a causal link

between news and market outcomes, it is possible to bring new insights to questions

in asset pricing by also proxying for the content of the news themselves. In par-

ticular, this paper shows that they can present two useful applications: first, they

can show characteristics of entity-date observations, and thus guide researchers in

their theories to explain the observed phenomena. Second, they can serve to find
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cross-sectional differences in sensitivity to the sentiment of news. Again, differing

cross-sectional sensitivities can shed new light on previously poorly understood mar-

ket phenomena, and in the context of asset pricing, naturally fit into the literature

on market anomalies.

2. What do commonalities in anomaly portfolio returns tell us about theories

seeking to explain market anomalies?

This paper aims at guiding the field in distinguishing valid theories for anomalies,

by characterizing the empirical comovement patterns across anomaly characteristics.

We find that anomaly returns are mainly driven by commonalities in CF news, but

that differences exist across anomalies: the strongest CF comovement appears among

value, small, and loser stocks in particular.

A distinctive feature of our paper is that we assess comovement conditionally

on different states of the economy. We find that CF news of value and loser stocks

comove more strongly during aggregate negative CF shock events, such as recessions.

Conversely, CF news of growth and winner stocks exhibit stronger comovement in

periods of DR stress, such as high levels of investor sentiment. Those results aim to

guide theories for anomalies, and suggests the existence of different drivers of returns

for the opposite legs of anomaly portfolios.

In the broader context of the dissertation, this paper focuses on a measure of

individual perception which we cannot observe directly: revisions in investor expec-

tations, i.e., CF and DR news. This paper shows that understanding the drivers of

these news can help our understanding of pervasive market phenomena and guide

researchers in their proposal for fitting theories.

3. What drives a firm to become a value and momentum stock?

The literature documents that the value and momentum anomalies share several

opposing patterns. In this paper, we find that this opposition between value and

momentum is pervasive in their CF and DR news as well. In particular, momentum

stocks are driven by positive CF and negative DR shocks. In contrast, the past price

decline of value firms is driven by positive DR shocks and negative CF news. More

generally, we find that firms with high past CF shocks experience return continu-

ation. Conversely, firms with high past DR shocks tend to have higher expected

returns.

We link those patterns to news media sentiment. Good (bad) media news cor-
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relate with positive (negative) CF shocks. By contrast, good (bad) news co-occur

with negative (positive) revisions in discount rates. The consistent negative news

to which value firms, and the positive news to which winner firms, thus correlate

with their documented CF and DR patterns, but are insufficient to capture the full

magnitude of the forecasting effects.

In the broader context of the thesis, this paper again highlights the link between

news and revisions in investor expectations. In particular, it shows that sentiment

captured from media tone tightly relate to patterns and CF and DR revisions, and

may thus invite future research to improve estimates of updates in investor expec-

tations using sentiment from news.

4. Do private equity firms operate at the expense of target firm employees?

PE sponsors often get a bad press in the media. This paper aims to helping

understand if this bad reputation is deserved, by measuring how employee welfare is

effectively affected when a PE firms takes over the company they work for. We find

that employees dislike ownership changes, and even more so when a PE firm takes

over a publicly listed company. More importantly, we document that not employees

are affected equally by PE takeovers. Managers appear to be roughly unaffected,

whereas non-managers report a significant drop in satisfaction, thus exacerbating a

pre-existing welfare gap between the two groups.

To understand the cause of this divergence, we investigate the content of the

complaints, by mapping the written reviews along a set of 25 topics using a Latent

Dirichlet Allocation algorithm. We find that non-managers complain more about

issues related to lack of care from management and cost-cutting, which are among

the problems that cause the most severe issues in employee welfare unconditionally.

Nonetheless, we also find that certain problems become less recurrent post-buyout,

most notably complaints related to operational processes.

In the broader context of the thesis, this paper shows that research in finance

can benefit from measures of sentiment outside the spectrum of news and financial

media. Other economic agents have determinant roles in economic outcomes, and

we are only scratching the surface of what social media can reveal about the opinion

of key stakeholders.
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Going forward

This thesis shows that in the context of economics and finance, not only can the

new sources of information found in “Big Data” serve to solve questions related to

financial markets, but it can also serve to guide decision-makers at all echelons of

the economic cycle.

For managers, for example, this means that they can get access to new tools to

assess the opinion of their customers about their products to match their demands.

They can learn from their employees how to streamline and improve processes inside

the company. They can get new tools to measure how they impact different stake-

holders, knowing that the market will judge their performance based on a broad

range of metrics that will ultimately impact their balance sheet.

For policymakers, sentiment extracted from the media can also be a valuable

tool to guide them in their decisions. Chapter V is one such example on how social

media can help us understand contentious situations better and to grasp all the

nuance involved in a complicated issue.

In asset pricing, exponentially multiplying the amounts of information might

lead to a change of paradigm, where researchers become able to explain a greater

portion of unexpected returns. However, dealing with dramatically large amounts of

data also brings forth potential concerns, such as data mining and model overfitting

(Harvey et al., 2016). Progress to improve our understanding of financial markets will

not only be driven by the usage of sentiment metrics affecting investor expectations

across a broad range of media: sharp economic intuition and sound theoretical

models will remain a cornerstone of academic research for many years to come.

This leads us to reflect back on the opening quote: “[...] the relation between

narratives and economic outcomes is likely to be complex and time varying. The

impact of narratives on the economy is regularly mentioned in journalistic circles,

but without the demands of academic rigor. [...] But, the advent of big data and

of better algorithms of semantic search might bring more credibility to the field.”

(Shiller, 2017, p. 48).

We show that we can slowly approach and understand the complex and time-

varying link between narratives and economic outcomes. However, we must acknowl-

edge that we are still at the beginning of a big endeavor. Potential limitations must

still be taken into account. Our measures might suffer from biases, for example

related to the news coverage received by firms or by the employees who choose to

report about their employers. This type of concern might be alleviated with time

and the arrival of new data where selection bias will be diminished.
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Furthermore, those narratives are inherently complex. We proxy those quantities

with simple, aggregate measures. Yet this simplicity potentially comes at the cost

of missing important nuance. The way in which our quantities are measured might

also lead us to miss out on relevant information. We also discuss in the chapters

describing our data, a set of potential improvements that could be considered. De-

spite existing limitations, as described in the introduction, novel methods of natural

language processing can help us in the future to better understand the link between

narratives coming in the form of soft information, and relevant economic questions.

This thesis is about taking one step in that direction.

Finally, all those questions in finance and economics that can leverage “sento-

metrics” seem to rely on a common underlying denominator: subjective perceptions

of economic agents. Here lies an important part of the complexities of the prob-

lem. It is also the starting point of new research possibilities offered by methods

that can exploit and make sense of this type of data. Since our field of research

falls under the umbrella of social sciences, it is unsurprising that a broad range of

economic outcomes are shaped by subjective perceptions of individual and groups

of agents. The good news is that sentiment and textual processing possibilities are

progressively giving us a way to assess those innately complex quantities in a more

and more reliable manner.
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Chapter VII

Appendix

Appendix A. Detailed TRNA sentiment

computation process

This appendix aims at detailing the entire text processing procedure employed

by TRNA to compute their measure of news sentiment. First, a text pre-processing

is put in place. Here, sentences are split, and individual words are tokenized (i.e.,

split from each other). Next, those words are stemmed, with the objective to reduce

to a common basic form. This basic form aims to encompass all words with the

same root and with equivalent meaning for the classification purpose. An example

would be “argue, argued, argues, arguing”, which would all be reduced to the stem

“argu”. Finally, the stemmed tokens are parsed with a basic part-of-speech tagger,

which gives additional annotations to label tokens as being verbs, nouns, adjectives,

etc.

As discussed in chapter I, one of the key challenges of Natural Language Pro-

cessing, is dealing with the high dimensionality of the input text data, which can be

problematic when fitting the data to a prediction model. Therefore, one of the key

features of TRNA is to perform a thoughtful dimensionality reduction before the

actual training of the classifier algorithm. This step focuses on feature extraction,

i.e., the representation of the tokens along a reduced set of “atomic features”.

This step is achieved through manual classification and given the time-consuming

effort it represents, this is where a commercial database with the necessary means

can shine. Over 16,000 words and 2,500 phrases were hand-annotated by human

analysts. Those words and phrases were then assigned to a variety of features based

on the average human consensus annotation. Features used as dimensions include

the impact on sentiment polarity, whether words act as intensifiers (e.g., very, hardly,

etc.), or whether they act as negations (e.g., not good = bad). Other characteristics
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which are manually annotated at this stage include disambiguation features based

on the part-of-speech tags. For example, “fine” as a noun could mean “penalty”,

whereas as an adjective, it could mean “good”. Verb resolution is also implemented

to increase accuracy and to understand the specificity of words: in the example

“ACME disappointed the market.”, disappointed is negative for the subject, ACME,

but neutral for the object, the market. Once again, the part-of-speech tags are

leveraged for this task. At the end of the process, all those abstractions allow

representing the text in a lower-dimensional space. For example, “magnificent” and

“fantastic” would have the same representation in this space.

With this low-dimensionality input, the model is finally trained based on 5,000

triple-annotated news articles. The classification model outputs the probability that

the given news article is positive, neutral, or negative for the given entity (i.e.,

company) as follows:

IP(pos) + IP(neg) + IP(neut) = 1 (A1)

The classification algorithm takes the form of a three-layer back-propagation Neural

Network with weight relaxation. The low input dimensionality achieved thanks to

the steps described above prevents the need for more complicated models requiring

more layers.

Figure (VII.1)1 gives a good idea of the classification precision of TRNA’s algo-

rithm. Generally, the automated classification is close to the one a human analyst

would make. When forcing the classification of any news into either positive, neu-

tral or negative, TRNA agrees with the average human assessment 75% of the time.

This compares closely to the performance of a real analyst: On average, when three

humans read a particular news, they agree on the classification in 82% of the cases.

When recall is lowered, for example when only 50% of the most certain outputs

is included, 87% of the classifications match with the average human assessment.

Finally, cross-validation tests are performed in ten-fold batches. On average, remov-

ing one tenth of the training set in that way reduces classification accuracy by two

percent.

Finally, note that Thomson Reuters provides additional meta-data, such as target

audience and topic tags as selected by the author of the story2. It also includes the

1Source: TRNA – White Paper. Document version 1.1
2Topic codes are tags provided by the author of the story. They are based on a se-
ries of topics hand-picked by Reuters. Examples of topics include, Merges & Acquisitions,
IPOs, Results, Litigation, Bankruptcy, etc. The exhaustive list of topics can be found at:
https://liaison.reuters.com/tools/topic-codes. Audiences are the news services the articles are
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Figure VII.1. Precision and Recall of the TRNA news classification al-
gorithm: The plot should be read as follows: the x-axis reports the percentage of
news on which a prediction is made. The y-axis reports the number of news that
were accurately classified in the same category (either positive, neutral or negative)
as the average human assessor. Thus, when considering any news, the algorithm
outputs the right sentiment class ∼75% of the time. Moving right along the x-axis
displays the classification precision when increasing the confidence interval. For ex-
ample, sentiment class predictions are correct 87% of the time when considering the
half of news with most marked probabilities. When considering 20% of the news
with the highest classification confidence, the algorithm achieves a ∼ 95% precision
level.

source of the news item. In addition, two extra metrics are provided: News Volume,

which counts the number of stories in which the entity was mentioned over the past

24-hour cycle, and news Novelty, which counts the number of news in the past 24-

hour cycle about that entity that also treat about a subject directly related in the

current story. Stories are considered as linked when a topic similarity algorithm

exceeds a given threshold3.

directed towards. Those can for example include “Money International Services”, “US General
News Services”, etc.

3Not disclosed by TRNA.
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Appendix B. News Tone Surprise

A potential limitation of our study relates to the nature of news tone. The

implicit assumption behind the use of this variable is that the news it seeks to

capture represents novel information for investors, i.e., unexpected news. In the

table below, we seek to forecast firm-specific news tone. The rationale is as follows:

if tone can be forecasted, then it is at least partly expected.

The table above summarizes all the relevant variables to forecast tone. We find

that we can capture up to 16% of the variation in daily news tone with lagged vari-

ables. Including a firm’s past day’s news tone is the strongest predictor of current

tone: the R2 does not exceed 3% without it, as shown in column (7). Other sig-

nificant variables include past returns, both at one day (ret 1 1) and over longer

horizons of up to three months (ret 2 90). It implies that as prices rise, news about

the firm in the media tend to subsequently be more positive. tone tends to be lower

the day following an EAD, and thus they forecasts sentiment negatively. Past tone

and return have a stronger predictive impact if the previous was an EAD. How-

ever, we find that traditional measures of standardized earnings surprises (SUE)4 as

usually used in the literature are poor predictors of news tone.

Our robustness measure for news tone, which we call surp for ”surprise” is there-

fore the difference between the realzed news tone and the expected news tone as

computed as in specification (6), which focuses on all the significant variables.

4In this case SUE is the difference between the average analyst estimates and the actual earnings
realization, as per I/B/E/S data. This measure is the same as the one used in Engelberg et al.
(2018). Using alternatives measures of SUE based on expected earnings computed with accounting
measures yield similar results which are not significant.
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Appendix C. Principal Ratio

Figure VII.2. Principal Ratio: This figure illustrates how much of the variance
is captured by the N first dimensions in the Principal Component Analysis. In blue,
the line for returns shows that almost 70% of all the variation is captured by the
first 100 dimensions.
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Appendix D. Alternative VAR model estimations

Table II - S2 - VAR coefficient estimates: This table reports the estimated coefficient matrix
Π for equations (III.9) in panel A and (III.10) in panel B. Calendar-quarter fixed are included in
the aggregate specification. Errors are clustered by date and firm in the panel regression. The
chosen sample restrictions correpsond to S2, detailed in section III.C

lnRealRet v3 lnBM cslag v3 lnProf v3 lnInv5 v3 lnME D5 v3 lnMom v3 lnROE v3

(1) (2) (3) (4) (5) (6) (7)

(Intercept) -0.01*** 0.01*** 0.00 0.00 -0.01* -0.01*** -0.00***
(-4.36) (3.94) (1.18) (0.33) (-1.77) (-4.57) (-6.08)

lag lnRealRet v3 -0.02 0.01 -0.00 -0.00 0.00 0.30*** -0.01***
(-0.84) (0.60) (-0.63) (-0.22) (0.01) (13.06) (-8.48)

lag lnBM cslag v3 0.01*** 0.97*** 0.00 -0.00*** 0.00 0.00 -0.01***
(3.10) (264.63) (0.76) (-4.32) (0.32) (0.95) (-15.56)

lag lnProf v3 0.04*** -0.01 0.24*** 0.00*** 0.05*** 0.03** 0.03***
(3.18) (-0.86) (3.21) (2.58) (3.65) (2.23) (4.40)

lag lnInv5 v3 -0.12** 0.12** -0.06*** 0.91*** 0.21** -0.27*** -0.02***
(-2.36) (2.14) (-2.60) (202.78) (2.35) (-3.86) (-2.72)

lag lnME D5 v3 -0.01** 0.01*** 0.00 0.00*** 0.92*** -0.00 0.00***
(-2.10) (4.52) (1.36) (18.51) (168.83) (-1.05) (5.73)

lag lnMom v3 0.03** -0.01 0.02*** -0.00 0.10*** 0.69*** 0.01***
(2.38) (-0.56) (4.15) (-0.59) (7.25) (57.24) (15.00)

N 154,030 154,030 154,030 154,030 154,030 154,030 154,030
R2 0.01 0.94 0.06 0.94 0.89 0.58 0.14
Adjusted R2 0.01 0.94 0.06 0.94 0.89 0.58 0.14

lnRealRet agg lnBM cslag agg lnProf agg lnInv5 agg lnME D5 agg lnMom agg lnROE agg

(1) (2) (3) (4) (5) (6) (7)

lag lnRealRet agg 0.26*** -0.20** -0.02 -0.00 0.48*** 0.52*** -0.01
(2.73) (-2.16) (-0.50) (-0.05) (2.84) (3.97) (-1.06)

lag lnBM cslag agg 0.05* 0.95*** -0.01 0.00 0.04 0.04 0.00
(1.87) (38.04) (-0.83) (1.27) (0.83) (0.98) (1.21)

lag lnProf agg -0.25 0.45** -0.18** 0.01*** -0.72* -0.32 0.03**
(-1.19) (2.27) (-2.27) (2.93) (-1.95) (-1.12) (2.19)

lag lnInv5 agg -2.65** 3.18** 0.21 0.95*** -3.47 -1.55 0.24***
(-2.05) (2.62) (0.44) (45.82) (-1.53) (-0.88) (3.09)

lag lnME D5 agg 0.02 -0.03 -0.00 0.00 0.93*** 0.01 0.00
(0.78) (-1.23) (-0.49) (1.60) (19.63) (0.15) (0.87)

lag lnMom agg -0.10** 0.10** 0.00 0.00 -0.08 0.64*** 0.00
(-2.00) (2.07) (0.06) (0.34) (-0.93) (9.28) (1.15)

Q1 Yes Yes Yes Yes Yes Yes Yes
Q2 Yes Yes Yes Yes Yes Yes Yes
Q3 Yes Yes Yes Yes Yes Yes Yes

N 135 135 135 135 135 135 135
R2 0.15 0.96 0.17 0.96 0.87 0.60 0.17
Adjusted R2 0.07 0.95 0.09 0.95 0.85 0.56 0.10
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Table III - S3 - VAR coefficient estimates: Same as previous. The chosen sample restrictions
correpsond to S3, detailed in section III.C

lnRealRet v3 lnBM cslag v3 lnProf v3 lnInv5 v3 lnME D5 v3 lnMom v3 lnROE v3

(1) (2) (3) (4) (5) (6) (7)

(Intercept) -0.04*** 0.04*** -0.01*** 0.00 -0.04*** -0.01** -0.01***
(-5.09) (4.36) (-7.63) (0.15) (-2.72) (-2.34) (-4.79)

lag lnRealRet v3 0.06 0.03 0.04*** 0.01* 0.34*** -0.01 0.08***
(1.33) (0.72) (5.07) (1.77) (6.98) (-0.37) (11.60)

lag lnBM cslag v3 0.03*** 0.94*** -0.01*** -0.01*** 0.00 0.02** -0.03***
(2.99) (87.21) (-2.80) (-6.52) (0.36) (2.57) (-8.98)

lag lnProf v3 0.13*** 0.03 0.70*** -0.00 0.16*** 0.09*** 0.29***
(3.42) (0.54) (20.19) (-0.13) (2.67) (3.50) (12.93)

lag lnInv5 v3 -0.09** 0.09* -0.03*** 0.66*** 0.02 -0.01 -0.03**
(-2.40) (1.84) (-3.64) (20.83) (0.46) (-0.31) (-2.45)

lag lnME D5 v3 -0.02** 0.05*** -0.00 0.02*** 0.74*** -0.01* 0.01***
(-2.36) (4.71) (-1.43) (9.25) (49.37) (-1.92) (4.12)

lag lnMom v3 0.05 -0.03 0.03*** -0.01*** 0.02 0.06** 0.02***
(1.33) (-0.67) (4.86) (-4.08) (0.27) (2.21) (2.67)

N 51,240 51,240 51,240 51,240 51,240 51,240 51,240
R2 0.02 0.82 0.42 0.73 0.63 0.01 0.24
Adjusted R2 0.02 0.82 0.42 0.73 0.63 0.01 0.24

lnRealRet agg lnBM cslag agg lnProf agg lnInv5 agg lnME D5 agg lnMom agg lnROE agg

(1) (2) (3) (4) (5) (6) (7)

(Intercept) 0.05 -0.07 0.05* -0.03* -0.14 0.06 0.03
(0.22) (-0.35) (1.91) (-1.94) (-0.33) (0.40) (1.23)

lag lnRealRet agg -0.01 -0.01 0.02 -0.03 0.29 -0.12 0.01
(-0.04) (-0.08) (0.75) (-1.66) (0.78) (-0.89) (0.31)

lag lnBM cslag agg 0.04 0.90*** 0.01 -0.00 -0.01 0.07 0.00
(0.47) (12.01) (1.01) (-0.48) (-0.06) (1.13) (0.06)

lag lnProf agg 1.42 -1.24 0.80*** 0.21** 3.14 0.86 0.41***
(1.32) (-1.35) (5.93) (2.55) (1.57) (1.17) (3.16)

lag lnInv5 agg -2.16* 2.69*** -0.03 0.78*** -3.48* -1.42* 0.04
(-1.96) (2.86) (-0.24) (9.11) (-1.69) (-1.87) (0.30)

lag lnME D5 agg -0.05 -0.02 0.01 0.01 0.62*** 0.03 -0.00
(-0.53) (-0.28) (0.50) (1.29) (3.83) (0.49) (-0.03)

lag lnMom agg -0.04 0.20 -0.07* 0.02 -0.32 -0.06 -0.03
(-0.13) (0.82) (-1.79) (0.94) (-0.60) (-0.30) (-0.93)

N 45 45 45 45 45 45 45
R2 0.14 0.89 0.61 0.84 0.49 0.14 0.32
Adjusted R2 0.00 0.87 0.55 0.82 0.41 0.00 0.21
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Table IV - S4 - VAR coefficient estimates: Same as previous. The chosen sample restrictions
correpsond to S4, detailed in section III.C

lnRealRet v3 lnBM cslag v3 lnROE v3

(1) (2) (3)

(Intercept) -0.06*** 0.06*** -0.01***
(-4.75) (4.38) (-4.85)

lag lnRealRet v3 0.06* 0.05 0.10***
(1.74) (1.44) (13.07)

lag lnBM cslag v3 0.05*** 0.88*** -0.04***
(3.75) (57.35) (-11.32)

lag lnROE v3 -0.01 0.09** 0.19***
(-0.20) (2.49) (11.06)

N 38,846 38,846 38,846
R2 0.01 0.77 0.19
Adjusted R2 0.01 0.77 0.19

lnRealRet agg lnBM cslag agg lnROE agg

(1) (2) (3)

(Intercept) -0.07 0.03 0.05**
(-0.29) (0.13) (2.11)

lag lnRealRet agg -0.21 0.15 -0.05**
(-1.07) (0.76) (-2.34)

lag lnBM cslag agg -0.04 1.00*** -0.01
(-0.47) (11.33) (-1.11)

lag lnROE agg 1.36 -0.52 0.65***
(0.85) (-0.32) (4.04)

N 27 27 27
R2 0.07 0.87 0.47
Adjusted R2 -0.05 0.85 0.40
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Table V - S5 - VAR coefficient estimates: Same as previous. The chosen sample restrictions
correpsond to S5, detailed in section III.C

lnRealRet v3 lnBM cslag v3 lnROE v3

(1) (2) (3)

(Intercept) -0.05*** 0.05*** -0.02***
(-3.47) (2.68) (-11.28)

lag lnRealRet v3 0.04 0.06* 0.11***
(1.24) (1.94) (8.86)

lag lnBM cslag v3 0.00 0.96*** -0.02***
(0.36) (82.50) (-6.67)

lag lnROE v3 -0.07 0.14*** 0.26***
(-1.43) (2.89) (7.98)

N 30,303 30,303 30,303
R2 0.00 0.86 0.16
Adjusted R2 0.00 0.86 0.16

lnRealRet agg lnBM cslag agg lnROE agg

(1) (2) (3)

(Intercept) 0.87** -0.69*** 0.03
(2.89) (-4.64) (0.93)

lag lnRealRet agg 0.24 -0.27** -0.00
(1.00) (-2.26) (-0.04)

lag lnBM cslag agg 0.29 0.74*** -0.02
(1.25) (6.45) (-0.87)

lag lnROE agg -4.91** 4.32*** 0.59**
(-2.53) (4.48) (2.52)

Estimator OLS OLS OLS

N 16 16 16
R2 0.38 0.88 0.37
Adjusted R2 0.22 0.85 0.22
Within-R2

200



Table VI - S6 - VAR coefficient estimates: Same as previous. The chosen sample restrictions
correpsond to S6, detailed in section III.C

lnRealRet v3 lnBM cslag v3 lnProf v3 lnInv5 v3 lnME D5 v3 lnMom v3 lnROE v3

(1) (2) (3) (4) (5) (6) (7)

(Intercept) -0.01*** 0.01*** 0.00 0.00 -0.01 -0.01*** -0.00***
(-3.54) (3.76) (1.63) (0.61) (-1.28) (-4.38) (-7.03)

lag lnRealRet v3 -0.03* 0.03* -0.00 0.00 -0.00 0.30*** -0.01***
(-1.80) (1.94) (-0.21) (0.26) (-0.26) (15.79) (-7.35)

lag lnBM cslag v3 0.01*** 0.97*** 0.00 -0.00*** 0.00 0.00 -0.01***
(4.22) (248.43) (1.49) (-5.17) (0.33) (1.53) (-16.37)

lag lnProf v3 0.05*** -0.03 0.27*** 0.00*** 0.06*** 0.04*** 0.03***
(3.06) (-1.36) (3.52) (2.60) (4.25) (3.54) (4.15)

lag lnInv5 v3 -0.14*** 0.13** -0.03 0.91*** 0.19** -0.29*** -0.01
(-2.84) (2.45) (-1.38) (210.31) (2.42) (-4.58) (-0.73)

lag lnME D5 v3 -0.01** 0.01*** 0.00 0.00*** 0.92*** -0.00 0.00***
(-2.47) (4.50) (0.45) (18.91) (180.16) (-0.63) (6.15)

lag lnMom v3 0.03*** -0.01 0.02*** -0.00 0.09*** 0.69*** 0.02***
(3.02) (-0.89) (5.77) (-0.37) (8.18) (66.85) (19.43)

N 212,381 212,381 212,381 212,381 212,381 212,381 212,381
R2 0.01 0.93 0.08 0.93 0.89 0.59 0.14
Adjusted R2 0.01 0.93 0.08 0.93 0.89 0.59 0.14

lnRealRet agg lnBM cslag agg lnProf agg lnInv5 agg lnME D5 agg lnMom agg lnROE agg

(1) (2) (3) (4) (5) (6) (7)

lag lnRealRet agg 0.26*** -0.20** -0.02 -0.00 0.48*** 0.52*** -0.01
(2.73) (-2.17) (-0.48) (-0.08) (2.85) (3.97) (-1.09)

lag lnBM cslag agg 0.05* 0.95*** -0.01 0.00 0.04 0.04 0.00
(1.87) (38.05) (-0.84) (1.29) (0.83) (0.98) (1.23)

lag lnProf agg -0.25 0.45** -0.17** 0.01*** -0.72* -0.32 0.03**
(-1.18) (2.28) (-2.19) (2.94) (-1.95) (-1.12) (2.19)

lag lnInv5 agg -2.63** 3.18** 0.21 0.95*** -3.48 -1.56 0.24***
(-2.03) (2.61) (0.43) (45.93) (-1.53) (-0.88) (3.05)

lag lnME D5 agg 0.02 -0.03 -0.01 0.00 0.93*** 0.01 0.00
(0.77) (-1.23) (-0.51) (1.63) (19.60) (0.16) (0.90)

lag lnMom agg -0.10** 0.10** 0.00 0.00 -0.09 0.64*** 0.00
(-2.01) (2.09) (0.04) (0.34) (-0.96) (9.27) (1.16)

Q1 Yes Yes Yes Yes Yes Yes Yes
Q2 Yes Yes Yes Yes Yes Yes Yes
Q3 Yes Yes Yes Yes Yes Yes Yes

N 135 135 135 135 135 135 135
R2 0.15 0.96 0.16 0.96 0.87 0.60 0.17
Adjusted R2 0.07 0.95 0.09 0.95 0.85 0.56 0.10
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Appendix E. Scraping Glassdoor

To match our list of US-based companies from CapitalIQ with employee reviews

from www.glassdoor.com, we set up a web scraping algorithm. The web crawler we

use is based on ”Scrapy”, an open-source python library under BSD license5. We

proceed as follows: (i) the web-scraper starts by sending a request to the Glassdoor

servers with the name of the target company. If Glassdoor returns multiple results

for a given name we go for the preferred result with matching geographic location.

(See Figure A1). (ii) Then, for the selected company, the web-scraper gathers all

the firm-related data in the overview panel. (see Figure A2). To ensure accuracy of

the matching we force to have at least one of these additional features matched with

CapitalIQ data: ”City Headquarter”, ”Foundation” (with a margin of -1,+1 year.)

or ”Size/Number of employees” (grouped in bins of size 1 to 7.); (iii) As a final step,

we download all the reviews for valid matches only.

Figure A3 depicts a typical review. The web crawler gathers the data from

the title tag and saves what the reviewer left as a comment in the Pros, Cons

(which are mandatory) and Advice to Management sections. At this step it also

collects the overall Score (number of stars) and ”recommended”, ”outlook” and

”CEO” opinions. Importantly it also registers the date at which the review was

posted and parses out i) the employment status (current or former employee) ii) the

location and iii) for how long the reviewer worked (or had been been working) at

the company. Finally, the crawler registers the scores related to Work/Life Balance,

Culture, Career Opportunities, Compensations and Benefits and Senior Management

(see Figure A4).

5We used Python 3.7 with Scrapy version 1.8.0.
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Figure A1. Searching a company on Glassdoor based on its name.
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Figure A2. Overview of a company given by Glassdoor.
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Figure A3. Example of a review.

Figure A4. Detailed scores along different welfare dimensions.
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Appendix F. Glassdoor anecdotal evidence

Table A1This Table presents example of reviews. We search on ’private equity’,
’LBO’, ’buyout’, ’PE owners’, ’private ownership’, ’going private’, ’Leveraged buy-
out’ for private equity firm names such as TPG, Apollo, Apax etc.

Date
of
review

Quotes

2009 At the end of February, 2 private equity firms
bought our company and took it private. The
nature of this transaction has resulted in sev-
eral mid-level supervisors, managers and as-
sistants being laid off. Currently, this leaves
the employees with a dark uncertainty as to
what will happen to them and their jobs in
the near future, thus many are more stressed
out than usual.

2009 I’ll be checking the ”ownership” and financial
results of any company I join in the future.

2009 Private Equity firm pigs Apollo and TPG have
eviscerated this company through massive lay-
offs and cuts. Customer service went out the
window in the name of reducing expenses.

2009 I would never work with any of the manage-
ment team that ”managed” Mervyn’s during
it’s private equity days. They ran the com-
pany into the ground.
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Table A1 continued.

2009 For the last few years under Apollo Manage-
ment, there was no corporate diretion and the
company did not invest and plan for the long
term. The debt load taken on when they went
private killed the company. (. . . )

2013 Capital constraints and private equity owner-
ship continuously create operating challenges
and unrealistic expectations

2013 Due to the financial downturn and private eq-
uity owner mentality, increasing the organiza-
tion focuses on cost cutting and tends to dis-
miss the long-term implications of these deci-
sions. Universally there is a lack of account-
ability, lack of revisiting the business case of
approved projects, and holding senior and ju-
nior management accountable for poor out-
comes.

2014 Public to private transition is complete and
dust has settled. PE firm is hands off -
Excellent work life balance

2014 Since the company went private last year there
have been a lot of changes for better or worse.
Some positives I can note on the company are
a strong focus on safety and quality.
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Table A1 continued.

2015 Solenis is recently purchased from Ashland
Inc. by private equity Clayton, Dublier, &
Rice. So far in the first year of new company,
employee morale is terrible

2015 Wonderful people to work with. Prior to buy-
out it was a company that cared about their
employees.

2015 Entrepreneurial spirit, however, that is always
being tested by current private equity owner-
ship. New leadership has a vision and is mov-
ing rapidly to achieving it.Often do nice things
for the associates;

2015 Management became too corporate with the
buyout a couple of years ago. Treat your em-
ployees like they make a difference and they
will!

2015 Private equity owners are just extracting rent
now. My friends who still work there say in-
novation and best practices are being stifled,
and the company feels gutted now.

2015 Since the leveraged buyout the company has
changed direction. Negative environment and
lost core competencies. They used to say peo-
ple are their best asset. Now they a cost fac-
tor. Its all about Margins now.
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Table A1 continued.

2015 Riverbed used to be a decent place to work,
despite a core of people who acted like a ”fun”
cult. But since before the buyout they have
completely lost direction. There are too many
useless managers, and too many fulltime engi-
neers working 30 hour weeks.

2015 Beginning of the year, there was some uncer-
tainty as folks cashed out after the Private
Equity buyout. When all your shares vest,
it gives the $$-cushion to try something new.
I get that. But that’s all over and done now.

2015 Company going through changes. Acquisition
by private equity firm has cut (or pushed out)
a lot of the long time employees. Lets see what
the future holds...

2015 Going private is slowly destroying the com-
pany. The primary focus now is cost ; cost re-
duction and associated metrics at the expense
of the core business.

2015 Since the company went private last year there
have been a lot of changes for better or worse.
Some positives I can note on the company are
a strong focus on safety and quality.
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Table A1 continued.

2016 BMC is a company in transition. The corpo-
rate culture and morale used to be really great
but since the company was taken private a few
years ago, morale has fallen really low. Where
there used to be a feeling of ”let’s all work to-
gether to make BMC successful”, it’s turned
into an ”every man for himself” culture with
the primary focus being on the bottom line.
So much so that management is more than
willing to sacrifice..

2016 It all started falling apart last year when it
went private and laid off 10-15% of its work-
force. After all this, people lost confidence and
almost all the people that made the company
once great left. It all happened within an year

2018 After the Micro Focus buyout, all those acco-
lades disappeared

2019 Acquisitions and buyouts leads to disgruntled
employees
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Appendix G. Additional Literature Review

A longstanding literature studies the impact of Leveraged Buy-Out (LBO) on

human resources. Shleifer and Summers (1988) and Fox and Marcus (1992) discuss

potential wealth transfers from current employees to new owners as LBOs are used as

an opportunity to renegotiate employment contracts. Lichtenberg and Siegel (1990)

find a decrease in non-production jobs. However, Davis et al. (2014) have shown that

LBOs result in modest net job losses but large increase in gross job creation due to

the exit of less productive establishment and greater entry of highly productive ones.

This evidence finds explanations into the rationalization of jobs with for instance

replacement of routine tasks by machines, offshoring and disappearance of middle

wage workers (Olsson and T̊ag (2017)) as well as the disposal of non-core parts of the

business (Davis et al. (2014, 2012), Amess and Wright (2012)). Antoni et al. (2019)

have shown that the decline employment is mainly found in the administrative staff.

Wright et al. (1992) find an increase in employment and Davis et al. (2012) find

an increase in greenfield jobs post MBIs. Antoni et al. (2019) show that the hiring

of new people usually takes place in the first years after buyout, while cuts in jobs

might occur later to improve the profitability of the deal.

Several studies highlight the heterogeneity of results across skilled and non-skilled

workforce, countries, types of LBOs (corporate orphans, management buy-outs etc.),

and in the presence or not of union. Employment effects have been shown to be more

adverse in MBIs and LBOs due to an external management team and due to the fact

that target companies are more likely to underperform (Amess and Wright (2007)).

With regard to MBOs, IBOs usually prioritize fund returns and financial engineering

over human resource policies which might hurt the well being of employees them-

selves (see Ludkin, interview 2008 in Goergen et al. (2014)). Local investors usually

have a greater commitment than foreign investors to their social community. This

usually leads to a more modest reduction in employment (Guery et al. (2017)). PE
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effects found in divisional buyouts differ also from full LBOs with a likely increase in

employment in divisional LBOs (Lichtenberg and Siegel (1990), Muscarella and Vet-

suypens (1990)). Finally, we usually observe different impact on jobs from internal

versus external management buyouts. On the one hand, it might be more difficult

for external management team to value the current human workforce. On the other

hand, it might be easier for them to break current working contracts (Goergen et al.

(2014)). It has also been shown that a lower reduction in employment is expected

if employment rights are stronger as protected by unions or worker collectives) (Go-

ergen et al. (2014)). Public-firm buyouts are more likely to be accompanied by

employment reductions (Davis et al. (2014)). Closely related to the LBO market,

Cohn et al. (2016) show that higher leverage and more financial pressure lead to an

increase in injury rates and decrease investments in worker safety.

Other aspects should also be taken into consideration when analyzing the impact

buyout has on employees. First, economic conditions are likely to affect private eq-

uity activity, investment policies and operating performance (Kaplan and Strömberg

(2009)). On the other hand, PE activity might induces some economic effects on

industries. Bernstein et al. (2017) show that private equity activity leads to higher

industry growth (for PE-backed or non PE-backed firms) without introducing more

sales cyclicality and business risk. Boucly et al. (2019) show that LBOs lead to

important operating improvements and strong growth for targeted firms. Second,

Agrawal and Tambe (2016) give evidence of a positive knowledge transfer induced by

private equity ownership to existing employees. Bloom et al. (2015) examine man-

agement practices of PE-backed versus non-PE backed firms. Management quality

in PE-backed firms is shown to be superior overall and especially with regard to

setting objectives and monitoring. No significant differences are however found in

incentives such as compensation and benefits given to employees. Yet, a recent study

by Appelbaum (2019) retrieves testimonials on private equity buyout showing ev-
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idence on how buyout hurt companies’ financial and ultimately employee welfare.

Third, Lerner et al. (2011) investigates whether private equity ownership relieves

the management from being short term focus. They show that patent quality and

activity improve for firms under PE ownership.
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Appendix H. Case Study: Vista

Vista6 buys only software. It can be software in a variety of sectors but the

product is a software. Examples from Vista’s portfolio: Accelya provides software

for transportation management, Kazoo is a HR software. Vista Equity Partners:

2016 buyout of Marketo, a cloud-based innovator in marketing automation software.

Marketo was losing money. Took it private for $1.78 billion, 64% premium, 8x

revenue, a huge Valuation. Vista installed an experienced CEO, who focused the

company’s sales effort on large deals in the enterprise space. Rapid growth eventually

produced positive EBITDA, and just two years later, Vista sold the company to

Adobe for $5 billion.

Employees of acquired companies and candidates for hiring must submit to tests.

A personality test aims to determine which of them are suited to which jobs. Sales-

people are better off being extroverted, and software developers more introverted.

A proprietary cognitive assessment, similar to an IQ test, includes questions on

logic, pattern recognition, vocabulary, sentence completion and math. The test

inspires consternation and fear among existing employees, according to former em-

ployees. The goal of the Austin, Texas-based firm, which is 18 years old, is to

transform business-software companies into profit machines. Behind its approach is

Mr. Smith’s belief that certain aspects of the companies Vista buys are interchange-

able. ”Software companies taste like chicken,” he said at a conference in New York

a few years ago. ”They’re selling different products, but 80% of what they do is

pretty much the same.”

Former employees say cost cutting is critical to Vista’s model. Some of the

companies Vista takes over are located in markets with a high cost of living, such

as Southern California or New York City. To tamp down wages and other costs,

Vista will relocate part or all of the company to a less-expensive city such as Dallas.

6https://www.wsj.com/articles/billionaires-secret-buyout-formula-110-instructions-and-an-
intelligence-test-1531151197
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Many employees won’t make the move, allowing Vista to hire cheaper replacements.

Vista often keeps a company’s headquarters in place and encourages it to expand in

lower-cost markets.
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Appendix I. Details on position classification

Employees report their position in the company in an open field, which provides

guided suggestions as you type, which helps for uniformization and to avoid typos.

We go through the 500 most frequent unique entries and classify them manually using

a specialized guidebook7. Based on this, we use the following rules to categorize all

employees as follows:

• Manager (Mngt) : Each job title containing the words ”director” or ”vice

president” are in this category (e.g. senior director, associate director, vice

president, senior vice president) unless the words assistant or sales are also

present.

• Middle Management (MidMngt) : Each job title containing the words man-

ager or leader are in this category (account manager, project manager, store

manager, team leader, store leader).

• White Collars (WhiteC) : Each job title containing the words consultant, ex-

ecutive, assistant-manager, analyst, specialist are in this category.

• Purple Collar (PurpleC) : Each job title containing the words engineer or

software are in this category.

• Pink Collar (PinkC) : Each job title containing the words sales or administra-

tive or assistant are in this category. Teachers and marketing are also included

here.

• Blue Collar (BlueC) : Each job title containing the words technician or driver

are in this category. Cashier and servers are also included here.

7’Work in America’, page 597, ISBN.9781576076767.
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Appendix J. Number of Reviews around

transaction date

Figure A1. Current employees. Number of reviews in quarter around deal,
with quarter fixed-effects. Current employees, keeping those who might have joined
post-deal. We first compute a panel where we count the number of reviews for
each quarter between -12 and 12 from the deal. Using this panel, we then run the
following regression: Nreviews = α + β ∗ DistanceQ + QFE + ϵ. We report the
coefficients and error bars of coefficient β. Here we use our final working sample.

Figure A2. Former employees. Identical procedure as A1. The sample consists
of former employees.
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Appendix K. Sub-scores

Table A2: Sub-scores
This table shows the same specification as table V - specification 4 for the different
sub-score categories.

Panel A: Sub-scores baseline

Score WLB CO CB SM Cult CEO Outl Reco

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Public2PE -0.21*** -0.19*** -0.21*** -0.13*** -0.18*** -0.15*** -0.21** -0.29*** -0.27***
(-4.81) (-3.32) (-4.02) (-3.58) (-3.86) (-4.02) (-2.07) (-4.19) (-3.35)

Private2PE -0.10** -0.10** -0.11** -0.09*** -0.10** -0.12*** -0.10* -0.11* -0.10*
(-2.21) (-2.38) (-2.49) (-2.90) (-2.49) (-3.14) (-1.74) (-1.78) (-1.91)

PE2PE -0.07 -0.06 -0.02 -0.02 -0.01 -0.09** -0.04 -0.05 -0.02
(-1.47) (-1.02) (-0.38) (-0.36) (-0.21) (-2.17) (-0.75) (-0.76) (-0.39)

postIPO -0.06* -0.07 -0.03 -0.03 -0.06 -0.04 -0.04 -0.07 -0.07*
(-1.83) (-1.61) (-1.02) (-1.07) (-1.60) (-1.37) (-1.10) (-1.50) (-1.84)

postMA -0.05* -0.08** -0.07** -0.03 -0.09*** -0.05* -0.16*** -0.10** -0.10**
(-1.84) (-2.51) (-2.42) (-1.13) (-3.63) (-1.91) (-4.22) (-2.56) (-2.53)

Mngt 0.21*** 0.27*** 0.24*** 0.08*** 0.25*** 0.17*** 0.19*** 0.27*** 0.20***
(13.47) (16.52) (16.15) (5.61) (15.05) (12.48) (10.98) (14.27) (12.39)

MidMngt 0.12*** 0.14*** 0.15*** -0.02** 0.20*** 0.12*** 0.13*** 0.16*** 0.12***
(11.34) (12.44) (13.09) (-1.99) (18.12) (10.95) (11.28) (12.13) (10.66)

WhiteC 0.08*** 0.10*** 0.11*** 0.12*** 0.10*** 0.05*** 0.08*** 0.13*** 0.08***
(11.28) (14.09) (14.96) (16.97) (13.14) (7.07) (10.66) (12.04) (10.96)

PurpleC 0.03** 0.00 0.02 0.02** 0.01 -0.02 -0.03*** 0.07*** 0.01
(2.38) (0.45) (1.53) (2.24) (0.93) (-1.55) (-2.58) (4.27) (0.51)

PinkC 0.03*** 0.04*** 0.04*** 0.07*** 0.00 0.02*** 0.00 0.06*** -0.01
(4.35) (4.04) (4.63) (7.23) (0.63) (2.74) (0.32) (5.34) (-0.55)

BlueC -0.01 -0.05*** -0.04*** 0.00 -0.03*** 0.02* -0.10*** 0.01 -0.05***
(-0.57) (-3.90) (-3.60) (0.15) (-3.00) (1.84) (-6.57) (0.79) (-3.89)

Tenure 0X 0.25*** 0.44*** 0.31*** 0.28*** 0.34*** 0.17*** 0.26*** 0.33*** 0.29***
(13.67) (16.26) (15.28) (14.71) (17.15) (11.19) (13.96) (13.90) (15.81)

Tenure 1X 0.08*** 0.19*** 0.12*** 0.15*** 0.12*** 0.03*** 0.15*** 0.15*** 0.15***
(8.28) (13.04) (12.01) (13.09) (11.05) (2.74) (12.86) (9.50) (12.04)

Tenure 3X 0.01 0.05*** 0.03*** 0.07*** 0.03*** -0.02*** 0.07*** 0.06*** 0.06***
(0.55) (4.47) (3.46) (7.63) (3.73) (-2.68) (7.18) (4.28) (4.65)

Tenure 5X 0.01 0.03** 0.02** 0.04*** 0.02** -0.00 0.04*** 0.04*** 0.03**
(1.01) (2.23) (2.42) (4.47) (2.48) (-0.12) (3.20) (3.36) (2.47)

Tenure 10X 0.10*** 0.10*** 0.10*** 0.05*** 0.10*** 0.12*** 0.04*** 0.10*** 0.08***
(11.85) (7.90) (11.05) (5.88) (11.71) (16.37) (2.93) (6.17) (5.37)

log(wage) 0.14*** 0.13*** 0.11*** 0.13*** 0.18*** 0.21*** 0.17*** 0.16*** 0.16***
(14.41) (11.97) (9.94) (11.28) (16.45) (15.87) (13.72) (12.10) (14.65)

Quarter Fixed-Effects Yes Yes Yes Yes Yes Yes Yes Yes Yes
Company Fixed-Effects Yes Yes Yes Yes Yes Yes Yes Yes Yes

N 715,375 670,146 661,274 680,509 678,432 679,396 566,034 633,902 607,512
Adj −R2 0.13 0.14 0.13 0.11 0.13 0.15 0.13 0.09 0.11
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Panel B: Management Cross Effects

Score CB CO WLB SM Cult CEO Reco Outl

(1) (2) (3) (4) (5) (6) (7) (8) (9)

POSTLBOdeal & Mngt 0.00 0.10 0.05 -0.04 0.05 -0.04 0.07 -0.03 -0.02
(0.05) (1.40) (0.70) (-0.80) (0.65) (-0.60) (0.94) (-0.38) (-0.26)

POSTLBOdeal & MidMngt -0.08* -0.05 -0.07 -0.04 -0.02 -0.07** -0.04 -0.10* -0.08
(-1.69) (-1.01) (-1.35) (-0.95) (-0.37) (-2.06) (-0.65) (-1.81) (-1.33)

POSTLBOdeal & NotMngt -0.14*** -0.14*** -0.13*** -0.08*** -0.12*** -0.14*** -0.14*** -0.16*** -0.15***
(-5.84) (-4.72) (-4.61) (-4.22) (-4.75) (-6.14) (-3.62) (-4.54) (-3.87)

postIPO -0.06* -0.06 -0.03 -0.03 -0.05 -0.04 -0.04 -0.06 -0.07*
(-1.82) (-1.60) (-1.00) (-1.07) (-1.59) (-1.37) (-1.08) (-1.49) (-1.83)

postMA -0.05* -0.08** -0.07** -0.03 -0.09*** -0.05* -0.16*** -0.10** -0.10**
(-1.83) (-2.51) (-2.42) (-1.13) (-3.63) (-1.91) (-4.22) (-2.56) (-2.53)

Quarter Fixed-Effects Yes Yes Yes Yes Yes Yes Yes Yes Yes
Company Fixed-Effects Yes Yes Yes Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes Yes Yes Yes

N 715,375 670,146 661,274 680,509 678,432 679,396 566,034 633,902 607,512
Adj −R2 0.13 0.14 0.13 0.11 0.13 0.15 0.13 0.09 0.11

Panel C: Industry Cross Effects

Score CB CO WLB SM Cult CEO Reco Outl

(1) (2) (3) (4) (5) (6) (7) (8) (9)

POSTLBOdeal & OtherInd -0.02 -0.02 -0.01 -0.02 -0.01 -0.07 -0.04 0.00 0.02
(-0.34) (-0.29) (-0.23) (-0.49) (-0.11) (-1.62) (-0.66) (0.07) (0.30)

POSTLBOdeal & CorporateService -0.05 -0.05 -0.07 -0.04 -0.04 -0.11* -0.06 -0.01 -0.00
(-1.02) (-0.90) (-1.35) (-0.75) (-0.71) (-1.71) (-0.81) (-0.08) (-0.06)

POSTLBOdeal & Industrial -0.09 -0.08 -0.09 -0.10* -0.07 -0.09 -0.03 -0.18 -0.11
(-1.15) (-0.94) (-1.06) (-1.88) (-0.83) (-1.21) (-0.26) (-1.63) (-0.98)

POSTLBOdeal & Retail -0.22*** -0.20*** -0.23*** -0.18*** -0.11** -0.10*** -0.16 -0.27*** -0.30***
(-4.30) (-3.66) (-3.58) (-3.50) (-2.23) (-3.01) (-0.97) (-4.51) (-4.76)

POSTLBOdeal & Software -0.24*** -0.21*** -0.17*** -0.08** -0.23*** -0.20*** -0.22*** -0.30*** -0.26***
(-4.52) (-2.92) (-2.98) (-2.49) (-3.96) (-5.59) (-3.19) (-3.76) (-2.97)

postIPO -0.06* -0.07 -0.03 -0.03 -0.05 -0.04 -0.04 -0.06 -0.07*
(-1.82) (-1.60) (-1.01) (-1.07) (-1.59) (-1.37) (-1.09) (-1.49) (-1.83)

postMA -0.05* -0.08** -0.07** -0.03 -0.09*** -0.05* -0.16*** -0.10** -0.10**

Quarter Fixed-Effects Yes Yes Yes Yes Yes Yes Yes Yes Yes
Company Fixed-Effects Yes Yes Yes Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes Yes Yes Yes

N 715,375 670,146 661,274 680,509 678,432 679,396 566,034 633,902 607,512
Adj −R2 0.13 0.14 0.13 0.11 0.13 0.15 0.13 0.09 0.11
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Appendix L. Cross-effects

The following three panels are the continuation of table VII, including panels B,

C and D detailed in said table caption.

Panel B: Post M&A Cross Effects
Dependent variable: Overall Score

(1) (2) (3) (4)

postMA & Small -0.08**
(-2.03)

postMA & Medium -0.08
(-1.41)

postMA & Big -0.03
(-0.65)

postMA & Mature -0.02
(-0.69)

postMA & Millenials -0.17**
(-2.06)

postMA & Management -0.09
(-1.57)

postMA & Mid Management -0.06
(-0.91)

postMA & Not Management -0.05*
(-1.84)

postMA & Other Services -0.09
(-1.61)

postMA & Corporate Service -0.04
(-0.88)

postMA & Industrial -0.05
(-0.70)

postMA & Retail 0.02
(0.78)

postMA & Software -0.02
(-0.34)

Control Variables Yes Yes Yes Yes
Quarter Fixed-Effects Yes Yes Yes Yes
Company Fixed-Effects Yes Yes Yes Yes

N 715,375 715,375 715,375 715,375
Adjusted R2 0.13 0.13 0.13 0.13
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Appendix M. Fitting LDA models: Topic

Coherence

As discussed, the LDA model uses a Bayesian approach that relies on three

parameters that determine the shape of distribution of topics: a hyper-parameter

α, a hyper-parameter β and the ex-ante choice on number of topics desired. The α

parameter controls the shape of the Dirichlet distribution of documents on topics.

Lower (higher) values of α will cause each document to be composed of fewer (more)

different dominant topics. The β parameter controls the shape of the Dirichlet

distribution of words on topics. Lower (higher) values of β will cause each topic to

be composed of a smaller (bigger) set of dominant words.

We follow the work of Röder et al. (2015) to identify the optimal parameters.

The issue in choosing appropriate parameters is in evaluating ex-post what is an

appropriately fitted model. The suggestion is to compute a coherence measure of

the topics generated by the model, which are based on probabilities that words inside

a same topic effectively co-occur inside a document. We use the ”gensim” package

in python to effectively compute the coherence score for different values of α, β and

topic number.

We report the results for the ‘Cons’ sample in table A3. To maximize topic

coherence we seek the highest possible score. Since those computations are time-

consuming we can not performing an exhaustive search of the entire space of pa-

rameters. Nonetheless, our results help us provide an objective measure on why the

topics are of greater quality when going down to 25 topics. We can also observe

that coherence is relatively robust to the choice of α and β. To ease our high-level

understanding of topics it is desirable to go for lower values of both α and β. This

helps us label topics when there are fewer words that capture the idea of the topic.

We therefore end up at settling for 25 topics, α = 0.1 and β = 0.05.
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Table A3- Coherence Score.
This table reports coherence scores (based on an implementation of (Rehurek et al.,
2011)) computed for different values of α (rows) and β (colums) hyperparameters
and for different number of topics.

Panel A: 150 topics
α/β 0.00005 0.0001 0.001 0.005 0.02 0.05 0.1
0.0005 -5.02 -5.14 -4.97 -5.03 -5.21 -5.03 -5.01
0.001 -5.19 -5.08 -5.10 -5.12 -5.13 -5.14 -4.98
0.025 -5.26 -5.43 -5.30 -5.19 -5.43 -5.49 -5.25
0.005 -5.05 -5.02 -5.07 -5.10 -5.07 -5.09 -5.00
0.01 -5.16 -5.13 -5.02 -5.23 -5.20 -5.07 -5.14
0.05 -5.73 -5.68 -5.59 -5.8 -5.71 -5.73 -5.63

Panel B: 100 topics
α/β 0.00005 0.0001 0.001 0.005 0.02 0.05 0.1
0.0005 -4.44 -4.42 -4.44 -4.64 -4.47 -4.37 -4.49
0.001 -4.48 -4.42 -4.45 -4.48 -4.39 -4.43 -4.42
0.025 -4.50 -4.53 -4.57 -4.49 -4.60 -4.63 -4.70
0.005 -4.43 -4.46 -4.42 -4.48 -4.54 -4.37 -4.44
0.01 -4.42 -4.42 -4.49 -4.54 -4.49 -4.40 -4.46
0.05 -4.80 -4.73 -4.71 -4.65 -4.68 -4.77 -4.65

Panel C: 50 topics
α/β 0.00005 0.0001 0.001 0.005 0.02 0.05 0.1
0.0005 -3.93 -3.86 -3.85 -3.95 -3.91 -3.86 -3.85
0.001 -3.85 -3.86 -3.87 -3.81 -3.88 -3.85 -3.83
0.025 -3.91 -3.9 -3.83 -3.88 -3.81 -3.89 -4.00
0.005 -3.83 -3.84 -3.89 -3.94 -3.87 -3.85 -3.90
0.01 -3.93 -3.86 -3.97 -3.83 -3.84 -3.91 -3.80
0.05 -3.83 -3.94 -3.97 -3.86 -3.86 -4.06 -4.03

Panel D: 25 topics
α/β 0.00005 0.0001 0.001 0.005 0.02 0.05 0.1
0.0005 -3.80 -3.68 -3.71 -3.83 -3.7 -3.74 -3.69
0.001 -3.76 -3.67 -3.77 -3.67 -3.69 -3.7 -3.63
0.025 -3.81 -3.73 -3.68 -3.69 -3.60 -3.69 -3.89
0.005 -3.63 -3.66 -3.73 -3.81 -3.66 -3.73 -3.79
0.01 -3.78 -3.73 -3.77 -3.71 -3.66 -3.71 -3.66
0.05 -3.74 -3.79 -3.8 -3.73 -3.70 -3.94 -3.84
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Appendix N. Detailed LDA topics
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Appendix O. Details on code and implementation

of LDA procedure

The below code shows the part of the LDA estimation procedure after having

garnered all the reviews in a Dataframe and having estimates optimal parameters α

and β. Essentially, the approach is the following:

• Drop non-english reviews.

• Create and clean tokens (i.e., remove corrupt characters, lowercase everything,

remove tags, remove punctuation, numbers and non-textual characters, remove

extra whitespaces).

• Eliminate articles and stop-words using pre-imported lists.

• Stem all tokens, i.e. set all words in their root form, such that in the document-

term matrix, all plural forms, and other declined forms (including certain mis-

spellings) of a word are grouped in a single token (e.g., ”thought”, ”thinking”,

”thinks”, would all get the same root ”think”). We rely on the snowball stem-

mer8 for this procedure.

• Create an object with all possible unigrams, bigrams and trigrams.

• Remove n-grams ocurring too often, or not enough, to minimize noise.

• Eliminate suspicious n-grams or protect certain terms that appear ”too” often

but that we desire to keep.

• Create the final corpus and term-document matrix.

• Estimate the LDA with the specified parameters.

using JLD2 , FileIO , DataFrames , Dates , TextAnalysis ,

↪→ Languages

#===== helpfcts.jl : The functions below are invoked in

the main LDA estimation file hereafter. =====#

8http://snowball.tartarus.org/
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#= This function takes as input a string of text "x", and

↪→ outputs all

unigrams , bigrams , and trigrams derived from it , after

↪→ cleaning

the text , stemming and removing stop words. =#

function my_clean_NGram(x; ngram =3)

if !isnothing(x) && !ismissing(x) && x!="NA , NA"

&& x!="missing , missing" # Remove missing and

↪→ corrupted reviews.

sd = StringDocument(x) #= Convert review in

↪→ string format to

"StringDocument ". This step produces tokens under

↪→ the hood. =#

remove_corrupt_utf8 !(sd) # Remove corrupt

↪→ characters

remove_case !(sd) # Set all to lower case

remove_html_tags !(sd) # Remove tags

prepare !(sd , strip_non_letters) #= Remove

↪→ numerical , punctuation ,

and other non -text characters =#

sd = strip(sd.text) #= Make sure to remove extra

whitespaces around tokens.=#

prepare !(sd , strip_articles) # Remove articles

prepare !(sd , strip_stopwords) # Remove stop words

stem!(sd) # Reduce all terms to root form

return NGramDocument("$sd", 1,2,3) #= Create all

↪→ the

combinations of unigrams , bigrams , and trigrams

↪→ =#

else

return missing

end

end

#= This function returns true if the review is written in

↪→ English =#

detector = LanguageDetector ()

function isEnglish(x)

l=0

try

l, t, c = detector(x)

catch err

l = 0

end

return l== Languages.English ()
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end

#= This function takes a corpus set "U"as input and

↪→ outputs the final

filtered corpus from which noise -generating n-grams are

↪→ removed. =#

function createCrps(U, mingrams , minoccurUni , minoccurBi ,

↪→ minoccurTri ,

maxoccur; protectedTerms = ["manag", "chang", "sale", "

↪→ lack", "hard",

"expect", "team"], termsToRemove = [""])

maxDocs = round(length(U)*maxoccur)

crps = Corpus(U)

update_lexicon !(crps)

update_inverse_index !(crps)

for (ngram , cdocs) in crps.inverse_index

if !(ngram in protectedTerms)

#= Remove all unigrams that occur too few

↪→ times ,

those that occur too often , those

in the manual removal list , and those

being suspiciously long (>=13 characters) =#

if length(split(ngram ," "))==1

if length(cdocs)<minoccurUni || length(

↪→ cdocs)>maxDocs

|| (ngram in termsToRemove) || length(

↪→ ngram) >11

for doc in cdocs

delete !(crps.documents[doc].

↪→ ngrams , ngram)

end

end

# Removal of bigrams following same logic

elseif length(split(ngram ," "))==2

if length(cdocs)<minoccurBi || (ngram in

↪→ termsToRemove)

|| length(ngram) >18

for doc in cdocs

delete !(crps.documents[doc].

↪→ ngrams , ngram)

end

end

# Removal of trigrams following same logic
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elseif length(split(ngram ," "))==3

if length(cdocs)<minoccurTri || (ngram in

↪→ termsToRemove)

|| length(ngram) >25

for doc in cdocs

delete !(crps.documents[doc].

↪→ ngrams , ngram)

end

end

end

end

end

en_rows = [length(ngrams(x))>=mingrams for x in crps.

↪→ documents]

crps.documents = crps.documents[en_rows]

update_lexicon !(crps)

update_inverse_index !(crps)

summ = sort(collect(zip(values(lexicon(crps)),

keys(lexicon(crps)))), rev=true)

return crps , summ , en_rows

end

function mergeRevs(x,y,z)

return "$(x) $(y) $(z)"
end

#===== mainLDAestim.jl : Estimation of LDA model =====#

@load "/home/nicolas/Data/LBO/AllReviews.jld2"

### Manual Parameter settings ###

minoccurUni , minoccurBi , minoccurTri = 300 ,35 ,15

pass =100; xgrams =3; maxoccur =0.25

mingrams = 3

$\ alpha$ = 0.1; $\beta$ = 0.05; minoccur = 50;

protectedTerms = ["chang", "sale", "lack", "hard", "team"

↪→ ]

nTopicList = [25]

for nTopics in nTopicList

# Loop over the set of chosen reviews

for revs in [:Cons] #,:all , :Cons , :Pros , :MngtAdv

# Merge Cons , Pros , and Mngt Advice if desired.

if revs ==: all

Y[!,:all] .= ""
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for r in 1:size(Y,1)

Y[r,:all] = mergeRevs(Y[r,:Cons], Y[r,:

↪→ Pros],

Y[r,: MngtAdv ])

end

end

# Keep english rows

en_rows = @time isEnglish .(Y[!,revs])

X = convert(Array{String}, Y[en_rows ,revs])

# Compute clean Ngrams

U = @time my_clean_NGram .(X, ngram=xgrams)

# Create final corpus serving as LDA input

crps , summ , en_rows2 = @time createCrps(U,

↪→ mingrams , minoccurUni ,

minoccurBi , minoccurTri , maxoccur; protectedTerms

↪→ =protectedTerms)

# Create Document -Term matrix

m = @time DocumentTermMatrix(crps)

# Estimate LDA with specified parameters

$\Phi$, $\ theta$ = @time lda(m, nTopics , pass , $\
↪→ alpha$, $\beta$)

# Save results

@save "/home/nicolas/Data/LBO/

LDA_FormerJoinerRevs $(revs)$( nTopics).jld2"
en_rows crps $\Phi$ $\ theta$ revs mingrams

↪→ minoccurUni minoccurBi

minoccurTri pass xgrams maxoccur $\ alpha$ $\beta$
↪→ nTopics m en_rows2

end

end
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