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ABSTRACT

The planet detection thresholds of space-based coronagraphs are predicted to lie within an order of magnitude
from their theoretical (shot-noise) limits. Ground-based telescopes, on the other hand, are limited by larger
systematic uncertainties in the point spread function (PSF) of the residual light which rapidly fluctuates due
to atmospheric turbulence. The PSF is affected by Adaptive Optics (AO) which reduce the intensity of the
speckles but also make them less predictable. Although not a common practice, it is possible to take millisecond
exposures of the so-called “frozen” speckles and record the history of AO controls, in which case the collected
data resembles that of simulated space coronagraphs. In this work we use the HEEPS simulation of the E-
ELT/METIS to assess the applicability of this newly-developed space-oriented approach to ground-based post-
processing. Unlike intensity-based algorithms, this method formulates the estimation problem in terms of the
electric field of the speckles and therefore can incorporate controls history and various temporal models of the
electric field variations. In our simulations, we artificially introduced small deformable mirror (DM) probes on
top of AO controls, and achieved a post-processing error lower by a factor of 2 than that of Angular Differential
Imaging (ADI). However, our attempt at incorporating the AO history without DM probes, has so far resulted
in higher errors than ADI.
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1. INTRODUCTION

The contrast between the signal of an exoplanet and its host star, viewed from a ground-based telescope, is limited
by the ability of Adaptive Optics (AO) to reject wavefront perturbations caused by atmospheric turbulence.1,2

Even when the speckles (post-AO residual starlight) are brighter than the planet, the planet signal may still be
recovered by post-processing multiple consecutive exposures on the target star.3,4

Most of the existing post-processing methods explicitly or implicitly estimate the intensities of the speckles at
every exposure, subtract them, and average the remaining signal. For example, Reference Differential Imaging
(RDI) estimates speckle intensities based on previous observations. It includes approaches that construct a
library of speckle patterns that can be projected out, such as Karhunen-Loéve Image Projection (KLIP)5 and
Non-negative Matrix Factorization (NMF).6 The performance of such methods depends heavily on the size of
the patterns library (i.e., number of intensity modes), which scales unfavorably with the dimensionality of the
pre-coronagraph wavefront perturbation (e.g., the number of Zernike polynomials describing the wavefront error
in the pupil plane).7
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Other intensity-based approaches, exploit the difference in the physical behavior of speckles and sources
incoherent with the starlight (e.g., planets). Angular Differential Imaging (ADI)8 rotates the images such that
the speckles, that are (at least partially) fixed to the telescope, self-subtract, while the incoherent sources that
do not rotate with the telescope persist. Similarly, Spectral Differential Imaging (SDI)9 exploits the scaling that
speckles exhibit as a function of wavelength while the positions of the exoplanets (i.e, the maxima of their PSF)
remain fixed.

Physical effects that help distinguish between speckles and planets can also be introduced artificially. Splitting
and phase-shifting the starlight10 or introducing apodizers,11 can produce starlight interference patterns in the
focal plane, from which the speckles can be estimated (for a review of focal-plane methods see Jovanovic et al.
201812). Deformable mirrors (DM) are also used for focal-plane estimation of the electric field of the speckles in
order to increase the contrast throughout both ground-based13 and future space-based observations (i.e., Electric
Field Conjugation (EFC)14).

In this work, we examine how small DM probes (on top of AO) may facilitate post-processing. Similarly to
focal-plane wavefront control (e.g., EFC), post-processing which involves the DM has to be stated in terms of
the electric-field, and similarly to ADI, it has to account for the rotation of the planet signal between different
exposures. The authors have recently extended Electric Field Order Reduction (EFOR)15 to account for the
DM and for telescope rotations in the context of space-based telescopes. Unlike COFFEE (COrona-graphic
Focal-plane wave-Front Estimation for Exoplanet detection),16 EFOR doesn’t propagate an optical model of the
instrument but rather estimates a small basis for the electric field of the speckles based on observations alone.

In the rest of this section we provide a brief overview of EFOR. In Section 2 we describe our simulation of the
METIS (Mid-infrared E-ELT Imager and Spectrograph) instrument of the E-ELT (European Extremely Large
Telescope),17 and compare ADI and EFOR post-processing approaches. In particular, our simulations show that
under some favorable assumptions, the introduction of small known electric field perturbations (via DM probes),
may decrease the post-processing by a factor of 2 compared to ADI.

1.1 Electric Field Order Reduction (EFOR)

EFOR is a numerical procedure which estimates the intensity of sources incoherent with the starlight (e.g.
planets). This intensity is denoted as IP ∈ RN where N is the number of pixels in the high-contrast region of

interest (the dark hole). Besides measurements from K exposures, {y(k)}Kk=1 ⊂ NN , EFOR also requires applying
small probes with the deformable mirrors throughout the observations. Although the fast-varying electric field
at the image plane is not known, the major underlying assumption is that the contributions of the probes to the
electric field in the image plane,

{
δEDM (k)

}
⊂ R2cN , are known (the complex electric field is treated as a vector

of real numbers and c is the number of wavelengths in the discretization of the model). We note that the probes
need not be very precisely known, since their zero-mean uncertainties are implicitly estimated by EFOR.

We begin with the definition of the intensity vectors of all sources, I(k) ∈ RN . The contributing sources are
split into speckles, signal (e.g., planets), and other sources (e.g., thermal background),

I(k) = B ·E◦2(k)︸ ︷︷ ︸
speckles

+R(k)IP︸ ︷︷ ︸
signal

+ ID︸︷︷︸
other sources

, (1)

where E(k) ∈ R2cN is the electric field of the speckles discretized into c spectral channels, B is a linear operation
of summation over all the components of each pixel (B = IN×N ⊗ 12c, IN×N is the identity matrix, ⊗ denotes
the Kronecker product and 12c ∈ R1×2c the vector of ones), IP ∈ RN is the intensity of planets, zodi, etc.,
R(k) ∈ RN×N is a rotation matrix that transforms the signal IP based on the orientation of the telescope at
exposure k, and ID ∈ RN is the intensity of other sources incoherent with the starlight that are assumed to be
known (e.g., thermal background).

The measurements, y(k) ∈ RN , depend on the intensity but are non-deterministic. In general, the probability
of measuring y(k) given I(k) is p (y(k)| I(k)). In the numerical simulations we assumed each ith element of y
corresponds to photon counts and is Poisson distributed with expectation equal to the ith element of I∆t,

p (yi(k)| Ii(k)) =
(Ii(k)∆t)

yi(k)
e−Ii(k)∆t

yi(k)!
, (2)
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where ∆t is the exposure time. Under this assumption, and if the electric fields {E(k)}Kk=1 were known, Eq. (1)
could be averaged to show the dependence of the signal on the measurements

IP ≈ 1

K

K∑
k=1

R−1(k)

(
1

∆t
y(k)−B ·E◦2(k)− ID

)
, (3)

where K is the number of exposures.

However, the number of measurements, N ·K, is smaller than the number of unknown electric field elements
2cN ·K resulting in an underdetermined estimation problem. We make the problem overdetermined by assuming
that the electric fields lie in an r dimensional subspace spanned by the columns of an a-priori unknown matrix
GV ∈ R2cN×r,7 i.e.,

E(k) = GV v(k) + δEDM (k), 1 ≤ k ≤ K (4)

where {v(k)}Kk=1 ⊂ Rr are a-priori unknown vectors of mode coefficients and
{
δEDM (k)

}K
k=1
⊂ R2cN are known

DM contributions to the electric fields at each exposure. With r � N,K, this order reduction technique leaves
us with a relatively small number of unknowns, 2cN · r + r ·K � N ·K.

Denoting the estimates of the modes and their coefficients as Ĝ and {v̂(k)}Kk=1 respectively, estimates of the
electric field are

Ê(k) = Ĝv̂(k) + δEDM (k), 1 ≤ k ≤ K. (5)

We now slightly modify Eq. (3) to get an estimate of the signal as a function of Ĝ and {v̂(k)}Kk=1,

ÎP
(
ĜV , {v̂(k)}Kk=1

)
= R

{
1

K

K∑
k=1

R−1(k)

(
1

∆t
y(k)−B ·

(
Ĝv̂(k) + δEDM (k)

)◦2

− ID
)}

, (6)

where R is the elementwise ramp function (which prevents numerical issues caused by negative intensity esti-
mates).

The parameters Ĝ and {v̂(k)}Kk=1 are found numerically by maximizing the log-likelihood of the measure-
ments,

L =

K∑
k=1

log p

(
y(k)|B ·

(
ĜV v̂(k) + δEDM

)◦2

+R(k)ÎP + ID
)
, (7)

with p given elementwise in Eq. (2). Note that this is a simultaneous optimization over all the parameters since

each element in the above summation depends on all v̂(k) through ÎP . Specifically, ĜV is initialized as a matrix
of orthonormal columns, v̂(k) are initialized as zeros for all k, and −L is minimized via gradient descent.

2. NUMERICAL COMPARISON OF ADI AND EFOR WITH HEEPS AND
COMPASS

In this section we compare the performance of ADI and EFOR on data generated by High-contrast End-to-
End Performance Simulator (HEEPS) of METIS18,19 from AO residuals generated by COMputing Platform
for Adaptive optics SystemS (COMPASS).20 The details of the simulation are described in Sec. 2.1, and in
Sec. 2.2 we show that EFOR may outperform ADI under some favorable assumptions. First, EFOR relies on
photon counting detectors that operate on the same millisecond time scales as the DM.21 Second, it requires
introducing DM probing (small actuations on top of AO) throughout the observation and knowing their electric-
field contribution as discussed in Sec. 2.4. One could potentially incorporate the full history of the AO controls
instead of probing the DM, however we failed to reach a higher accuracy that way (Sec. 2.3).
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2.1 System Description

The phase aberrations at the pupil plane, partially corrected by AO, were first simulated by COMPASS at 1
ms cadence and then propagated with HEEPS. To save computation time, we only simulated and propagated
K = 400 AO residual phases for the first 400 ms of every minute, for 60 minutes.

The light from a 6 magnitude star was simulated at a single wavelength of 3.8 µm, collected with a 37 m
pupil with 30% central obscuration and passing through a classical vortex coronagraph. In our simulation, the
5.2 mas wide pixels received on average 0.04 − 0.9 photons per second (at 15 and 5 λ/D respectively). Planet
signals of magnitude 17 were added in a grid pattern as illustrated in Fig. 1(b) which was then rotated to match
the orientation of the telescope at every minute. The photon counts were sampled form a Poisson distribution
every ∆t = 1 ms, after the speckle electric fields were augmented with DM probes (see Sec. 2.4).

Even with most of the data discarded (59.6 seconds out of every minute), the EFOR optimization described
in Sec. 1.1 required 36 GB of memory and ran for tens of minutes on a GPU.

2.2 Results
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Figure 1. (a) The average intensity of the speckles (solid black line) compared to the standard deviation of the post-
processing errors of ADI (dashed red line) and EFOR (dotted blue line). In our example, ADI increases the effective
contrast by two orders of magnitude by exploiting field rotations. EFOR also utilizes DM probes to estimate the temporal
variations in the electric field of the speckles. Given photon-counting measurements at 1 ms resolution and known DM
probes (see Sec. 2.3 and 2.4), EFOR improves upon ADI by a factor of about 2. (b) Comparison between images post-
processed by ADI (left) and EFOR (right) with (top) and without (bottom) noise due to speckles and finite exposure
time. Fake planets were injected on a grid and were well-recovered by both methods at high angular separations (towards
the outer edge of the dark hole ring). At lower separations, EFOR is better at estimating and subtracting the speckles
(note the self-subtraction typical of ADI, bottom left).

Figure 1(b) shows the post-processed results when using ADI and EFOR. The image at the bottom of Fig. 1(b)
represents the results expected from both approaches in the absence of speckles or shot-noise. At small angular
separations (< 10λ/D), ADI suffers from both brighter speckles and self-subtraction22 (the peaks of the expected
PSF are lower than that of the signal PSF), while EFOR estimates the incoherent signal directly.

Figure 1(a) shows the averaged difference between expected and post-processed signals as a function of angular
separation. ADI alone increases the signal-to-noise ratio (S/N) by two orders of magnitude and EFOR improves
upon ADI by another factor of about two. The improvement is most noticeable at low angular separations due to
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the aforementioned self-subtraction. We note that these results were achieved under the favorable assumptions
of measuring photon counts at 1 ms resolution and adding small known DM contribution to the electric field.

2.3 Failure to Incorporate Full AO Telemetry without DM Probes

Although not a common practice during ground-based observation, one could store the history of the voltages
that the AO controller applied during an observation. Instead, in our simulations, we had access to both the
closed-loop (post-AO) electric fields, E(k), and the hypothetical open-loop fields, EOL(k), that would occur in
the absence of AO. We therefore treated their difference, EDM (k) = E(k)−EOL(k), as the known history of DM
“contributions” and assessed its usability in post-processing. Note that the full AO contribution, EDM , is much
larger than the probes used in EFOR, δEDM and that ideally, the knowledge of EDM (k) would render probing
unnecessary.

For most pixels, 1 ≤ i ≤ N , we have found the increments of the DM contribution, EDM
i (k+1)−EDM

i (k), to
be correlated with the increments of the closed loop-electric field, Ei(k+ 1)−Ei(k). This temporal dependency
could be incorporated into the post-processing procedure described in Sec. 1.1 by adding the following penalty
to the cost function defined in Eq. (7),

LDM = α
∑
i,k

((
EDM

i (k + 1)− EDM
i (k)

)2 − (Ei(k + 1)− Ei(k))
2
)
,

where α is a free parameter (which depends on how strong the correlation between EDM
i (k + 1)−EDM

i (k) and
Ei(k + 1)− Ei(k) is).

Unfortunately, this approach led to post-processing errors that were significantly higher than ADI and EFOR
(with artificial probes). We suspect that the above penalty, LDM , may not capture the connection between DM
contributions and the closed-loop electric field with the ∼ 1% accuracy required to distinguish between speckles
and signal (since ADI alone, increases the S/N by a factor of about 100, see Fig. 1(a)). Moreover, since EDM

will not be known during observations, we did not pursue this direction further. We leave the search for a more
sophisticated penalty function that incorporates the optical model of the instrument (similarly to COFFEE16)
for future work.

2.4 Approximating DM Probes and their Effects

Since the AO residual phases provided by COMPASS did not include DM probes, they had to be artificially
added. This was done by randomly selecting small electric fields, δEDM , to be added to the post-AO electric field
simulated by HEEPS. The added electric field was chosen in a subspace empirically estimated as follows: the
known closed-loop and open-loop electric fields, E(k) and EOL(k) respectively, were subtracted and the resulting
time differences were arranged into a matrix,

Φ =
[
· · · EDM (k + 1)−EDM (k) · · ·

]
∈ R2N×K .

The DM probes were then chosen as a random linear combination of the columns of Φ, i.e, δEDM (k) ∈ colspaceΦ.

In practice, the probes would have to be introduced by small but known DM commands, δu(k). These
commands would then need to be translated into their effect on the electric field δEDM (k). This “translation”
will be dependent on the telescope’s model and calibration, and the systematic errors involved will affect the
post-processing results (although they will be partially mitigated by EFOR). In the context of a space-based
coronagraph, DM voltages are translated into electric-field contributions with the help of the sensitivity matrix
(Jacobian) which is estimated based on the optical model.23 Although, imperfect knowledge of the Jacobian
translates into uncertainties in the probes, δEDM , these errors are zero-mean (when the probes are), and are
implicitly estimated by EFOR (see Eq. (5)). We leave the quantitative analysis for future work.

The post-processing error depends on the magnitude of the probes (e.g., the average
∥∥δEDM

∥∥). Larger probes
introduce more phase diversity and increase the accuracy of the electric field estimates, thus facilitating their
subtraction. However, they also introduce more starlight into the image plane, resulting in higher shot-noise.
This tradeoff is illustrated in Figure 2 by looking at the dependency of post-processing error on the number
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Figure 2. Median residual errors of EFOR as a function of probe magnitude and the number of modes used for fitting the
electric field (the median is across all separations in Fig. 1(a)). For a fixed probe magnitude, a small number of electric
field modes modes is insufficient to fit the data, while too many modes overfit it. As the probe magnitude increases, the
“optimal” number of modes increases (the observations contain more information which, reduces overfitting). Although
probes above the “optimal” magnitude (denoted by red stars) allow for a better fitting of the electric field, they also
introduce significantly more light into the dark hole, resulting in larger post-processing error due to shot noise.

of estimated electric field modes, r. For any fixed probe magnitude, there exists an optimal r below which the
speckles are not well represented by a small number of modes and above which the data is overfitted by too many
degrees of freedom. The stronger the probes, the larger the number of modes that can be accurately estimated
before overfitting occurs is, but the images are also noisier. The results for Fig. 1 correspond to the choice of r
and average

∥∥δEDM
∥∥ that lead to highest post-processing S/N.

3. CONCLUSIONS

In this work we demonstrated that formulating the post-processing problem in terms of the image-plane electric
field (rather than intensity) can potentially increase the S/N by a factor of about 2. However, since the electric
field is not measured directly, our approach requires the introduction of phase diversity via the DM. In our
simulations, we were unable to utilize AO telemetry (the history of DM voltages) for this purpose. Instead, we
introduced small DM probes on top of the DM commands (AO correction), and assumed that their contribution
to the electric field of the speckles is known. Although this assumption is typical in space-based coronagraphy
in the context of EFC, it is now being considered for ground-based telescopes as well.24,25

In principle, wavefront sensing (WFS) telemetry should provide some information that acts as a statistical
prior and enhances the post-processing results, if properly incorporated in EFOR’s cost function. In Sec. 2.3
we tried, without success, penalizing the difference between the uncorrected and AO-corrected electric field
increments (as they seem to be correlated). We suspect that the systematic errors in our simplistic first-order
correlation model are larger than ADI residuals, leading to a worse S/N. We leave the model-based statistical
analysis necessary to incorporate WFS telemetry without DM probes in EFOR’s cost function for future work.

Another favorable assumption that we made in our analysis was the availability of high-frequency photon
counting measurements. Such devices, being currently under development,21 will be necessary to “resolve” the
fast changes in the speckle’s electric field. We note that even though the photon arrival rate from the target
star will probably be insufficient to estimate the electric field of the speckles at each exposure, over the course of
millions of exposures, we expect EFOR to accurately estimate the first few principal components of those fields.
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projections on Karhunen-Loève eigenimages,” The Astrophysical Journal Letters 755, L28 (aug 2012).

[6] Ren, B., Pueyo, L., Zhu, G. B., Debes, J., and Duchêne, G., “Non-negative matrix factorization: Robust
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