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A B S T R A C T

Uncertainties raised from process parameters, material properties, and environmental conditions significantly
impact the quality of the printed parts in the directed energy deposition (DED) process. In this study, we
perform the characterization, propagation, and sensitivity analysis of the uncertainties in the DED process
using deep learning (DL)-based surrogate model to investigate the influence of the uncertain input parameters
on the quality of the final printed product. A DL-based surrogate model is first constructed using the offline data
obtained from a finite element (FE) model, which was validated against experiments. Sources of uncertainties
are characterized using the probabilistic method and are propagated using the Monte-Carlo (MC) simulation.
Moreover, we perform the sensitivity analysis (SA) to determine the most influential sources of uncertainty
and two potential use cases based on uncertainty quantification results Owing to the fast execution time
of the surrogate model, the MC simulation is significantly efficient in terms of computational resources as
compared to the simulation that is solely based on the FE model. It is shown that the investigated sources of
uncertainty contribute substantially to the inconsistency of the final product quality as they induce variations in
temperature field, cooling rate at the liquidus point, and melting pool sizes. These quantities are also strongly
dependent on the clad height. Based on the SA results, the laser power, the scanning speed, the heat convection,
and the thermal conductivity induce the most uncertainties to the melting pool sizes. Two potential use cases
are assessed to further demonstrate the usefulness of UQ results (i.e., uncertainty reduction). In general, these
findings provide valuable insights for the process parameter optimization of the DED under uncertainty to
improve the quality of the final printed parts.
. Introduction

Additive Manufacturing (AM) technology is a unique capability
or building complex three-dimensional (3D) objects from computer-
ided design models. Among many technologies used for metallic AM,
irected energy deposition (DED) is a flexible process adapted to repair
omponents that failed during operations [1,2]. This method involves
he deposition of metallic powder, which is melted via a focused heat
ource. DED is becoming widely used in industries to fabricate metal
omponents in many applications such as equipment design [3,4] and
obotics [5–7].

Despite many intriguing features, the main challenges limiting a
ide adoption of DED process in industries are the sensitivity and in-

onsistency of the quality of the printed products on the manufacturing
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conditions [1]. During DED process, many physical phenomena occur
in a short period and at the temperature above the melting, for instance,
complex heat transfer behaviour and liquid–solid transformation of ma-
terials. In addition, multiple and complex temperature cycles generate
heterogeneous microstructures [1,2]. Moreover, DED process inher-
ently includes multiple uncertainty sources, such as input materials,
powder quality, process parameters, environmental conditions, etc.,
which all can contribute to the inconsistency of the quality of fabri-
cated products [8,9]. Consequently, tuning manufacturing parameters
using experiments is an ad-hoc and time-consuming task that strongly
depends on an expensive trial and error approach [8,10].

An efficient way to resolve the aforementioned problem is to use
uncertainty quantification (UQ) during DED process [8,10–13]. The
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UQ involves using mathematical methods to characterize the uncertain
features associated with the DED process model (i.e., process param-
eters, material properties, and boundary conditions) as one or more
random variables or random fields [14,15]. The input uncertainty is
then propagated to the output — the Quantity of Interest (QoI).
Finally, an optimization formulation that accounts for uncertainty,
i.e., Bayesian inference or robust optimization methods, is applied to
optimize the process parameters. However, a massive number of input–
output pairs will be required in the propagation and optimization
steps [15]. Using numerous experiments to obtain these pairs is im-
practically expensive. Therefore, finite element (FE) simulations of the
manufacturing processes [10] which have a high predictive capability
are usually employed to replace the experiments. Still, these numerical
models could also be computationally expensive as one simulation
to produce one input–output pair will take a few hours to a few
days [10,15] and about a million input–output pairs are required in
the Monte-Carlo (MC) simulations. Hence, a more efficient numerical
approach is needed. Deep Learning (DL) appears to be a promising
tool to build a surrogate model representing the relations between the
quality indicators of fabricated products and the manufacturing process
parameters [10,16–18] to replace the numerical simulations. Thanks to
the trained DL models, the relations between process parameters and
quality of printed pieces can be achieved with a significantly reduced
computational time, providing an efficient tool for the optimization of
the DED process parameters under uncertainty.

Currently, UQ studies [10,13,19,20] in AM fields are mainly fo-
cused on the laser powder bed fusion (L-PBF) process [10,19]. Tapia
et al. [20] employed a UQ framework to account for uncertainties
in process parameters and quantified their influences on the melt-
ing pool width. Lopez et al. [19] also performed a UQ to identify
uncertainty in L-PBF models and concluded that the four popular
sources of uncertainty in L-PBF are modelling assumptions, unknown
simulation parameters, numerical approximations, and measurement
errors. Besides, Wang et al. [10] performed an inverse UQ to calibrate
and improve the 3D melt pool surrogate model using the Bayesian
method. In addition, as mentioned in the U.S. Department of Energy
office’s manual report on energy efficiency and renewable energy, an
integrated modelling approach with UQ is necessary to design and
quantify advanced manufacturing processes in their long-term ten-year
vision [21].

Even though UQ is crucial for achieving quality control, UQ in AM
fields, particularly for DED process, is still at its early stage [11,12]. The
above-mentioned studies are mainly focused on the L-PBF process and
focused mainly on the process parameters [10,19]. This limited focus
may result in excessive material wastage, time-consuming, and delay
in the product development cycle since the material properties and
the environmental conditions are not well investigated nor understood.
Moreover, they considered the final melting pool as the QoIs while
the evolution of the melting pool during the DED printing of layers,
the temperature field, and the cooling rate, appear to strongly affect
the homogeneity of the final microstructure [1,2]. This study aims
to perform a systematic UQ in DED process to quantify the effects
of uncertainties on the temperature field, cooling rate, and melting
pool sizes. We also construct a DL-based surrogate model to accelerate
the UQ process while still ensuring the acceptable statistical error.
Moreover, we employ sensitivity analysis (SA) and some potential use
cases interpreted from the UQ to identify which input uncertain param-
eters and their associated physical phenomenon significantly induce
uncertainty in the final fabricated product.

The contribution of this work is summarized as follows. Firstly,
instead of using the high-fidelity FE model, we construct a simple feed-
forward neural network (FFNN)-based surrogate model to accelerate
the UQ study. The FFNN hyperparameters are optimized using the data
obtained from the FE simulations. Secondly, we investigate the effects
of uncertainties raised from the process parameters, material proper-
ties, and environmental conditions on the temperature field, cooling
2

rate, and melting pool sizes because they are intimately associated with
various properties of the fabricated DED parts [1,2,22]. For instance,
the melting pool sizes induce a nearby steep thermal gradient, which
controls the thermal-gradient-dependent grain growth, the columnar
microstructure development, and the defect formation within DED
parts [2,22]. Thirdly, we carry out the SA analysis using the variance-
based method [23] to identify which input uncertain parameters are
significantly influential in inducing uncertainty in the QoIs. This task
plays a vital role in process optimization since the parameters that
caused the most uncertainty in the printed product can be recognized.
Finally, we present two potential use cases (i.e., uncertainty reduction
of cooling rate and melting pool depth) to further demonstrate the
usefulness of the results obtained from the UQ.

This paper is organized as follows. The UQ methodology is devel-
oped in three sections as shown in Fig. 1: (i) the characterization of
uncertain sources in DED process are described in Section 2, (ii) the
uncertainty propagation using MC simulation accelerated by the DL-
based surrogate model is introduced in Section 3, and (iii) the SA
using variance-based method is summarized in Section 4. Finally, in
Section 5, the key obtained results, which are the verification of the DL-
based surrogate model, uncertainty propagation, sensitivity analysis,
and two potential use cases based on UQ results, are discussed before
the conclusion section.

2. Characterization of uncertain sources in DED process

This section investigates the physics of DED process, particularly
identifies and characterizes the inherited uncertain sources (first step
of the methodology illustrated in Fig. 1).

2.1. Physics of DED process

DED is an additive manufacturing processing technique involving
very fast cooling rates for laser and electron beam energy sources [1,2].
During DED, many physical phenomena occur in a short period and
at the temperature above the melting temperature of the powder, for
instance, complex heat transfer behaviour and liquid–solid transforma-
tion of materials. Therefore, a diverging set of processing parameters
coupled with the complex material properties and environmental condi-
tions, including conduction, convection, and radiation emissivity, lead
to difficulty in controlling the consistency of the final DED fabricated
products.

An accurate model of the DED process is crucial to achieving quality
control. Therefore, it should consider the transient temperature, and
heat flow, complex transport phenomena, heating and cooling cycles
as they strongly affect the microstructures of the printed sample. The
temperature field (𝑇 ) in the clad and the substrate is computed based
on the classical heat transfer equation [24,25] as:

𝑘
(

𝛁2𝑇
)

+𝑄int = 𝜌𝐶𝑝
𝜕𝑇
𝜕𝑡
, (1)

where 𝑘 is the thermal conductivity [W∕m K], 𝑄int [W∕m3] is the
density of power generated per volume in the workpiece, 𝜌 [g cm−3]
is the material density, 𝐶𝑝 [J∕g K] is the apparent heat capacity, and 𝑡
[s] is the time.

The following equation considers surface heat exchanges by con-
vection, radiation emissivity and laser input energy generating a local
surface flow [24,25]:

𝑘 (𝛁𝑇 ⋅ 𝐧) = ℎ
(

𝑇 − 𝑇0
)

+ 𝜀𝜎
(

𝑇 4 − 𝑇 4
0
)

+𝑄laser, (2)

where ℎ [W∕m2 K] is the convective heat transfer coefficient, 𝜀 is the
emissivity coefficient, 𝜎 [W∕m2 K4] is the Stefan–Boltzmann constant,
𝑇0 is the ambient temperature, and 𝑄laser [W/m2] is the laser input
energy.

In this study, the DED experiment of a bulk sample of M4 High-
Speed Steel (HSS) [2] is considered for demonstration of the proposed
UQ framework. A validated two-dimensional (2D) FE model of the
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Fig. 1. The overview of UQ methodology including the characterization of the uncertain sources in DED process, propagation of uncertainty, and sensitivity analysis.
process has been developed by the authors in a previous work [2],
described in detail in Appendix A. Fig. 2(a) shows a typical temperature
field and melting pool sizes, the temporospatial temperature field at a
random point, and the cooling rate at the liquidus point obtained by the
FE model explained in Appendix A. This study chooses the temperature
field, cooling rate, and melting pool sizes as the QoIs because they
play an essential role in controlling microstructure formation during
DED. Understanding the influence of the uncertainties on these QoIs
can help to better understand the microstructures of each clad point and
the potential defect generation, such as pores [1,2,7,24,25], which are
key to understand the parameters affecting the most the final printed
products.

2.2. Uncertain sources in DED process

Due to the complexity of DED process, several parameters influ-
ence the quality of the final product and can be considered uncertain
sources [10–13]. In this study, based on the literature review and our
experiences, we categorize these uncertainties into three classes as (i)
process parameters, (ii) material properties, and (iii) environmental
conditions [10–13]. Hereafter, we characterize the uncertainties from
these three classes.

2.2.1. Uncertain sources in process parameters
Process parameters are the ones associated with the manufacturing

system. Due to their temporal fluctuations and variations, there are
uncertainties in these parameters, which strongly influence the quality
of the final fabricated product, as pointed out by [9] (focused on
the L-PBF process). In this DED study, four process parameters are
considered: laser power, scanning speed, ambient temperature, and
substrate preheating temperature. They are explained as below:

(i) Laser power : Laser power is one of the most critical parameters
that affect the final fabricated product because it represents the
primary heat sources of the printing system [9].
Uncertainty in the laser power emerges from inherent drift in
the control system [24,25], heating of optics [9], and soot on
optics [9]. Besides, the build chamber gets dirty during the
DED process, and the laser path can be blocked because the
soot accumulates beam delivery optics [9]. Consequently, this
contamination effectively reduces the laser power. Some pertur-
bation during the melting process can be observed and steady
melt pool dimensions could not be achieved [26,27].
In this paper, the value of the effective laser input energy 𝑄laser

is in the range of [0.97, 1.03] ×𝑄0, where 𝑄0 = 31158 is the
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reference value (see Appendix A). In Section 2.3, we present the
uncertainty of 𝑄laser by modelling the ratio P = 𝑄laser∕𝑄0 as a
uniform random variable bounded by [0.97, 1.03].

(ii) Scanning speed: Scanning speed is the velocity of the laser head
during the printing process. Along with the laser power, the
scanning speed is another critical controllable parameter that
influences the quality of the final fabricated product, evidenced
in several articles [28–30].
Uncertainty in scanning speed emerges from inherent drift and
intrinsic error [29,30] and heating and inherent errors in po-
sitioning optics [29,30]. Slight variations in scanning speed
perturb the melting process and result in a noticeable effect
on peak temperature and melt pool geometry [28]. In this pa-
per, the value of scanning speed is assumed in the range of
𝑣 ∈ [335, 365] mm∕min, i.e., 𝑣∕𝑣ref ∈ [0.97, 1.03], where 𝑣ref =
350mm∕min.

(iii) Ambient temperature: As the material powder is involved during
printing, its initial temperature affects the final temperature at
the end of the printing process [31,32]. The ambient tempera-
ture is normally not considered as an input uncertain parameter
from an industry viewpoint since the 3D printers are often
located in an air-conditioned room. However, the thermal sen-
sors used to adjust the ambient temperature are unstable with
high temperatures [31] since the sensor body may struggle
to dissipate heat in a heated environment. Therefore, we also
consider the ambient preheating temperature as an input un-
certain parameter in this study. In this paper, the value of
ambient preheating temperature is assumed in the range of 𝑇𝑎 ∈
[284.15, 312.15] K, i.e., 𝑇𝑎∕𝑇a,ref ∈ [0.97, 1.03], where 𝑇a,ref =
293.15K.

(iv) Substrate preheating temperature: The substrate preheating tem-
perature plays a vital role in avoiding the early crack during the
printing process since it helps to reduce the temperature gradient
between the clad and the substrate, resulting in lower internal
stresses [33]. Also, it can make the temperature distribution
more homogeneous, which helps to obtain a stable and station-
ary melt pool as a crack transmits the temperature differently
from a continuous medium.
Uncertainty in the substrate preheating temperature arises from
heating device errors, instability of heating sensors, and post-
treatment errors [34,35]. In this paper, the value of substrate
preheating temperature is assumed in the range of 𝑇𝑠 ∈
[555.15, 591.15] K, i.e., 𝑇𝑠∕𝑇s,ref ∈ [0.97, 1.03], where 𝑇s,ref =
573.15K.
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Fig. 2. A typical temperature field and melting pool sizes (depth, width, and area) (a), and the temporospatial temperature field at a random point along with the cooling rate (𝑐𝑟)
alculation (b) obtained by the FE simulation described in Appendix A. 𝑇p,max and Tst denote the maximum temperature at each point and the solidus temperature, respectively.
𝑡r is the time-step between 𝑇p,max and Tst .
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We represent uncertainty in the substrate preheating temper-
ature by varying its reference value by ±3% (𝑇𝑎 ∈ [555.15,
591.15]K).

.2.2. Uncertain sources in material properties
The material properties that strongly influence the quality of the

inal fabricated product are the thermal conductivity and the heat
 o

4

apacity [9]. Since the precise values of these properties at high tem-
eratures are unknown, computational models may have uncertainty
ue to these unknown macroscopic values. Consequently, creating a
ell-validated computational model of the AM processes is exception-
lly challenging. Furthermore, due to rapid cooling from the melt
ool in additive manufacturing processes, the materials exhibit an
ut-of-equilibrium refined microstructure with significantly different
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Fig. 3. Experimental measurement of thermal conductivity (a) and heat capacity (b) of the coating in the function of temperature [1].
hermo-physical properties compared to its cast counterpart at the
olid-state [36]. To reduce the error on these critical material data
ithin the FE simulations of DED process, the thermal conductivity
nd heat capacity were measured on samples extracted from the bulk
amples generated by DED process.

(v) Thermal conductivity : Thermal conductivity is a quantity that
etermines the rate at which heat transfers through the material due to
temperature gradient. Thermal conductivity is influenced by several

actors, including precipitate size and shape, precipitate distribution,
recipitate morphology, inter-precipitate distance, and thermal conduc-
ivity of the matrix material and surrounding gas [1,37,38]. Fig. 3(a)
hows the experimental measurement of the thermal conductivity of
he M4 sample in the function of temperature. As observed in Fig. 3(a),
recise determination of this quantity is challenging since it follows a
on-linear behaviour.

In this paper, the value of the thermal conductivity 𝑘 is in the range
f [0.93, 1.07] × 𝑘mes, where 𝑘mes is the experimental measurement

values shown in Fig. 3(a), following the technical document of the
equipment (Accupyc 1340 Micromeritrics, DIL 402C Netzsch). In Sec-
tion 2.3, we present the uncertainty of 𝑘 by modelling the ratio 𝛼𝑘 =
(𝑘− 𝑘mes)∕𝑘mes as a uniform random variable bounded by [−0.07, 0.07].

(vi) Heat capacity : Heat capacity is a quantity that determines
the amount of heat to be supplied to a given mass of a material to
produce a unit change in its temperature. The heat capacity follows a
non-linear relationship with the temperature, strongly affected by the
solidification phenomena, as shown in Fig. 3(b). However, due to its
uncertainty in measurements and the shift of the solidus value affected
by cooling and heating rate, those values are not totally reliable when
modelling DED process. Also, many studies use heat capacity as a linear
function of temperature [9], which significantly influences the model
accuracy.

In this paper, the value of the heat capacity 𝑐𝑝 is in the range
of [0.95, 1.05] × 𝑐𝑝,mes, where 𝑐𝑝,mes is the experimental measure-
ment values shown in Fig. 3(b), following the technical document of
the equipment (Accupyc 1340 Micromeritrics, DIL 402C Netzsch). In
Section 2.3, we present the uncertainty of 𝑐𝑝 by modelling the ratio
𝛼𝑐 = (𝑐𝑝 − 𝑐𝑝,mes)∕𝑐𝑝,mes as a uniform random variable bounded by
[−0.05, 0.05].

2.2.3. Uncertain sources in environmental conditions
In our study, we consider the convection and radiation emissivity

of the clad as input uncertain parameters. Precisely measuring these
parameters is critical in modelling the AM processes [22,39].

(vii) Convection: Convection is the transfer of heat by the movement
of fluid between areas of different temperatures. Due to measurement
uncertainty, many studies assume the convection as a forced convection
instead of a natural one [36], which significantly influences the model
5

accuracy. Also, identifying accurately the convection plays a vital role
in calibrating the DED computational models, where the convection
values vary with the clad height [22,39,40]. Based on our experiences
and Refs. [22,40], we choose the range of convection coefficient as
ℎ ∈ [200, 300] W∕m2 K for DED simulation.

(viii) Radiation emissivity : Radiation is the emission or transmission
of energy through space or a material medium. Radiation is critical for
accurately predicting the melting pool temperature and dimension [9]
since it is strongly dependent on temperature and highly varies at
elevated temperatures [41,42].

We represent the uncertainty in radiation by varying the emissivity
value. As observed in [43,44], we choose the emissivity range as 𝜀 ∈
[0.8, 1.0].

2.3. Probabilistic characterization of the uncertain sources

We adopt a probabilistic framework to quantify the impact of uncer-
tainties on the QoIs, such as temperature field, cooling rate, and melting
pool sizes. The uncertainty of input parameters discussed in Section 2.2
is expressed as intervals without further information and therefore
modelled using uniform distributions in this study. We summarize the
uncertainty characteristics of the input parameters in Table 1.

3. Propagation of uncertainty

This section presents the second step in our UQ study, i.e., uncer-
tainty propagation (see Fig. 1). The uncertainty of the temperature field
is modelled as a random field Y, obtained through the FE-based model
as a function 𝑓 ∶R11 → R such that

𝑌 = 𝑓 (𝒒,𝑿) , (3)

where

𝒒 = [𝑥, 𝑦, 𝑡] (4)

is a multi-dimensional vector of spatial coordinates (𝑥, 𝑦) and time
(𝑡), and 𝑿 = [𝑋1, 𝑋2,… , 𝑋8] = [P, 𝑣, 𝑇a, 𝑇s, ℎ, 𝜀, 𝛼𝑘, 𝛼𝑐 ] contains input
uncertain parameters introduced in Section 2.2 and listed in Table 1.

Several methods can be used for the uncertainty propagation, such
as Monte-Carlo (MC) [14] and spectral methods [45]. In this study,
the MC method is chosen owing to its simplicity. Also, the MC method
does not suffer from the curse of dimensionality [15], which is for the
problem with a large number of uncertain input parameters. Hereafter,
we briefly describe the MC method.

3.1. Monte-Carlo method

Using the MC method, we generate 𝑛 independent and identically

distributed (i.i.d.) samples from the probability distribution function
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Table 1
List of input uncertain parameters and associated uncertain ranges and distribution. For the effective laser power, the thermal conductivity, and the heat capacity, their relative
values are used.

Input uncertain parameter Notation Mean Minimum Maximum Distribution Unit

Process parameters

Effective laser power P 1 0.97 1.03 Uniform –
Scanning speed 𝑣 350 335 365 Uniform mm/min
Controllable ambient temperature 𝑇a 298.15 284.15 312.15 Uniform K
Substrate preheating temperature 𝑇s 573.15 555.15 591.15 Uniform K

Material properties Convection ℎ 250 200 300 Uniform W∕m2 K
Radiation emissivity 𝜀 0.9 0.8 1 Uniform –

Environmental conditions Thermal conductivity 𝛼𝑘 1 0.93 1.07 Uniform –
Heat capacity 𝛼𝑐 1 0.95 1.05 Uniform –
Fig. 4. The five enriched features of the FFNN-based surrogate model, evaluated at each time (t). The origin is located at the bottom left as shown in Fig. A.18.
PDF) 𝜋𝑿 as
{

𝝃(𝑖), 1 ≤ 𝑖 ≤ 𝑛MC
}

. (5)

The model 𝑓 is then used to map each sample from 𝜋𝑿 into the
corresponding sample from 𝜋𝑌 such that

𝜓 (𝑖) = 𝑓 (𝒒, 𝝃(𝑖)), (6)

to obtain the corresponding i.i.d. samples from 𝜋𝑌 as
{

𝜓 (𝑖), 1 ≤ 𝑖 ≤ 𝑛MC
}

. (7)

After obtaining these i.i.d. samples, the mean 𝜇𝑌 and the variance
𝜎2𝑌 can be approximated as

𝜇𝑌 ≈ 1
𝑛MC

𝑛MC
∑

𝑖=1
𝜓 (𝑖), 𝜎2𝑌 ≈ 1

𝑛MC

𝑛MC
∑

𝑖=1

(

𝜓 (𝑖) − 𝜇𝑌
)2 . (8)

ccording to the central limit theorem [15], this statistical error of
ean 𝜇𝑌 and variance 𝜎2𝑌 depends on the square root of the number

f samples 𝑛MC. In particular, the higher the number of samples 𝑛MC is,
he smaller the statistical error is.

Consequently, the MC method requires a large number of FE simula-
ions 𝑓 to obtain an accurate approximation, which is computationally
xpensive. To gain computational efficiency, we construct a DL-based
urrogate model, which can be executed quickly, to replace the role of
he FE model in the MC simulation.

.2. DL-based surrogate model

Several methods can be applied to build a surrogate model, such as
inear regression, polynomial regression, and feedforward neural net-
ork (FFNN) [46]. In this study, the FFNN model is chosen, owing to its
dvantages in approximating complex functions over high dimensional
paces, along with its reusability and the advanced hardware technolo-
ies designed for DL. Moreover, using the gradient descent method and
6

Fig. 5. The range and mean of 𝑅2 values evaluated within data obtained from 150 FE
simulations in 𝑫𝜏 of FFNN-based model trained by a different 𝑛FE in 𝑫𝑇 .

backpropagation approach significantly reduces the computational cost
of the optimization process.

An FFNN-based surrogate model used to approximate the relation-
ship between the input parameters and the temperature field has been
developed in our previous study [47], which is applied for the only
variation of 𝑄laser. In this study, we extend this model to account
for the variation of eight input uncertain parameters as listed in Ta-
ble 1. The selected architecture has four hidden layers, whose numbers
of neurons are 400, 200, 200, and 100, respectively. Details of the
FFNN architecture and its explainability are discussed in our previous
study [47].

The FFNN-based surrogate model can be considered as a function 𝑓
such that

𝑓 (𝒒,𝑿|𝑾 ) ≈ 𝑓 (𝒒,𝑿) , (9)
where 𝑾 denotes the weights and biases of the FFNN-based model.
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Fig. 6. The convergence of the mean (a) and standard deviation (b) of the maximum melting pool area 𝑀𝑎 with respect to 𝑛MC.
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In [16], besides the four essential features, including 𝑥, 𝑦, 𝑡, and
laser, five features related to the laser position 𝑙𝑥, 𝑙𝑦, the distance from

he laser position to the material point 𝑑𝑥, 𝑑𝑦, and the layer number L
re used to enhance prediction accuracy. These enriched features are
hown in Fig. 4.

The overall description of the enriched features can be seen in [16].
fter being trained on a training dataset 𝑫T, the FFNN model is
alidated on a testing dataset 𝑫𝜏 , which is independent of 𝑫T. To assess
he performance of the FFNN model, we use the metric of the coefficient
f determination, known as 𝑅2, which is widely used in DL-based
pplications [48]. The value of 𝑅2, between prediction temperatures
nd their corresponding FE simulation data, is defined as

2 = 1 −

∑𝑁𝜏
𝑗=1

(

𝑓
(

𝒒(𝑗),𝑿(𝑗)) − 𝑇 (𝑗))2

∑𝑁𝜏
𝑗=1

(

𝑇 − 𝑇 (𝑗)
)2

,
({

𝒒(j),𝑿(𝑗)} , 𝑇 (𝑗)) ∈ 𝑫𝜏 , (10)

where 𝑁𝜏 is the size of the testing dataset and 𝑇 is the mean tem-
erature. Note that we also use 𝑅2 metrics for subsets of prediction
emperature (i.e., the maximum temperature at each time-step) and the
elting pool sizes

As the FFNN-based model 𝑓 has been verified to accurately replace
the FE model, the MC method is mapping the characterization of the
input uncertain parameters 𝑿 through 𝑓 to obtain the characteriza-
tion of the output temperature field 𝑇 . Consequently, the statistical
descriptions of the temperature can be approximated as:

𝜇𝑌 ≈ 𝜇𝑌 ≈ 1
𝑛MC

𝑛MC
∑

𝑖=1
𝜓̂ (𝑖), 𝜎2𝑌 ≈

(

𝜎𝑌
)2 ≈ 1

𝑛MC

𝑛MC
∑

𝑖=1

(

𝜓̂ (𝑖) − 𝜇𝑌
)2 , (11)

here 𝜓̂ (𝑖) = 𝑓
(

𝒒, 𝝃(𝑖)
)

.

. Sensitivity analysis using variance-based method

This section presents the third step in our UQ study, i.e., sensitivity
nalysis (SA) (see Fig. 1). Performing the SA is a vital task of the UQ,
hich provides deeper knowledge about the physics of the process
nder investigation. For instance, based on the SA, we can identify
nput uncertain parameters that are significantly influential in inducing
ncertainty to the final fabricated product quality. This study performs
he SA using the variance-based method [23] owing to its straightfor-
ard interpretation. We perform the SA only on the melting pool size as

he output for demonstrating the framework. However, this framework
an be applied to other QoIs such as temperature field and cooling rate.

In our variance-based SA, the Sobol indices 𝑆𝑖 measuring the sensi-
ivity of the melting pool sizes (i.e., depth, width, and area) with respect
o each input uncertain parameter 𝑋𝑖 are given as

𝑖 =
𝜎2𝑋𝑖 (E𝑿∼𝑖

(

𝐺|𝑋𝑖
)

)
2

,
8
∑

𝑆𝑖 ≤ 1 (12)

𝜎 (𝐺) 𝑖=1

E

7

Table 2
The selected training and testing datasets to build the FFNN-based model. The notation
∼  means sampling from the uniform distribution.

𝑋𝑖 , 𝑖 = 1,… , 8 Number of FE simulations

Training (𝑫𝑇 ) ∼ 
[

min𝑋𝑖
,max𝑋𝑖

]

{5, 10, 15, 18, 21, 25, 28}
Testing (𝑫𝜏 ) ∼ 

[

min𝑋𝑖
,max𝑋𝑖

]

150

where 𝐺 is a random variable represents the melting pool sizes, 𝜎2(𝐺)
s the unconditional variance, E𝑿∼𝑖

(

𝐺|𝑋𝑖
)

is the expected value of G
onditional on 𝑋𝑖 (i.e., keep 𝑋𝑖 fixed), and 𝜎2𝑋𝑖 (E𝑿∼𝑖

(

𝐺|𝑋𝑖
)

) is the
onditional variance of 𝐺 caused by a variation of 𝑋𝑖. The numerator
erm can be interpreted as the expected reduction in variance that
ould be obtained if keeping the parameters 𝑋𝑖 fixed [23]. In other
ords, this term measures the contribution of 𝑋𝑖 to the variance of 𝐺.
he 𝑆𝑖 takes a value between 0 and 1 because it is normalized by 𝜎2(𝐺).

By assuming the input uncertain parameters 𝑋𝑖 are statistically
ndependent, the higher-order effect of 𝑋𝑖 on G (i.e., second-order) van-
shes. A more detailed explanation of the theory behind the variance-
ased SA can be found in [23]. Based on the above discussion, 𝑆𝑖 = 0
ndicates that the input uncertain parameters have no impact on the
ariance of output and 𝑆𝑖 = 1 indicates that this input uncertain
arameter is the entire cause of the output variance.

. Results and discussion

This section is organized as follows. In Section 5.1, the verification
f the FFNN-based surrogate model is described. In Section 5.2, the
esults obtained from the uncertainty propagation study are presented.
n Section 5.3, the SA to identify the input uncertain parameters
hat impact the melting pool sizes the most is performed. Lastly, in
ection 5.4, we carry out two potential use cases to demonstrate the
Q results.

.1. Verification of the FFNN-based surrogate model

The FFNN-based surrogate model is trained on the training dataset
𝑇 consisted of different FE simulations (described in Appendix A)
ith different values of DED uncertain parameters (see Table 2). These
alues are obtained by sampling as a uniform distribution, reported
n Table 1. In this subsection, we identify the minimum number of
E simulations required in 𝑫𝑇 while still maintaining an acceptable
ccuracy of the predictability of the surrogate model.

First, we train seven independent FFNN models with the training
ata obtained by increasing the number of FE simulations (𝑛FE) as
hown in Table 2. Fig. 5 shows the range and mean of 𝑅2 values (see

q. (10)) evaluated within data obtained from 150 FE simulations (𝑫𝜏 )
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Fig. 7. The location of four points, including three clad points (𝑃1, 𝑃2, 𝑃3) and one substrate point (N).
Fig. 8. 1000 MC samples of the temperature evolutions of point 𝑁 (a), point 𝑃1 (b), point 𝑃2 (c), and point 𝑃3 (d). Note that we use the x-axis as 𝑡 × 𝑣, meaning the cumulative
distance of the laser assuming one track per layer, to get the data in the same frequency.
of these seven surrogate models. As shown in Fig. 5, the 𝑅2 value
increases when 𝑛FE increases. No significant improvement in terms of
the 𝑅2 value is observed with the 𝑛FE ≥ 21.

Second, to verify the robust performance of the FFNN model,
we follow the cross-validation strategy. In particular, we create six
independent FFNN models trained on the same 𝑛FE, i.e., 𝑛FE = 21 sim-
ulations, randomly chosen in the dataset. The obtained mean 𝑅2 of the
temperature field evaluated in 𝑫𝜏 among the six independent models
are in a range of 0.9955 and 0.9997, confirming the high accuracy
of the surrogate model. We also show the temporospatial temperature
8

fields predicted by the FE and FFNN-based surrogate models in
Appendix B. In general, the FFNN-based model trained by 21 FE
simulations can replace the FE model to predict the temperature history
with a nearly identical accuracy in this UQ study.

5.2. Propagation of uncertainties

This section presents the results obtained by the uncertainty prop-
agation step (see Fig. 1) discussed in Section 3. After checking the
convergence analysis of MC simulation in Section 5.2.1. we show
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the obtained uncertainty characteristics of the temperature field, the
cooling rate, and the melting pool sizes in Sections 5.2.2, 5.2.3, and
5.2.4, respectively. Finally, we assess the computational efficiency of
the FFNN model in Section 5.2.5.

5.2.1. Convergence analysis of MC simulation
As discussed in Section 3.1, the accuracy of the Monte-Carlo (MC)

method depends on the number of simulations 𝑛MC. Fig. 6 shows the
onvergence of the mean and standard deviation computed by Eq. (12)
f the maximum melting pool area (i.e., the melting pool area in the last
ayer) with respect to the number of MC simulation 𝑛MC. As observed
n Fig. 6, no significant change in terms of the mean and the standard
eviation are observed with 𝑛MC ≥ 1000. Therefore, we choose 𝑛MC =

1000 to perform the MC simulation.

5.2.2. Uncertainty characteristics of the temperature field
This section investigates the obtained uncertainty characteristics of

the temperature field. In particular, we examine the results at four
selected points: one substrate point (N) and three clad points (𝑃1, 𝑃2,
nd 𝑃3) (see Fig. 7). Point 𝑃1 is at the centre of the first printed layer
nd points 𝑃2 and 𝑃3 are located on the symmetry axis of the bulk
amples, in zones that present the microstructure characteristic.

Fig. 8(a), (b), (c), and (d) show the 1000 MC samples of the
emperature evolutions at four selected points N, 𝑃1, 𝑃2, 𝑃3. As observed
n Fig. 8, the uncertainties raised from the process parameters, material
roperties, and environmental conditions (see Section 2.2) lead to a
ubstantial variation in the temperature evolutions at these four points.
articularly, the temperature evolutions vary up to 12.8% compared
ith their mean values in all four points. In addition, the first tempera-

ure peak at the three clad points varies up to 400 K compared to their
ean value. Also, the uncertainty of the temporospatial temperature

ield increases with the increase of the layer number due to uncertainty
ccumulation (i.e., standard deviations of temperature at points N,
1, 𝑃2, and 𝑃3 are up to 8%, 11.2%, 11.5%, and 12.8%, respectively,
ompared to their mean values).

Fig. 9(a), (b), and (c) illustrate the histograms of 1000 MC samples
f the temperature at point N, point 𝑃1, and point 𝑃2at the moment
ssociated at the end of each printed layer. As shown in Fig. 9, the
emperature at point 𝑁 tends to increase with the increase of the
ayer number until the 28th layer. It shows a strong influence of the
eat transfer by thermal conductivity to the substrate through time.
ifferent results are observed at the points 𝑃1 (1st layer) and 𝑃2

9th layer), where the temperature first increases up to the 8th and
3th layers, respectively. After these layers, the temperature gradu-
lly decreases until the end printing time at these two points. These
bservations show that the heat loss due to thermal conductivity,
onvection, and radiation emissivity is dominant more than the heat
ccumulation when increasing the number of layers (i.e., the 8th layer
or point 𝑃1 and the 13th layer for point 𝑃2). Moreover, due to the
ncertainty accumulation, the standard deviation of the temperature
t each point increases with the layer number. This result shows the
xtreme sensitivity of the temperature field to the uncertainties in the
nput parameters when printing a product with a high number of layers
more than eight layers).

.2.3. Uncertainty characteristics of the cooling rate
This section shows the obtained uncertainty characteristics of the

ooling rate (𝑠𝑟). Moreover, we aim to confirm the influence of the clad
eight (𝐻𝑐) with the cooling rate (i.e., the cooling rate decreases when
ncreasing the clad height) as observed in several studies [26,49,50].

Fig. 10(a), (b), and (c) show the histogram of 1000 MC simulations
f the cooling rate at the point 𝑃1 (a), point 𝑃2 (b), and point 𝑃3(c),

along with the FE data computed for 100 cases. The FE data are in
the distribution range of the MC samples as expected. As observed in

Fig. 10, a wide variation of the cooling rate is obtained at the three

9

Fig. 9. Histogram of 1000 MC samples of temperature at point 𝑁 (a), point 𝑃1 (b),
and point 𝑃2 (c) at the moment associated at the end of each printed layer.

clad points, showing its extreme sensitivity to uncertainties in the input

parameters.
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Fig. 10. Histogram of 1000 MC simulations of the cooling rate at the point 𝑃1 (a), point 𝑃2 (b), and point 𝑃3 (b) along with the FE data computed for 100 cases.
Fig. 11. The evolution of the mean cooling rate with respect to the clad height.

The interaction between the process parameters strongly varies with
he clad height [26,46,47], significantly influencing the cooling rate.
ig. 11 shows the evolution of the mean cooling rate with respect to
he 𝐻𝑐 . As observed in Fig. 11, the mean gradually decreases with the

. For instance, the standard deviation of the cooling rate is up to 20%
𝑐

10
compared to its mean value. These results confirm the dependence of
the cooling rate with the clad height 𝐻𝑐 , which are observed in several
studies [26,49,50].

5.2.4. Uncertainty propagation results of melting pool sizes
This section shows the obtained uncertainty characteristics of three

geometrical characteristics of a melting pool (i.e., depth 𝑀𝑑 , width 𝑀𝑤
and area 𝑀𝑎).

Fig. 12 illustrates the empirical distribution obtained from 1000 MC
simulations of the melting pool depth, width, and area located at the
middle of layer. It appears that a substantial variation of the melting
pool sizes is observed when increasing the layer number.

We further show the iso-values of the standard deviation of melting
pool sizes in Fig. 13. The standard deviation of melting pool sizes
increases with the layer number (clad height) and shows its highest
value at the final printing layer. In addition, with the constant laser
power for each layer, a steady melting pool cannot be reached [2].
Consequently, obtaining a steady melting pool during printing is indeed
challenging for the DED process [26] (provided that the laser power is
optimized and uncertainty is minimized).

In brief, the proposed framework allows quantifying the influences
of the uncertainties to the temperature field, cooling rate, and melting
pool sizes.
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Fig. 12. Empirical distribution obtained from 1000 MC simulations of the melting pool depth (a), width (b), and area (c) located at the middle of the layer.
Table 3
Computational costs needed to perform a direct MC simulation, using the FE and
FFNN-based surrogate model.

Number of MC simulations FE model (h) FFNN-based surrogate model (h)

1 0.6 0.0033 (12 s)
1000 600 3.3

5.2.5. Computational efficiency assessment
This section assesses the computational efficiency of the FFNN

model as compared with the FE model in the uncertainty propagation
step (see Fig. 1). Table 3 compares the computational cost needed to
perform a direct MC simulation using the FE and FFNN-based surrogate
models. A computer with the memory of 32 GB RAM, the processor of
Intel i7-6700 CPU, and the GPU of NVIDIA GeForce GTX 1660 Ti was
used to perform the MC simulations, FE simulations, and training of
the FFNN model. For one MC simulation, the FFNN-based surrogate
model only takes 12 s to compute a statistical description (i.e., mean
and standard deviation) of the temperature field, which reduces 181
times as compared with the FE model. Consequently, only 3.3 h are
required for 1000 MC simulations with the FFNN model, whereas using
the FE model, these 1000 MC simulation would require 600 h (25
days). In summary, because the FFNN-based surrogate model requires
21 FE simulations for training, when only a few simulations are needed,
there is no interest to build the surrogate model. In contrast, for
uncertainty quantification or process optimization for which a large
number of simulations are required, using the FFNN-based surrogate
model instead of the FE model significantly reduces the computational
cost in the MC simulation and would make the MC method possible.
11
Hereafter, we carry out the sensitivity analysis to determine which
input uncertain parameter induces the most uncertainties within the
output.

5.3. UQ sensitivity analysis

This section presents the results obtained by the UQ sensitivity
analysis step (see Fig. 1) explained in Section 4. Hereafter, the SA
using variance-based methods is performed to identify which uncertain
parameters and their associated physical phenomenon are the most
influential in generating uncertainty in the melting pool sizes.

Fig. 14 shows the Sobol indices for the three geometrical char-
acteristics of the melting pool (width, depth, and area) in the final
layer of the product. As observed in Fig. 14, convection, laser power,
scanning speed, and thermal conductivity induce the most uncertainties
within the final melting pool sizes. This result is theoretically supported
because they are the main parameters controlling the heat transfer
(laser power, scanning speed, and thermal conductivity) and heat loss
(convection) in DED process [1,28]. The ambient temperature, the
substrate preheating temperature, the radiation emissivity, and the heat
capacity play a minor role in inducing uncertainties in the melting
pool sizes, as they are more related to the temperature distribution
in the whole bulk piece. Its global heating occurs due to thermal
inertia (heat capacity) and boundary condition (ambient temperature,
substrate preheating temperature, and radiation emissivity).

We further illustrate the cumulative Sobol indices measuring the
sensitivity of the melting pool depth with respect to the input uncertain
parameters in Fig. 15. In the first layers, the indices of the scanning
speed dominate the other parameters, then they decrease until the

14th layer and become unstable until reaching the last layer. When the
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Fig. 13. The iso-values of the standard deviation of the melting pool depth (a), width (b), and area (c)
Fig. 14. The Sobol indices for each input uncertain parameter in inducing the
uncertainties in the melting pool sizes on the middle point of the final layer (see
Table 1 for parameter meaning).

deposition process starts, the heat transfer due to scanning speed to the
bottom is dominant, while for the high layers, the heat accumulation
gets more effects. In addition, convection, laser power, and thermal
conductivity also play significant roles. This result highlights the most
important input uncertain parameters (i.e., convection, laser power,
thermal conductivity, and scanning speed) for controlling a stable melt-
ing pool. A focus on this property should be presented while optimizing
the manufacturing process because it determines the microstructure
genesis, which is responsible for part properties.
12
5.4. Potential use cases of UQ

This section introduces two potential use cases that can be further
developed based on the UQ results in Sections 5.2 and 5.3. They aim
at the uncertainty reduction of the cooling rate and melting pool depth
by controlling four process parameters (i.e., laser power, scanning
speed, ambient temperature, and substrate preheating temperature)
reported in Table 1 and the four most important input uncertain
parameters (i.e., laser power, scanning speed, thermal conductivity,
and convection) described in Section 5.3, respectively.

5.4.1. Uncertainty reduction of the cooling rate by controlling four process
parameters reported in Table 1

Because the material microstructure highly depends on the cooling
rate [22,26], as discussed in Section 2.1, a process being less affected
by the uncertainties raised from process parameters on the cooling rate
helps to better control the DED process. However, these uncertainties
are unavoidably present in a realistic printing system. Thus, a quantita-
tive determination of their uncertain ranges that influence the cooling
rate is crucial and will be assessed in this subsection.

Fig. 16 illustrates the uncertainty reduction of the cooling rate at
three clad points by controlling four process parameters reported in
Table 1. As observed in Fig. 16, reducing the uncertainties in these
process parameters (see Section 2.2) leads to a decrease in the standard
deviation of the cooling rate. An uncertainty reduction in the scanning
speed appears to be the most efficient to decrease the uncertainty of
the cooling rate. In contrast, the less efficient one to control is the
uncertainty reduction in the ambient temperature.
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Fig. 15. Cumulative Sobol indices for each input uncertain parameter in inducing the uncertainties on the melting pool depth located at the middle of each printing layer.

Fig. 16. The uncertainty reduction of the cooling rate at three clad points by controlling P (a), 𝑣 (b), 𝑇𝑎 (c), and 𝑇𝑠 (d). Std. is the standard deviation.

13
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Fig. 17. The uncertainty reduction of the melting pool depth by controlling four most important input parameters, i.e., P (a), 𝑣 (b), ℎ (c) and 𝛼𝑘 (d) described in Section 5.3.
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.4.2. Uncertainty reduction of the melting pool depth by controlling the
our most important input parameters described in Section 5.3

A usual aim is to reduce the uncertainty in properties of the printed
roducts (i.e., melting pool depth) related to microstructures which
re responsible for mechanical properties of the final product. To this
nd, we must reduce the uncertainty bounds of some input sources.
he results obtained from the SA have identified the important un-
ertain sources which should be reduced. This subsection assesses the
fficiency of this approach.

Fig. 17 shows the uncertainty reduction of the melting pool depth by
ontrolling the four most important input parameters (i.e., laser power,
canning speed, convection, and conductivity) described in Section 5.3.
s observed in Fig. 17, the obtained standard deviation of the melting
ool depth decreases when decreasing the uncertainty bounds of the
our considered parameters. Reducing the uncertainty bound of ℎ and P

rom 20% to 15% and 5% decreases the standard deviation of the final
elting pool depth by 23% and 42%, 9.8% and 16.6%, respectively.

n summary, this result suggests that the uncertainties raised in the
onvection and laser power should be reduced to control the melting
ool depth.

. Conclusion

In this work, the effects of uncertainties raised from the process
arameters, material properties, and environmental conditions on the
uality of the final printed product in DED process are quantified using
he DL-based probabilistic approach. The DL-based surrogate model
FFNN model) is constructed using the offline data obtained from the FE
odel, which is validated by experiments (both on melting pool sizes

nd temperature history). The main contributions of the work are:
 a

14
• Using the FFNN-based surrogate model instead of the FE model
to propagate the uncertainties is shown to significantly reduce the
computational cost (i.e., 3.3 h compared with 600 h for 1000 MC
simulations).

• The investigated sources of uncertainty lead to a large variation of
the temperature evolutions, cooling rate, and melting pool sizes
like up to 12%, 20%, and 100% compared with their mean values,
respectively. The effects of the uncertainties are enhanced by the
number of printing layers (36 layers). Also, their mean values
depend on the clad layer.

• The sensitivity analysis is carried out using the variance-based
method. The results show that the convection, the laser power,
the scanning speed, and the conductivity induce the most uncer-
tainties to the melting pool sizes. A focus on these parameters
should be presented to obtain stable melting pool sizes.

• Two potential use cases are assessed to demonstrate the UQ
results: the uncertainty reduction of the cooling rate by control-
ling four process parameters and the uncertainty reduction of
the melting pool sizes by controlling the four most important
parameters (the one found by the SA). These use cases help to
assess the efficiency of the SA and to suggest ways to improve the
final printed product quality (i.e., reduce the standard deviation
of the melting pool, optimize the laser power to get a steady
melting pool, etc.).

s observed in this study, the AM technology inherently includes multi-
le sources of uncertainty that explain the observed inconsistency of the
uality of the fabricated products. A DL-based optimization framework
ccounting for these uncertainties with significantly reduced computa-
ional cost helps to investigate UQ which in turn help to identify the
ources of uncertainties that have to be carefully controlled to achieve
desired optimal printed part.
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Fig. A.18. The 2D mesh and the printed part of the considered DED experiment of the M4 HSS clad sample of 40 × 40 × 27.54 mm (36 layers and 27 tracks per layer). The values
of 293 K and 573 K are the ambient and the substrate preheating temperatures, respectively.
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Appendix A. DED experiment and details of the validated FE sim-
ulation

In the considered DED experiment, the laser power, nozzle scanning
speed, and powder feed rate are 1100 W, 6.87 mm/s, and 76 mg/s,
respectively. The preheating temperature of the 42CrMo4 substrate is
573 K, which helps avoid an early crack by reducing the temperature
gradient inducing internal stress [33].

Because a 3D FE model for this sample requires a huge compu-
tational cost, we use the 2D FE model [2,40], which simulates the
temperature evolutions of the middle vertical cross-section that aligns
with the printing direction of the bulk sample. In 3D, the laser input
energy (𝑄laser) applied on two adjacent nodes is computed using the
laser power (𝑃 ) as

laser = 𝛽 2𝑃
𝜋𝑟2𝐿

,

where 𝛽 is the absorption factor and 𝑟𝐿 is the laser beam radius. To be
epresentative of the 3D phenomenon, the 2D FE model uses an effective
aser input energy (𝑄laser = 𝑄0), where 𝑄0 = 31158 is obtained by fitting

the experimental and numerical temperature evolutions.
Fig. A.18 shows the 2D FE mesh and the printed part (36 layers) of

the considered DED experiment. More technical details of the FE model,
including the experimental set-up, numerical solver, and mesh strategy,
can be found in [2].

Fig. A.19 shows the temperature evolutions at thermocouple North
(see Fig. A.18), obtained from the experiment and the FE predictions,
showing a good agreement. Therefore, the FE model to compute the
15
Fig. A.19. Temperature evolutions at thermocouple North obtained from the
experiment and the FE model.

temperature field can be considered validated versus the available
experimental results and will be used to generate the database for the
DL model.

In addition, the global prediction of the measured temperature
evolution shown in Fig. A.19 is only a first validation. A second one
is the predicted melt pool size in agreement with the measured one
and a third one is the explanation of the microstructure heterogeneity
(nature, shape and size of the precipitations) thanks to the different
thermal histories predicted along the sample height.

Appendix B. Temporospatial temperature field prediction

This appendix illustrates the temporospatial temperature field and
melting pool area in a random dataset from 𝑫𝜏 predicted by the FFNN-
based and FE models. As observed in Fig. B.20, the predicted tem-
porospatial temperature field is in good agreement between the FFNN-
based and FE models. At each point, the temperature profiles show
cyclic heating–cooling waves (also called temperature oscillations). The
peaks and the oscillations are well captured by the FFNN-based model,
ensuring an excellent predictive surrogate model.

Fig. B.21depicts the melting pool area located at the middle layer
in a random dataset from 𝑫𝜏 predicted by the FFNN-based and FE
models. As shown in Fig. B.21, the melting pool area computed via the
FFNN-based model is in line with that via the FE model.
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Fig. B.20. The temperature evolutions at four points predicted by the FFNN-based and FE models in a random dataset from 𝑫𝜏 .
Fig. B.21. The melting pool area located at the middle layer predicted by the
FFNN-based and FE models in a random dataset from 𝑫𝜏 .
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