
S4. Testing phase

S4.1 Test-time augmentation

Augmentation [1], together with transfer learning [2], is a method that often
helps deep learning in achieving high levels of effectiveness when having to work
with a small-sized image dataset. Augmentation aims at making a model robust
to different image changes by transforming images, used as an input for training,
in various ways. Representative image augmentation methods include cropping,
affine transformations, and color space changes.

After fine-tuning, augmentation can also be used in the testing phase. Specif-
ically, several augmentations can be applied to the inputs used for testing, and
the final prediction is then produced by combining the different predictions
made. Through TTA, the chance of being over-confident towards incorrect pre-
dictions can be reduced. However, during testing, there is a drawback in terms
of computational cost, given that the model under consideration needs to make
predictions multiple times [1]. The use of TTA is known to have resulted in
effectiveness improvements for VGG [3] and AlexNet [4], and it also helped
in improving IoU values when performing segmentation [5]. In this study, we
applied augmentation during both the fine-tuning and testing phase, denoting
the resulting model as TTA U-Net. For model names without the prefix TTA,
neither augmentation nor TTA was applied.

Figure 1 illustrates the image augmentation methods used in our experi-
ments. When TTA was applied during fine-tuning, there was a 60% chance of
using augmentation. Upon using augmentation, each of the five different aug-
mentation methods was applied randomly. One the other hand, when using
augmentation during testing, only three augmentation methods were applied
to a particular patch, namely brightness, contrast, and HSV, thus resulting in
three more patches. As a result, a total of four patches, including the original
patch, were used to generate (i.e., predict) four corresponding mask patches.
These mask patches were then averaged in a pixel-wise fashion to get the final
mask patch.

S4.2 Model evaluation

To evaluate the effectiveness of our segmentation models, we used a total of
five metrics: balanced accuracy, precision, recall, F1-score, and IoU. Detailed
descriptions of each metric can be found below.

Pixel accuracy is defined as the fraction of correct predictions (true positives
and true negatives) over all predictions made:

Pixel Accuracy =
TP + TN

TP+ TN+ FP + FN
. (1)

In the above equation, TP denotes the number of true positives, TN the number
of true negatives, FP the number of false positives, and FN the number of false
negatives.
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(a) Original (b) Horizontal flip

(c) Random contrast (d) Random hue saturation value (HSV)

(e) Vertical flip (f) Random brightness

Figure 1: Examples of image transformations used during (test-time) augmen-
tation.
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For imbalanced datasets, balanced accuracy is more suitable than pixel ac-
curacy. The balanced accuracy is calculated as the average of the accuracy
obtained for the positive class and the accuracy obtained for the negative class:

Balanced Accuracy =
1

2
×
(

TP

TP + FN
+

TN

FP + TN

)
. (2)

Since pixel accuracy includes the true negatives in the numerator, correctly
classified background pixels lead to a high accuracy that is less sensitive to the
number of true positives. Thus, precision and recall, which do not include the
number of true negatives in their calculation, facilitate a more representative
evaluation with regards to the number of correctly predicted MP pixels:

Precision =
TP

TP + FP
,

Recall =
TP

TP + FN
.

(3)

The F1-score, which is the harmonic mean of precision and recall, can also
be used to evaluate the effectiveness of a segmentation model:

F1-score =
2× Precision× Recall

Precision + Recall
. (4)

Finally, Intersection over Union (IoU), which is also known as the Jaccard
Index, is defined as the area of intersection over the area of union between the
ground truth and the predicted segmentation, with A and B referring to the
ground truth and the predicted segmentation, respectively:

IoU =
|A ∩B|
|A ∪B|

=
TP

TP + FN+ FP
. (5)

Note that balanced accuracy, precision, recall, and F1-score are calculated
by taking the average of the mean performance over the different test sets from
4-fold cross-validation. In this case, the obtained balanced accuracy, recall,
precision, F1-score, and IoU are referred to as the mean balanced accuracy
(mAccuracy), the mean recall (mRecall), the mean precision (mPrecision), the
mean F1-score (mF1-score), and the mean IoU (mIoU), respectively.
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