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Abstract— Semantic segmentation in a large-scale urban 

environment is crucial for a deep and rigorous understanding of 

urban environments. The development of Lidar tools in terms 

of resolution and precision offers a good opportunity to satisfy 

the need of developing 3D city models. In this context, deep 

learning revolutionizes the field of computer vision and 

demonstrates a good performance in semantic segmentation. To 

achieve this objective, we propose to design a scientific 

methodology involving a method of deep learning by integrating 

several data sources (Lidar data, aerial images, etc) to recognize 

objects semantically and automatically. We aim at extracting 

automatically the maximum amount of semantic information in 

a urban environment with a high accuracy and performance. 
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I.   INTRODUCTION   

    Currently, there is an increasing need for representing and 

analyzing the third dimension of urban space. Beyond 

exploration and visualization purposes, 3D models are useful 

for many urban applications such as efficient urban planning 

[1], construction and simulations (noise, energy, emergency, 

etc). They also provide interesting support in many other 

fields such as mobile telephony, where engineers can 

determine the coverage areas of the network with propagation 

models, as well as in archaeology and cultural heritage, where 

they allow the documentation and conservation of sites and 

monuments. 3D models are also necessarily applied in civil 

engineering, for the production of realistic scenes when 

designing major construction projects. 

 

3D models are basically created using satellite imagery, 

photogrammetry or Lidar technology. Recent development in 

the field of airborne Lidar technology allows acquiring data in 

high spatial resolution and accuracy, where the main 

advantage of Lidar technology is the speed of data acquisition 

and the large amount of data provided by this system. 

 

Two main steps are essential to automatically build a 3D city 

model from Lidar data: 1) segmentation of the 3D point cloud 

and 2) 3D modeling of the resulting classes. In computer 

vision, segmentation is the task of segmenting images or point 

clouds to understand what the different segments are [2]. 

Semantic segmentation is based on dividing an image or a 

point cloud into semantically meaningful parts where each one 

is semantically labeled into one of the predefined classes [2] 

(figure1). 

 

 

 
 

 

Fig. 1. Illustration of the process of semantic segmentation [3] 

 

Three families of approaches exist to perform a semantic 

segmentation of Lidar point clouds. The first one is based on 

the raw point cloud; the second one is based on a product 

derived from the cloud, mainly Digital Surface Model (DSM), 

while the third one combines original point clouds and other 

data sources (aerial image, land map,  etc ) [4]. 

 

With the rapid emerging of deep learning techniques, multiple 

types of deep learning frameworks have been developed and 

applied in visual recognition and classification tasks [5]. It has 

been shown that Convolutional Neural Network (CNN) is 

capable of recognizing high-level objects by automatically 

learning a set of abstract features [5]. Among the challenges 

facing contemporary research in the Lidar field that have 

encouraged us to conduct our research, is the automation of 

semantic segmentation of 3D point clouds. The research 

question we aim to answer is: “How to retrieve the maximum 

amount of semantic information from Lidar point clouds in an 

urban environment and how to do it automatically?” 

 



The present paper is structured as follows: In section 2, we 

present some relevant research achievements in the context of 

segmentation of Lidar data. Section 3 highlights the 

contribution of Deep Learning methods in semantic 

segmentation, while section 4 resumes and discusses the 

principal research findings and limits in the field of semantic 

segmentation. We finally present the first methodological 

guidelines of our proposed approach in section 5. 

 

II. AUTOMATIC SEGMENTATION OF LIDAR 3D POINT 

CLOUDS   

    Segmentation can be defined as : « a processing which 

consists in creating a partition of image A in «Ai» regions, in 

such a way that no region is empty and the intersection 

between two regions is empty; so all the regions must cover 

the entire image. A region is a set of related pixels with 

common properties that differentiate them from neighboring 

pixels» [6]. 

Lidar data segmentation can be defined as an iterative 

grouping of point cloud sets according to the represented 

object; the grouping continues until there are only regions of 

homogeneous points remaining and with sufficiently large 

differences between them [4]. In the case of Lidar data, 

segmentation approaches can be divided into three categories 

[4]: 

 

1. Direct approaches that directly address the point 

clouds. 

2. Derived Product Based Approaches. 

3. Approaches based on the combination of Lidar data 

and other sources. 

 

The three approaches are explained in the following 

paragraphs. 

 

A. Direct approaches  

In the literature, a limited number of algorithms has been 

based on this approach. Among these methods, [7] have 

proposed a segmentation process based on 3D surface 

detection, specifically by using Lidar raw data directly without 

any prior interpolation. This method of segmentation allows 

automatic division of the point cloud into two classes:  ground 

and buildings, considered as the main objects of an urban 

scene. The method proposed by [8] is based on the hierarchical 

decomposition of the cloud to the octree structure until the 

points contained in each node belong to the same plane. Octree 

is most often used to partition a three-dimensional space by 

recursively subdividing it into eight octants [8]. The 

disadvantage of this method is the disability to classify point 

clouds [4]. Later, [9] proposed an algorithm for segmentation 

of airborne Lidar data where the segmentation is performed by 

a cluster analysis in a feature space, then it’s based on several 

3D point cloud parameters including density, accuracy, 

horizontal and vertical point distribution to facilitate the 

computation of accurate and reliable attributes for the 

segmentation. This type of segmentation with attributes (step 

edges, layered surfaces, etc) reveals more information about 

3D point clouds. [10] proposed a new 3D point cloud 

segmentation technique based on clustering attributes, which 

can be utilized for Lidar data acquired by a terrestrial or 

airborne mapping system. In this study, the neighborhood of 

each point is firstly established using an adaptive cylinder, 

taking into account the density of the acquired point clouds 

and surface trend, then the Octree structure is used for the 

detection and the extraction of clusters. The results show the 

effectiveness of this method for segmentation of point clouds 

acquired by different mapping systems (terrestrial, airborne, 

etc.) Afterwards, a clustering-based segmentation technique 

has been proposed by [11] in which the laser points are 

aggregated into homogenous regions based on the attributes 

defined by an adaptive neighborhood of individual points. 

Then, the segmentation approach is introduced and 

implemented through three main procedures: neighborhood 

definition, attribute computation, and clustering the points 

with similar attributes. Based on the obtained results, an 

approach was presented for terrain and off-terrain 

classification of laser scanning data. The experimental results 

prove that the introduced technique can provide a reliable 

solution for the classification of laser datasets from multiple 

sources (airborne and terrestrial). 

 

    To sum up, we can say that direct segmentation approaches 

have a major advantage which lies on direct consumption of 

raw point clouds without neither  resampling operations nor 

referring to other complementary data sources; this preserves 

the original characteristics of the acquired data including the 

precision of the 3D point cloud, the topological relations 

…etc. However, the major drawback of these methods is the 

high requirement on memory consumption and calculation 

time [4]. 

 

B. Derived product based approaches 

The majority of segmentation methods found in the literature 

are from this family. Among these methods, [12], [13], [14] 

have developed some algorithms for image segmentation, 

allowing for fine-writing of image contours and isolating each 

part (sky, garden, people... etc.) But the major problem is that 

these algorithms require a transformation of three-

dimensional data into two-dimensional data (resampling), 

which leads to a loss of information as well as false data 

caused by the resampling step (one can find a pixel whose 

spatial information is false caused by extrapolation since the 

area in question does not contain raised points). Another 

segmentation method was proposed in [15]. It is based on the 

segmentation of a 2D image sequence into objects using 

information about the motion of the robot, which moves 

objects and observes their visual feedback. [16] proposed a 

method to improve the segmentation performance for urban 

scenes which was  validated using the publicly accessible 

dataset (KITTI) with manually annotated images. Later, [17] 

proposed a new framework for segmentation and 

classification of 3D point clouds based on the combination of 

spatial, temporal and semantic information. The addition of 

semantic indices for the segmentation process would improve 

the overall performance of the object perception system. 

 

    To sum up, we can state that derivatives-based approaches 

obtained after a resampling operation, have a major advantage 

which lies on the ease of handling and the speed of 2D data 

processing, but the major drawback is loss of information due 



to the transformation of three-dimensional data into two-

dimensional data (ie., (resampling shifts the point at the center 

of the pixel), which can negatively influence the segmentation 

results. 

 

C. Approaches based on the combination of Lidar 

data and other sources 

In the literature, a limited number of algorithms is based on 

this approach. Among these methods, [18] proposed a new 

technique that allows the automatic detection of buildings 

based on the combination of Lidar data and other sources 

(multispectral imagery). The results obtained by these 

methods show that the proposed technique gives a very high 

success rate either in the case of residential buildings or in the 

case of industrial ones. However, this technique has some 

limits especially in the case of areas with a very steep slope. 

[19] proposed an algorithm that combines multispectral 

imaging and Lidar data acquired by an airborne mapping 

system to write building boundaries in an urban environment; 

in the first phase, Lidar data is divided into two parts: soil and 

objects on the ground; the second phase begins with the 

process of “Connected Component Analysis” (CCA) where 

the number of objects present in the test scene are identified 

by initial boundary detection and labelling [19], then by point 

clouds. NDVI (Normalized Difference Vegetation Index) data 

and entropy image are used to extract vegetation classes, 

buildings, isolated building’s occluded parts and finally 

building boundaries. The obtained results show that the 

proposed technique gives very satisfactory results that can go 

up to 100% (overall accuracy) for buildings of more than 

50m2.  Recently, [1] proposed a new approach based on the 

combination of Lidar and image data for semantic 

segmentation of Lidar point clouds; the results show a 

precision of 88%. Similarly, [20] proposed a semantic 

segmentation technique based on the combination of 3D point 

clouds and high resolution images to efficiently merge image 

data (2D) and Lidar data (3D) ; 3D point clouds are 

transformed into raster data ( DSM and NDSM) to evaluate 

the effectiveness of the proposed method. The results are 

validated with the ISPPS dataset of Postdam and a region of 

Guangzhou in China that are already labelled by an existing 

database with a good performance in semantic segmentation. 

Another study of [21] focused on semantic segmentation of 

complex 3D scenes by merging 2D images and 3D point 

clouds which objective is to improve the rate of semantic 

segmentation and to reduce the computational load and 

memory consumption. To ensure the validity of the DVLSHR 

model, four benchmark datasets (PASCAL VOC12 [22], 

SIFT-Flow, CamVid and CityScapes) were utilized in the 

training and validation stages [21]. The last reviewed work 

[23] focus on the combination of a high spatial resolution 

image and airborne Lidar data for building segmentation. The 

results show that the proposed methodology provides an 

overall accuracy of 92%. 

 

    To conclude, we can say that approaches based on the 

combination of Lidar data and other planimetric data sources 

(satellite images, aerial photographs, etc) have more accurate 

results thanks to the altimeter accuracy of the 3D point clouds 

and the planimetric continuity of the images [18], but the 

hugest requirement in this approach is the need to have a 

minimal time gap between the acquisition of 3D point clouds 

and that of image data. 

 

D. Summary  

3D point cloud segmentation approaches can be grouped into 

direct approaches, post-processing approaches, and 

approaches based on the combination of data and other 

sources. The post-processing approaches are still the most 

used in practice thanks to the ease of handling and the speed 

of 2D data processing, but their major disadvantage lies on the 

loss of information caused by the operation of resampling and 

a lack of algorithms based on these approaches. Direct 

approaches retain the original characteristics of data but 

consume a lot of memory and calculation time. Approaches 

combining 3D points clouds and other sources (satellite 

images, aerial photos...etc) involve several types of data, 

which improve the reliability of results, but their major 

drawback is the need for additional information in real time 

requiring much more financial resources and material 

requirements.  

 

Finally, several researches and developments have addressed 

the issue about segmentation of 3D Lidar data by adopting  

approaches presented in section2, however,  investigations are 

still needed to improve the quality of the results and the 

efficiency of the methods (in terms of time of calculation, data 

required, memory consumption, etc).   

 

The development of deep learning algorithms like 

Convolutional Neural Networks revolutionizes the field of 

computer vision and demonstrates good performance of 

results in many reference datasets for image classification 

[24]. Their potential in segmentation process would enhance     

the quality and the efficiency of the results. The next section 

tries to give a brief overview of researches addressing deep 

learning in semantic segmentation.  

III. CONTRIBUTION OF DEEP LEARNING TO SEMANTIC 

SEGMENTATION 

      Semantic segmentation of 3D point clouds acquired in 

urban environment is the highest-skill task that allows 

extracting the maximum amount of semantic information 

present in a urban scene. Today, semantic segmentation is one 

of the main challenges in computer vision. The revolution of 

deep learning resulted in resolving many problems in this field 

processed by deep learning methods and often-by 

convolutional neural networks [25]. In this section, we 

examine some deep learning methods that are often used in 

semantic segmentation of 3D point clouds acquired in urban 

environments. 

The first method called ECC (Labelling in Related 

Components) has been proposed for image segmentation 

(multicomponent, color, multispectral) by hierarchical 

analysis of 3D histograms [26]; the results show that the 

proposed technique with significant calculation times still 

need developments to reduce the complexity of this particular 

approach when the image entropy is high. Similarly, [27] 

extracted an architecture called VGG-16 composed of 16 

layers, for spot localization of objects with an accuracy of 

92.7%. Afterwards, a new approach to semantic labeling of 



3D point clouds called SnapNet was proposed in [28], this 

approach applies the CNN to two 2D image views obtained 

after the resampling of the Lidar data: Red-Green-Blue (RGB) 

view and another one containing geometric characteristics. 

These pairs are used as inputs to neural network to give a 

semantic label to each corresponding pair of pixels from the 

two input images. The method was evaluated against the 

semantic data set and achieved better performance. A new 

semantic segmentation approach called “SegCloud” has been 

developed in [29]. This approach combines 3D-FCNN (3D 

Fully Convolutional Neural Networks), Trilinear 

Interpolation (TI) and CRF (Conditional Random Field). 3D 

data are voxelized and the resulting 3D grid are processed by 

the fully convolutional neural network (FCNN)[29]. The 

results show some noise which has been eliminated by a 

cleaner segmentation of cloud points with CRF, to improve 

3D-FCNN-TI output and qualitative results by recovering 

object limits in a clear way. The authors evaluated also the 

approach using two 3D external data sets (KITTI, 

Semantic3d.net). The results show performance comparable 

or superior to the state of the art on all datasets. Moreover, an 

effective architecture called “SegNet”, which uses a fully 

convolutional neural network for the understanding of road 

scenes, has been proposed in [30]. The technical particularity 

of this approach is having no connection part that allows 

reducing considerably the number of parameters of the 

network and allowing an easier and faster drive. Furthermore, 

“SegNet” performs competitively and achieve high scores in 

understanding road scenes. [31] Developed a new large-scale 

urban semantic labelling framework by integrating multiple 

aggregation levels (point-segment-object) and contextual 

features for road recognition facilities for large-scale highway 

scene point clouds. This work achieved very satisfactory 

results with an object recognition accuracy of more than 90%. 

A new deep learning technique called “PointNet” has been 

proposed in [32] that directly consumes point clouds without 

any resampling operations, this preserves the original 

characteristics of the acquired data including: the precision of 

the 3D point clouds, the topological relations …etc, in order 

to improve the rate of semantic segmentation of point clouds 

through an overall accuracy of 78.62%. 

Finally, another work about semantic segmentation approach 

based on deep learning called Superpoint Graph (SPG) has 

been proposed by [33]. The later approach distinguishes 

semantically different objects (grass, tree, building, cars, 

artifacts, landscaping etc.). This method defines a new state of 

the art for semantic segmentation of Lidar scans for both 

outdoor and indoor environments by achieving an overall 

accuracy of 94%. 

Based on the previous analysis, we can raise some 

shortcomings and gaps that hinder the automatic extraction of 

maximum semantic information from 3D point clouds 

acquired in a large-scale urban environment with better 

precision, good segmentation quality, acceptable computation 

time, etc. (table1). 

 

 

 

 

 

TABLE I.   ADVANTAGES AND DISADVANTAGES OF THE MAIN DEEP 

LEARNING  SEMANTIC SEGMENTATION METHODS FROM LIDAR DATA 

     

IV. DISCUSSION 

 
   Semantic segmentation is an effective operation for a deep 

and rigorous understanding of urban environments. Tools and 

methods used for semantic segmentation of Lidar points cloud 

are numerous and very successful as they facilitate the 

extraction of semantic information for urban scenes 

understanding. Some of them are particularly flexible, 

allowing their adaptation to user needs. These tools are 

therefore interesting in several respects (robust, faithful), but 

have some limitations. Indeed, some approaches provide 

interesting semantic information but have low accuracy (the 

recognition rate of objects is sometimes low).While other 

approaches give a good precision but with very limited 

semantic classes which can cause a miss understanding of an 

urban scene. The PointNet approach is accurate but uncapable 

for processing large 3D points at once. Some work such as in 

[31] resulted in very satisfactory results with very high object 

recognition accuracy, but the experiment was conducted on a 

point cloud that presents fewer constraints (example highway 

point clouds). Some algorithms, such as the case of ECC, with 

significant computing times, show that efforts are still needed 

to reduce the complexity of this approach.  

Based on the previous discussion, we can say that the 

SPGraph method is the preferred choice for semantic 

segmentation of point clouds captured in large-scale urban 

environments (applicable for large point clouds), because its 

principle is based on the splitting the point cloud into simple 

shapes, easier to classify than points. This choice was also 

confirmed by a study of [36]; which concluded that the 

SPGraph method is the preferred one over the PointNet and 

PointCNN techniques. 

Based on our investigation of the state of the art of semantic 

segmentation and deep learning methods from recent 

literature, we propose to address some challenges about 

efficiency of the process in terms of semantic precision and 

Method Advantages disadvantages 

 
ECC 

-Structured . -Expensive . 
-More adapted for 2D data (color 

images, multispectral images). 

 

VGG-16  

-Few learning 

parameters. 

-More non-linearity functions 

(since more layers of 
convolution). 

 

SnapNet 

-Efficient  

 

-Requires a transformation of 3D 

to 2D. 
- Information losses. 

 

SegCloud 

-Effective [34]  

 

-A voxel-based approach which 

tends to discard small details of 

3D shape. 

 
SegNet 

-Few  parameters  
-Easy and fast drive. 

-Low prediction for some objects 
(barriers, poles, pedestrians and 

cyclists [35]). 

 

PointNet 

-Accurate [34]. - Expensive [34] . 

-Uncapability for  processing 

large 3D points at once [33]. 

 

SPGraph 

- Applicable for large 

point clouds. 

-Low prediction for some objects 

(low vegetation, hard-scape 
[33]).   



automation, for a better understanding of urban scenes 

acquired by airborne Lidar. We so propose to design and test 

a methodology that allows both automatic extraction and 

better precision of semantic information present in a large-

scale urban environment. 

 

V. OUR PROPOSED APPROACH 

 

    The analysis of the previous works show that the semantic 

segmentation of Lidar point clouds,   automatically and 

especially in urban areas, is one of the problems that remain 

even more difficult in computer vision creating ambiguity in 

semantic identification of objects. Hence, developing robust, 

faithful and flexible methods to recognize objects and 

associate them with semantics in order to make the best use of 

three-dimensional data of the mapping systems remains a 

challenging task. 

 
For a better semantic segmentation of Lidar point clouds 

acquired in an urban environment, we propose a method of 

semantic segmentation based on deep learning and integrating 

several data sources (satellite images, aerial photos) in order 

to enhance the accuracy of the segmentation process.  

  

A. Materials and methods  

    To test the semantic segmentation algorithm that will be 

developed as part of this research, we propose to use Lidar  

data collected in two areas. Each area has multiple sites with 

different locations and resolutions. 

 

Zone 1: this zone covers three sites of the city of Khemisset 

(Morocco), where the Lidar data was acquired by the National 

Agency for the Land Conservation of Cadastre and 

Cartography. 

 

Zone 2: this zone covers five sites in the region of San 

Francisco, California, USA, where the data were downloaded 

free of charge from the site: http://www.opentopography.org . 

These data were chosen because of the low point density in 

zone 1; the density of points in these five sites is greater than 

4 points/ m2. 

 

We also planify to acquire Lidar data for a third zone with high 

resolution and diverse urban objects. 

 

B. Methodology  

     Our research sets as an objective: the proposal of a 

methodology based on the combination of Lidar data and 

other sources in conjunction with a deep learning method for 

semantic segmentation of large-scale urban Lidar point 

clouds. Such a methodology will ensure, among other things, 

the following functionalities: 

 

 Integration of data from different sources for a given 

zone; 

 Utilization of  raw point cloud directly; 

 Development of a deep learning method (neural 

networks); 

 Consideration of geometric and radiometric 

information; 

 Assistance in the deep understanding of large-scale 

urban scenes; 

 Extraction of  maximum semantic information in a 

large-scale urban environment; 

 A high precision rate compared to the existing 

results  in the literature; 

To improve the semantic segmentation rate compared to the 

existing methods, we present a general workflow that 

summarizes the different steps to extract the maximum 

amount of semantic information (figure 2). 

  

 
 

 
            Fig. 2. Our proposed approach 

     Our approach is proposed after a deep bibliographical 

study which allowed us to well understand the limitations of 

the semantic segmentation methods mainly used in the 

literature. The second reason to choose this approach is based 

on the crucial needs of scientific research in this field. We 

could conclude which points are interesting and we decided to 

focus on them in order to obtain the maximum of semantic 

information available in an urban area with better 

precision. For example, our approach will take into 

consideration geometrical and radiometric aspects, it will not 

require any sampling method and it will be applied for large 

point clouds. Our methodology is expected to give better 

results in terms of precision and robustness to recognize 3D 

objects and associate them a rich semantic. 

 

 

 

 

 

 



CONCLUSION: 

Several deep learning architectures for semantic 
segmentation of 3D point clouds acquired in urban 
environment have been developed in the literature.  

In this paper, we analyzed and discussed several scientific 
contributions in the field of semantic segmentation  of large-
scale point-clouds in urban areas , we can conclude that the 
extraction of all the semantic information necessary for a 
better understanding of urban scenes with better precision 
remains even more difficult in computer vision. This is the 
reason why we have proposed an approach involving a deep 
learning method, which integrates several data sources that 
will allow to extract automatically the maximum amount of 
semantic information in a urban environment and get around 
the limitations of the existing methods. 
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