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I. INTRODUCTION

Speaking out in public or during meetings is a challenge for many of us. It is nonetheless a competency required in
many activities: the sales representative who presents a product to customers, the tourist guide visiting a city with a group,
the manager who defends his project in front of stakeholders, the candidate during a job interview, the professor in front of
students... Unfortunately, many firms complain about the too low level of this skill within their staff. To fight public
speaking anxiety, which may impede oral presentation performances, we need to prepare and train the speakers. It can be
done efficiently by immersing the speaker in totally controlled Virtual Reality (VR) environments. This paper first aims to
validate the emotional valence and level of arousal of the attitudes of a virtual public through an experiment with 125
participants. Based on these results, a library of public attitudes corresponding to different levels of arousal and valence has
been created. Our experiment also investigates the benefits of using low-end and high-end VR headsets, as well as the use of
photo-realistic public compared to sketched avatars. In future work, we will use our library during the training of the
speakers to confront them in various situations in response to their speech.

Il. LITERATURE REVIEW

Public speaking anxiety, the fear of giving a speech or presentation in public because of the expectation of being
negatively evaluated or humiliated by others (Vandenbos, 2007), is one of the most common fear (Pollard and Henderson,
1988) and the main reasons for people’s poor performance in public speaking (Rothwell, 2010 and Menzel, 1994). In most
individuals, public speaking anxiety can be controlled. Repeated training in front of an audience can help to better control the
speaker's emotions and speaking skills (Rust et al. 2020, Tsang 2020, Howe and Cionea 2021).

Learning by doing has many benefits and it is well known that virtual reality and augmented reality has a huge
potential in this area as shown by Franceschi et al. (2009), Howard et al. (2021), and Eckert and Mower (2020) for VR, by
Abraham and Annuziata (2017) for AR, and by Stephen et al. (2019), for both VR and AR.

In the context of public speaking, Harris et al. (2002), Kahlon et al. (2019), and Farell et al. (2018), among others,
have shown the benefits of VR training.

A virtual environment with an interactive virtual audience, i.e. an audience providing non-verbal behaviour as
feedback (Chollet and Scherer, 2017 and Kang et al. 2016), allows speakers to practice in a situation very similar to that they
will be confronted to in real life. People can practice where, when, and as often as they need to increase their sense of
competence and be ready to hold a speech (Scheveneels et al. 2019, and Craske et al., 2014). Moreover, the training can be



progressive and controlled in terms of the number of audience members, their attitudes, etc. which leads to much more
efficient learning processes and a faster progression (Eckert and Mower, 2020).

In this context, Chollet and Scherer (2017) showed that VR training can improve speaking performances, when the
audience is interactive (Wortwein et al. 2015 and Goberman et al. 2011). The reactions of the audience can have a significant
impact on the speaker's emotions and performance. As already shown by Chollet et al. (2015), interactivity in VR is a major
ingredient in the training process. It is therefore essential to know if the users perceive the interactions in the virtual
environment as representative of reality and how each one is interpreted. Two dimensions in the context of emotion and
affect are especially important: the level of arousal and the emotional valence. As defined by Chollet et al. (2015), arousal
can be understood as an audience member's level of alertness, and valence corresponds to how positively or negatively the
audience member feels toward the speaker or the presentation. The authors tried to understand how users perceive virtual
audiences based on the nonverbal behaviour of their members, also named avatars in this digital context. They explored
which behaviours are relevant to be perceived by the speaker as expressing high or low arousal, and positive or negative
attitude in terms of arousal and valence.

The main goal of this paper is to validate a VR environment for public speaking training. Following Slater's
terminology (2003), we refer to two important concepts in VR: immersion and presence. Immersion stands for what the
technology delivers from an objective point of view or the objective level of sensory fidelity a VR system provides. Presence
is defined as the human reaction to immersion, i.e., the participant's subjective sense of being in the virtual place. It is the
observer’s sense of psychologically leaving their real location and feeling as if transported to a virtual environment (Weech et
al. 2019). Presence can affect the user’s performance (Nash et al. 2000).

Our first question is to investigate which attitudes the avatars must display and how people perceive the individual
members of the audience in terms of their states of arousal and valence.

Our second related question is linked to the level of reality used to represent the public. The characters in virtual
environments, i.e., avatars, are most often synthetic images. In some cases, photo-realistic representations are used but the
level of animation is then generally extremely limited. In this context, our second research question investigates whether the
use of fully rigged 3D photo-realistic models, i.e., with a skeleton we can animate, can significantly improve participant's
perception of avatar's arousal and valence or their confidence levels interpretation of the audience. The desire of this
comparison lies in the ease of making photo-realistic avatars. In our context, we can even think about a virtual environment
with virtual avatars who really look like the people who are supposed to be present in the real context.

Our last question is related to a more in-depth analysis of the quality of immersion and the feeling of presence. We
want to investigate whether the use of high-end or low-end headsets has an impact on the quality of immersion and the
feeling of presence. Due to its hardware limitations, the low-end headset is not expected to perform better in any way than the
high-end headset and the latest is often the preferred choice in terms of quality of immersion. One might ask why to compare
the two types of headsets. As explained in Amin et al. (2016), who compared the immersion between cardboard and Oculus
Rift headset, the answer lies in cost, ease of operations, and portability. A high-end headset is expensive, requires
professional technical operations, and is less mobile compared to cardboard (with its affordability (only a smartphone is
needed in addition to the cardboard) and its ease of use). This can make VR inaccessible for everyone or for mass diffusion (a
hundred people at the same time). If we can show that our results are similar in terms of the evaluation of valence and
arousal with both the low-end and high-end headsets, we can overcome the affordability and the mass diffusion problems,
and this, for a lower cost.

I1l. METHODOLOGY

We developed several environments in our lab for this research. The development platform is Unity 3D. The virtual
audience can be represented by 3D sketched avatars or by 3D photo-realistic models. The photo-realistic models are built
from photos of real people by our 3D artists. They are then rigged and animated by our 3D animators. The same animations
are available for both sketched and photo-realistic models. Each avatar can change its posture (forward, backward, neutral),
facial expression (smiling, frowning, eyebrows raised, neutral), and head movements (nod, shake, question, neutral). The
combination of all these features allows characters to display many attitudes. We defined different poses, facial postures, and
head movements representing more than 180 possibilities.

About 125 participants were contacted to take part in the study. This number was determined based on a power
analysis for statistical tests. After they had been given the definitions of valence and arousal, the participants were asked to
wear the headset (written at the beginning of the online questionnaire). The VR application contains a list of animations to be
watched. The 20 animated sequences were presented in an arbitrary order. Each participant had to watch each animation for
at least 15 seconds (the sequence repeated endlessly at the end of the 15 seconds until the participant moved on to the next
one). This ensured that each animation was played fully before switching to the next one. Moreover, the sequence restarted
as often as they needed. For each of the 20 animations, they answered (with their computer or smartphone) an online
questionnaire set up for this experiment. The participants had to remove the headset after each sequence in order to answer
the questionnaire. They were asked to assess the degree of arousal (7-point Likert scale from very low to very high) and
valence (seven-point Likert scale from very negative to very positive) as well as their confidence level for each of their
answers. They could also write down open-ended comments about the video they watched. After watching all the sequences
(post-immersion), participants answered (in the online questionnaire) some questions about the feeling experienced in the VR
environment.



The questionnaires was the Gatineau Presence Questionnaire (GPQ) (Laforest et al. 2016). We used the French-
Canadian version of the GPQ, which is a four-item questionnaire rated in percentage scale. As explained by Laforest et al.
(2016), the GPQ consists of four items: 1) the presence of being there, 2) appraising the experience as being real, 3) the
awareness of the virtual environment as being artificial, and 4) the feeling of being in the physical office instead of the virtual
environment”. We added a last question about the negative side effects of the immersion (i.e., cybersickness). At the end of
the experiment, participants completed the online questionnaire on socio-demographic data and reported any recent events
that could alter their perception

Our final goal is to create a full VR environment where a speaker can train his/her speaking skills in front of a
realistic and challenging audience. A statistical analysis is therefore conducted on the survey results. This allows us to
measure how participants feel towards the avatar and whether that feeling depends on the headset or the avatars used.
Furthermore, it allows us to select the most pertinent attitudes and 3D avatars, and to define which animations should be used
to represent faithfully a set of audience reactions for different degrees of arousal and valence.

IV. FINDINGS

Regarding our first question about the attitudes the avatars must display and how participants perceive them, our
study shows for each parameter (posture and hands, facial expression, and head movements) the associated level of valence
and arousal. Our results are coherent with Chollet’s work (2017) and we confirm their 2D findings in a 3D VR setting.
Furthermore, among the combinations of behaviour selected, we now have a library of avatar attitudes associated with some
levels of valence and arousal. For example, for the emotional valence, an avatar with an upright posture, the hands on top of
each other, a neutral facial expression, and who is nodding his head expresses the highest level of valence. At the opposite, an
avatar with a backward posture, the hands behind the head, frowning eyes, and who is shaking his head expresses the lowest
level of valence. For the level of arousal, an avatar with a backward posture, with elbows on the table, a smiling face, and
who is shaking his head expresses the highest level of arousal. On the contrary, an avatar with a forward posture, the hands
together, a neutral face and who is nodding the head, expresses the lowest level of arousal. Additional results were obtained
and will be discussed in the full paper. We observe that some gestures dominate other ones. For example, each time an avatar
shakes his head, it is perceived as a negative emotional valence and high level of arousal, regardless of the posture or facial
expression associated. Similarly, when the avatar nods his head, it is mostly perceived as a positive emotional valence.
Sometimes, it is perceived as neutral depending on the other parameters (posture and facial expression), but never negative as
expected as well. We also observe some links between valence and arousal. For example, if the emotional valence of the
avatar is perceived as positive or negative, the associated level of arousal is never low. It is not surprising because if the
avatar seems to agree or disagree with the participant, he should appear awake. Thanks to these results, we know which
sequences to choose to show a specific level of arousal and emotional valence.

Considering our second related question linked to the level of reality used to represent the public, there does not
seem to be any significant difference between the assessment of the emotional valence (respectively level of arousal) for
sketched avatars and photo-realistic avatars. It means that the attitudes of the avatars are perceived in the same way whatever
the quality of graphics used to represent them. However, it seems that the confidence level is improved when assessing the
level of valence and arousal for photo-realistic avatars. Indeed, the assessment of the confidence level when assessing the
emotional valence or the level of arousal shows fewer negative answers (corresponding to 1%, 2", and 3" levels of the Likert
scale) and more totally positive answers (corresponding to the 7™ level of the Likert scale). In conclusion, there is a positive
impact of using photo-realistic avatars. Indeed, while keeping the participants' judgment of valence and arousal unchanged,
the use of photo-realistic avatars improves the confidence level in their judgment. Based on the participant's comments, we
hypothesise that the use of photo-realistic avatars makes it easier for the participant to enter the avatar's attitudes. This seems
coherent with Seymour et al.'s results (2021) about trustworthiness and affinity with human-realistic avatars.

Regarding our last question about the quality of immersion and the feeling of presence, there does not seem to be
any significant difference between the assessment of the emotional valence using both headsets. It means that the emotional
valence is perceived in the same way whatever the quality of the headset used. However, for the level of arousal, it seems that
arousal is evaluated higher using the high-end headset. Indeed, we can see that the percentages of negative answers
(corresponding to 1%, 2", and 3" levels of the Likert scale) are higher for the low-end headset than for the high-end headset.
It means that the level of arousal is perceived higher when using the high-end headset. We hypothesise that it is due to the
more precise details (especially for the avatar's eyes) that can be seen through the high-end headset. As expected, the major
finding for this question is about the quality of immersion. Except for the level of artificiality, the quality of immersion
statistically increases when we compare these parameters (higher feeling of presence, higher level of realism and lower
spatial awareness (meaning that participants forgot more that they are in the actual room)) for participants who wore the low-
end headset compared to participants who wore the high-end headset.

V. CONCLUSIONS

This research is the first step of a long-term project. The final goal is to create a full VR environment where an user
will train his/her speaking skills in front of a realistic, challenging, and interactive audience. In this project, the focus is on
speaking skills, but the VR environment created can have many other applications to develop different business skills. The
first part, developed in this paper, aims to validate the emotional valence and level of arousal of the attitudes of a virtual



public through an experiment with 125 participants. A library of public attitudes corresponding to different levels of arousal
and valence has been created. Our experiment also shows the benefits of using low-end and high-end VR headsets, as well as
the use of photo-realistic public compared to sketched avatars

Based on the results of the present study related to the first part of the project, we will be able to address the question
of public speaking training. For the second part of the project, we have already created different virtual rooms where
participants will be invited to hold a presentation in front of a virtual audience. We have also started to work on automatic
methods based on statistical, machine learning, and natural language processing methods to implement real-time biofeedback
of the audience to the speaker's presentation.
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