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“All in all it’s just another brick in the wall”

Roger Waters






Abstract

Antoine PARTHOENS

Frost Accretion and Distribution in Heat Exchangers of
Refrigeration Systems, Accounting for Surface Wettability

Frost accretion in heat exchangers of refrigeration systems is a major issue involv-
ing energy consumption penalty in the heating or cooling devices. Numerous studies
try to suppress, or at least delay, this frost formation. Among them, the use of
(super-)hydrophobic coatings has shown encouraging results. The present thesis aims
at investigating one step further the use of such materials in a heat pump evaporator.

The first step is to understand the physical phenomena involved in such process. A
first classical heat pump has been built and has been highly instrumented, especially
around the evaporator. At this stage, the surface of the fins and tubes evaporator is
classical aluminum. It allows to get a very fine understanding of the frost problematic
in these devices. In parallel another test rig is set up, to understand how frost may
behave on superhydrophobic surfaces on elementary geometries, such as flat plates.
Beside the the physical phenomena observation, those test benches allow to build a
experimental data set.

Based on observations, new simulation models are implemented. A segment-by-
segment discretization is envisaged for the modeling of the evaporator. It allows to get
independent frost layers on each tubes, as observed during the experimental campaign.
An originality of this model is to account for the fin thermal conductivity, which is
determinant in the frost distribution through the device. For numerical robustness,
the model is implemented as a dynamic one. A modeling work is also conducted at
the surface scale. It accounts for major parameters impacting the macroscopic scale,
such as contact angles or roughness. The major objective of this model is to predict
the nucleation time (defined here as the time necessary, for a given surface, to be fully
covered by frost nuclei).

The next step is, still separately, to compare the measurement results to the model
predictions. At the evaporator scale, the results are compared for the refrigerant side
and for the air side in dry, wet or frosted conditions. This allows to successfully val-
idate the model and clearly underline the effect of the fin thermal conductivity. At
the surface scale, the same task is conducted, leading to the validation of the model.

As models can now be trusted, the ultimate step of the work is to merge them to
predict the performance of heat exchanger in frost conditions, with different surface
characteristics. The main result found there is that a real frost delay can be observed
compared to regular surfaces, only if the hydrophobic level is sufficiently high. Slightly
hydrophobic materials do not have any significant impact while superhydrophobic ones
are game changers.
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Résumé

Antoine PARTHOENS

Frost Accretion and Distribution in Heat Exchangers of
Refrigeration Systems, Accounting for Surface Wettability

L’accumulation de givre dans les échangeurs de chaleur des systémes de réfrigération
présente un probléme impliquant des pénalités énergétiques au niveau des machines de
climatisation. Un bon nombre d’études tente donc de diminuer, voire supprimer, cette
formation de givre. Parmi elles, 'utilisation de matériaux (super-)hydrophobes semble
montrer des résultats prometteurs. Cette thése a pour but d’investiguer 1'utilisation
de tels matériaux dans un évaporateur de pompe & chaleur.

La premiére étape est de comprendre les phénoménes physiques en jeu dans un tel
processus. Une pompe a chaleur & été construite et hautement instrumentée, prin-
cipalement autour de son évaporateur. A ce niveau, la surface de cet évaporateur
tubes et ailettes est de I'aluminium classique. Ceci permet une étude trés fine de la
formation de givre dans de tels composants. En paralléle, un banc est construit pour
comprendre la formation de givre sur des géométries simples présentant un caractére
hydrophobe. En plus de I'observation et la compréhension des phénomeénes, ces dis-
positifs permettent de construire une banque de données expérimentales.

Sur base des observations faites préalablement, différents modéles numériques sont
implémentés. Pour I’évaporateur, un modéle segment-par-segment est envisagé. Ceci
permet d’avoir une prédiction de givre indépendante pour chacun des tubes, comme
observé lors de la campagne d’essais. Une originalité apportée & ce modéle est la prise
en compte de la conductivité thermique des ailettes, qui se montrera déterminante
dans la répartition du givre au sein de I’échangeur. Pour augmenter la robustesse
numérique, ce modéle est dynamique. Un travail de modélisation est aussi réalisé
au niveau des phénoménes de surface. Ce dernier prend en compte des paramétres
majeurs comme l'angle de contact ou la rugosité de la surface. L’objectif premier
de ce modéle est de prédire le temps de nucléation (défini ici comme le temps néces-
saire pour couvrir totalement de nuclei une surface donnée). L’étape suivante est de
comparer les résultats des simulations avec les données expérimentales. A ’échelle de
I’évaporateur, la validation est appliquée du coté réfrigérant, ainsi que du coté air,
dans un régime sec, humide ou de givre. Cette étape permet de valider le modéle
et de souligner explicitement I'impact de la conductivité thermique des ailettes. Le
méme processus est suivi a ’échelle de la surface.

Les différents modéles étant validés, ils sont ensuite fusionnés afin de prédire les
performance d’un évaporateur avec un revétement plus ou moins hydrophobe. Le
résultat principal est qu’il faut une surface trés hydrophobe pour observer une réelle
différence au niveau de la formation de givre
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Chapter 1

Introduction

1.1 Energy Context and Heat Pump Technology

In the 19*" century, industrial revolution brought many technological advances and
energy consumption linked to it. Since that period, energy consumption and its im-
pact on the climate change has never decreased. Few decades ago, the explicit link
between the CO2 emissions and FEarth temperature increase was clearly exposed. For
the planet preservation and economic reasons (e.g. Oil Crisis, 1973), fossil fuels alter-
natives were investigated.

Each energy consuming sector must do specific efforts to decrease its own impact
and residential sector is one of them, representing a consequent part of the greenhouse
gas emissions in the atmosphere (13% in the USA in 2019 [2]). HVAC (Heating
Ventilation and Air-Conditioning) represents more than 50 % of the energy use in 2015
for houses of USA. If water heating and air-conditioning are added, it goes up to 73%
[1]. Even if the concept is much older (Peter von Rittinger, 1855-1857 [95]), since the
1990’s, the heat pump has established itself as the main alternative to fossil fuels-based
heating systems, thanks to the technology maturity, components’ improvement and
new generation refrigerants [109]. IEA states that in 2010, heat pumps represented
less than 3% of the purchasing for heating and hot water production. In 2019 the
shares grew up to nearly 5%. To meet the SDS Sustainable Development Scenario,
the share should rise up to 22% [35].

2011 2019 2030
% | @ Heat pumps: 3% @ Heat pumps: 4.9% @ Heat pumps: 22.1%
100
)
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2010 2012 2014 2016 2018 2025 2030
Fossil fuel-based equipment @ Conventional electric equipment District heat

@ Other renewables —and hydrogen- based @ Heat pumps

FI1GURE 1.1: Share of households purchasing heat pumps for heating
and hot water production in the Sustainable Development Scenario,
2010-2030 (North America, Europe and Northern Asia) [35]
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A heat pump is a device based on a vapor compression cycle relying on heat source
and heat sink. In its simple shape, it consists in four main components, namely the
compressor, the condenser, the expansion valve and the evaporator. The working
fluid, so called refrigerant, is running through a thermodynamic loop.

Compressor

compression

Condenser

-

Evaporator

—

liquefy

evaporate

expansion

Expansion valve

FIGURE 1.2: Working principle of a heat pump [30]

It aims at extracting energy from a heat source at a low temperature (evapora-
tion), to deliver it to a heat sink at a higher temperature (condensation). This can be
possible, paying the price of bringing to the system mechanical energy (compression)
through an electric compressor. While a traditional electrical heater delivers 1 unit
of heat for 1 unit of electricity consumed, the heat pumps device allows, for 1 unit of
electricity spent, to deliver more than 1 unit of heat. The ratio between the useful heat
transfer rate compared to the necessary electrical power (compressor and auxiliaries)
is called coefficient of performance (COP). Depending on the set-up and conditions,
normal values of COP range between 2 and 6. Combined to green electricity from
renewable sources, this system is a clean and efficient solution for building heating
and air-conditioning.

For the residential heat pumps heating and/or conditioning buildings, different
type of systems exist.

First, the heat pump can be reversible or not. When a machine is reversible, it
means that this only device can either heat the building up during cold days and cool
it down during hot periods. It only needs an additional expansion valve and flow di-
rection valves. Only a single compressor is required and the exchangers are the same
(they switch their role, depending on the mode).

Even if heat pump applications are numerous (electric car conditioning, clothes
dryer, building conditioning, industrial heat pumps,...) this thesis focuses on building
heating and cooling. In this specific context, heat pumps can differentiate, depending
on their heat source and sink. As shown in Figure 1.3, there are usually two kinds of
heat sinks (i.e. media used to exchange heat with the rooms). The first solution is
a hot water-loop'. This loop either directly runs through the floor or can be sent to

'For the sake of lightness, only heating mode is described. However, every concept can be trans-
posed in cooling mode
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convective devices (active or passive). The other common solution is to exchange the
condensing heat transfer rate with an air flow, pulsed to the room, directly or through
a duct network.

Water Air

HEAT | SINK

Heat Pump Systems
HEAT | SOURCE

Siifiss Air Geothermal Others
Water
Exhaust || Outside
Air Air Ground Water
Vertical Horizontal

FI1GURE 1.3: Heat pump classification regarding its heat source and
sink

The heat sources (i.e. media in which the system extracts the energy, at a low
temperature) are more varied. Even if Figure 1.3 is synthetic, plenty subsystems exist.
Significant reviewing work has been conducted by different authors. Some of them
are referenced here.

Heat pump devices can extract heat from surface level, such as lakes, rivers, oceans
[31, 60]. Their potential is interesting, however they are not available everywhere.
Another very common heat source is the air, which can either be from the outside
atmosphere or from the ventilation extraction [12, 71|. The advantage is that the
air is always available but its temperature can be very fluctuating, depending on
season and location. A different technology consists in harvesting energy from the
ground, through geothermal systems [55, 77, 80]. The main advantage is the deeper
the drilling the more constant and the hotter the temperature. The counterpart is
that the deeper the drilling, the more expensive. The aforementioned technologies are
the most widespread. However, other more exotic systems can be found.

Among those systems, the air source heat pump (ASHP) imposed itself on the
different markets. Figure 1.4 shows that from 2014 to 2025 proportion, the share of
ASHP in the US market is much larger than water and ground source systems.

In heat pump and air conditioning systems in general, while heat exchangers are
fed with air, they are the more often fed with humid air. This mixture exposes the
system to condensing and frosting issues, detailed in the very next section.
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8.6 10.4

2014 2016 2018 2020 2022 2024

Air Source Water Source Ground Source

FIGURE 1.4: US heat pump market size, by technology, 2014-2025
(USD Billion) [73]

1.2 Frost Problematic in Refrigeration

As seen in Figure 1.5, if the evaporation pressure is under a given value (respectively
2.9 and 8 bars for R134a and R410a), the refrigerant shows negative temperatures.
Depending on the air side conditions, it may lead to negative wall temperatures. If it
is under the air dew-point, a frost event may happen.
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FIGURE 1.5: T-s diagram of R134a (left) and R410a (right) with
different pressure levels

Frost formation can be a major problem in heat exchangers. Under certain con-
ditions, so-called frosting conditions, a frost layer can form on the heat exchanger
surface. This frost layer leads to a reduction of the cross-section area. Obviously, this
reduction then generates an increase in the pressure drop through the heat exchanger
and thus an increase in the electrical power delivered to the fans [86]. If the electrical
power delivered to the fans remains constant, the air flowrate flowing through the heat
exchanger decreases [13|. In extreme cases, the frost layer can create a full blockage of
air flow passages [99]. Frost layer also corresponds to an additional thermal resistance
that affects the exchanged heat transfer rate between the air stream and the refriger-
ant [103]. As a consequence, the evaporator energy performance will be affected by
the presence of frost and will ultimately decrease the performance of the heat pump.
Figure 1.6 illustrates the drop of heat transfer rate at the evaporator and the COP
decrease of a heat pump, due to frost formation. The experimental data sets have
been measured by respectively Yang et al. [102] and Yoo et al [105].
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FIGURE 1.6: Left : Total heat transfer rate (green) decrease as mass
of frost increases (blue). Experimental data from [102] - 2-column,
8-row fins and tubes heat exchanger - Right : heat pump COP (green)
decrease as the blockage ratio (BR) of the evaporator (blue) increases
[105] - fins and tubes heat exchanger

As the frost is a penalty, efforts are made to delay or suppress its appearance.
Based on the review work of Nawaz and Fricke |66], methods can be classified in
different categories.

Frost Mitigation in HEX

Active Passive
Upstream Air Treatment System Modification HEX Modification
Reduce Preheat Increase Vapor Add outside | | Adjust ref. Adjust Coating Fin type
Moisture airstream air flowrate injection heatsource | | distribution geometry on fin surf selection

F1GURE 1.7: Classification of the different frost mitigation techniques
in heat exchangers

Each of the methods listed in Figure 1.7 has their different strengths and draw-
backs. The reader interested may find a more detailed description of each method in
the dedicated review [66]. However, in the frame of this thesis, only the coating of the
exchanger surface is put into light. Indeed, the fast progress in the surface treatment
technologies places it as a very good candidate for the frost reduction. The system
is passive, shows moderate costs of implementation and still gives encouraging results.

More precise description of the interactions between water and coated surfaces
are detailed in the next section. But prior to that, a quick overview of frost growth

phenomenon is explained here.

A more exhaustive characterization is available in

the dedicated section of the thesis (see Chapter 3). The frosting process has several

different steps, as illustrated in Figure 1.8.
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FI1GURE 1.8: Different steps of frost development [85]

Depending on authors, different number of phases and names in the frost devel-
opment occur. Even if Table 1.1 is not exhaustive, it sums the nomenclature widely
found in the literature.

TABLE 1.1: Different frost growing phase, depending on authors

Source Phase 1 Phase 2 Phase 3 Phase 4

[85] Droplet conden- Solidified  lig- Frost layer Frost layer full

sation period uid tip-growth growth period growth period
period

[87] Dropwise con- Solidified  lig- Densification -
densation uid tip-growth and bulk-
period period growth period

[29] Crystal growth Frost layer Frost layer full -
period growth period growth period

In the frame of this thesis, two main stages are considered. It is not a study focused
on very specific stages of frost formation, meaning that two stages are consistent
enough for the given context. The first stage is the early stage or nucleation phase.
Microscopically it corresponds to the period between the dry surface and completely
covered surface. The second stage is the frost growth period, corresponding to the
process of frost formation during which the substrate has no more impact because it
is already covered by frost.

| | SUBSTRATE [ FROST

A

EARLY STAGE / NUCLEATION FROST GROWTH
TIME

F1GURE 1.9: Different steps of frost development for the actual thesis

Therefore, delaying the frost apparition using hydrophobic coatings would corre-
spond to the extension of the nucleation phase. As for the frost growth phase the
substrate is not reachable, the hydrophobic effect disappears, leading to classical frost
evolution. A special dedication to the early stage phase is made in this work.
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1.3 Condensing on Specific Surfaces

Since ever, nature has evolved to take advantage of its environment. One key element
for living beings is to correctly manage water, accordingly to its needs. The most
famous example is the lotus leaf, showing water repelling characteristics. As water
rolls on the leave, it allows it to easily eliminate dirt, stay dry and prevent from rotting.

On the other side, nature has to face very dry climates such as in deserts. However,
life manages to survive by developing specific tricks to catch the very low humidity in
the air. Jiu et al [37]| explained that cactus collects fog in the air thanks to different
mechanisms. Combining specific geometry of spines and surface with microgrooves,
an advantageous Laplace pressure gradient and surface energy gradient, cactus drives
humidity from air to its core for its absorption.

Sub-microgrooves

Smaller roughness Larger roughness

FIGURE 1.10: Mechanism of the fog collection on the cactus [37]

In the same order of ideas, Namb desert beetle has a very specific back. Parker and
Lawrence [4] explain that alternating specific hydrophobic and hydrophilic patterns,
fog can be collected by the animal and brought to its mouth, even in the dry, hot and
windy climate of Namibian desert.

In the light of this, scientists get inspired from nature to develop artificial coatings.
Biomimetics allows to reach high performance surfaces, as reviewed by Yue et al. [107].

The applications of such surfaces are very diversified. In aeronautics, aircrafts face
very cold and humid environment. Humidity from the air freezes on the plane, modi-
fying stall speed, increasing the global fuel consumption [8]. Recently, Laroche et al.
[8] and Belaud et al. [46] developed promising materials to decrease this problematic.

The same problematic could be transposed for wind turbines. Indeed, because of
ice, performance may decrease, but more impotently, an imbalance between blades
can be observed, leading to degradation of the device [70]. Coating technologies may
also prevent such undesired effects.

A different usage of such materials, as for the lotus leaf, may be found for surface
cleaning. Showing hydrophobic properties, walls or glasses will repel water droplets
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FIGURE 1.11: Inspiration from nature to develop efficient surfaces
[107]

which are catching impurities, leaving a clean and healthy surface [72].

Even if the previous list is not exhaustive, the last application presented here is the
application of coatings in heat exchangers. As detailed before, frost decreases their
performance. Benefiting of such surface features may enhance the characteristics of
the device. A more detailed investigation about it is detailed in this thesis.

To have a better understanding of the physics behind the special surfaces, general
considerations are recalled here. As seen before, a given surface may have different
affinity with water. This affinity, also called wettability, depends on its surface energy
on one side and on its structure on the other side.

First, a perfectly smooth surface is considered. Its affinity with water then only de-
pends on its surface energy. In the core of materials, atoms have generally a balanced
set of bounds as they are surrounded by other atoms of the same nature. However,
at its surface it is not the case. There are atoms willing to interact with their sur-
rounding to create bounds and minimize their energy. If the interactions are strong,
meaning that it has a high surface energy, it will easily attract water. Oppositely, if
it has a low surface energy, it will not attract water very much.

Microscopically, the criteria to measure the hydrophobic nature is the contact
angle 0, illustrated Figure 1.12. A surface is considered as hydrophilic (attracted by
water) if its static contact angle 6 is smaller than 90°. On the other side, if 0 is larger
than 90°, it is considered as hydrophobic (repelling water).
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FIGURE 1.12: Static contact angle (left), dynamic angles (right)

Young established an equilibrium relation between the different surface tensions
and the static contact angle for a droplet on an ideal homogeneous and smooth surface:

cos(f) = gV~ 95L (1.1)
oLV
Dynamic angles can also be defined, as shown in Figure 1.12 (right). The hysteresis
angle is defined as the difference between the advancing and receding contact angles.
A surface is considered as superhydrophobic if it shows a static contact angle greater
than 150° and an hysteresis angle smaller than 10° [45]. Finally, the roll-off angle is
defined as the angle of tilted surface at which a water drop starts to roll.

The previously defined contact angles, only depend on the surface energy if the
surface is perfectly smooth. However, if surface shows some roughness, it will impact
the apparent contact angles. The nature hydrophilic or hydrophobic is accentuated
when increasing the roughness [82]. Basically, two main approaches are often con-
sidered. First there is the Wanzel model in which the drop penetrates the asperities
as shown in Figure 1.13. The apparent contact angle is therefore accentuated by a
roughness factor in the following way:

cos(8") = r - cos(h) (1.2)

where " is the apparent contact angle and  is the roughness factor defined as:

r= (1.3)

As r is bigger than 1, if 6 is smaller than 90° (hydrophillic situation), the apparent
angle 60* will be smaller. In an opposite way, if 6 is bigger than 90°, with the roughness
factor, the apparent angle will be even more important leading to higher hydrophobic-
ity. It can be physically understood in the following way (hydrophobic case): as the
material fills asperities, the surface contact is increased. To avoid having a too large
contact surface between liquid and solid phases, the droplet will contract, increasing
its hydrophobic nature.

Wenzel Combined

FI1GURE 1.13: Wenzel, Cassie and combined model representation
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The other approach considering rugosity, is the one described by Cassie. It suggests
that the droplet stays completely on the top of the asperities, as shown in Figure 1.13.
It leads to the CassieBaxter model:

cos(09) = ¢ - cos(8) + (1 — @) - cos(Buir) (1.4)

¢ being the fraction of solid compared to pores. Considering 0,;, = 180° [74], Eq.(1.4)

becomes:
cos(0%) = ¢ - (cos(0) + 1) — 1 (1.5)

It is then possible to consider a hybrid situation (Figure 1.13) combining Eq.(1.2) and
Eq.(1.4), leading to the more general model:

cos(0") = ¢ - (r- (cos(h) +1) — 1 (1.6)

The above-mentioned models are the more famous ones, but there are others that
have been developed.

As the ultimate goal is to delay frost, the focus is mainly set on surfaces showing
hydrophobic characteristics. To understand the condensation and frost apparition on
surface, lots of authors have experimentally studied the interactions between water
and coated surfaces. A lot of them deeply consider very fundamental concepts such as
the droplet structures or how a given droplet solidifies, regarding the coating [15, 51,
67, 92, 97, 108]. The precise phenomenon described in the above-mentioned publica-
tions are very insightful. However, their fundamental nature may be too specific for
the present thesis. Nevertheless, studies also show, explicitly quantify and correlate
the frost delay with the surface. Thanks to luminance meter technique Kim et al. [42]
showed the direct frost retardation rate increasing with the static contact angle, going
from 75 to 150°. On their side, Orbeli et al. [67] linked the rugosity characteristic
size to the freezing delay. According to them, if the ice repelling is sought, it would
be better to consider small size rugosity. Liu et al. [54] and Wang et al. [94] mea-
sured frost thickness as a function of time under natural convection. Both compared
hydrophilic and nearly superhydrophobic materials, showing a clear advantage for the
latter.
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FIGURE 1.14: Frost thicknesses vs. time - Left [54] : Static CA 62
and 172°- Right [94] : Static CA 62 and 147°

The non-exhaustive surface investigations listed above show a direct link between
the surface characteristic and the frost apparition. The objective here is to under-
stand and describe nucleation at a scale which is sufficiently low to account for the
substrate characteristics in a physical way but which is also sufficiently high to show
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a significant impact at a macroscopic level.

1.4 Evaporator Characterization Under Frost Conditions

Frost formation in heat exchangers is not a new topic. Many authors already described
uncoated devices. First, experimental investigations are necessary to observe behavior
of systems showing frost accumulation. Based on the interpretation of the observed
physical phenomena, equations are implemented to obtain numerical tools used to
predict and design systems in such conditions.

1.4.1 Evaporator Experiments

As frost appears within the evaporator, its direct measurement is something complex.
The available information is, in general, obtained via other quantities measurement.
The easiest and still explicit evidence of frost accumulation is the progressive increase
of pressure drop on the air side [18, 27, 49, 62|. Other indicators may also be inter-
preted as the presence of frost, such as refrigerant evaporating pressure or total heat
transfer rate decrease.

If there is a willing to get a more precise characterization of frost, more specific
studies are realized. For instance, Breque [11] studied a vehicle heat pump evaporator,
remotely from the complete system. It allows to get a more comfortable access to some
measurements such as mass or thickness measurement. The drawback of this system is
that frost formation is investigated independently from the global heat pump behavior.

In the present thesis, a special dedication is brought to the frost measurement
techniques but keeping the system as close as possible from the original one.

1.4.2 Evaporator Modeling

Many authors |18, 36, 43, 58, 63, 98, 103] developed different model of frost and of
frost formation in the frame of heat exchanger devices. The different types of models
are recalled in Section 3.2. Basically, the more precise the model, the more computa-
tional resource needed. However, relatively simple models, as described in the present
thesis, can lead to satisfying prediction results.

A novelty in this thesis is to account for the fin thermal conductivity in the nu-
merical models. Even if it is not new in heat exchangers without frost apparition |52,
75, 79, 83|, from the best author’s knwoledge, it is a first time that this phenomenon
is accounted in heat exchangers with frost formation. It is seen in this work that it
has a capital importance in the frost distribution predictions.

The other major contribution of this thesis is to consider surface phenomena at the
exchanger scale. Indeed, as previously said, different work previously cited account
for hydrophobic surfaces in the exchanger, but only in the frame of experimental
works. The goal here is to merge surface modeling with macroscopic description of
the evaporator. The ultimate result of the present thesis is then an efficient model of
heat exchanger submitted to frost conditions, accounting for the surface wettability
and fin thermal conductivity.
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1.5 Thesis Objectives

The ultimate objective of the present thesis is to merge the macroscopic world of the
heat exchanger and the surface world, to bring a new dimension in the frost modeling
in such devices. This will allow to account for surface wettability and quantify the
performance evolution in the simulation predictions.

Obviously, an add-on brought with this thesis is the surface models and nucleation
phase description in the modeling of heat exchangers, which is, to the best author’s
knowledge, a world premiere. Furthermore, thanks to a deep experimental study, addi-
tional phenomena are brought to the existing models, such as fin thermal conductivity.

The thesis contribution is illustrated in Figure 1.15.

SURFACE SCALE MACROSCOPIC SCALE

Fin thermal
conductivity in

Frost in HEX
: HEX
Nucleation on =
specific coatings Frosted HEX w/
roste W,

fin thermal
conductivity

EXPERIMENTAL EXPERIMENTAL
MODELING MODELING
MULTISCALE

Frosted HEX accounting
for fin thermal
conductivity and
wettability

MODELING (_ Jthesis major contributions

FIGURE 1.15: Thesis Contribution

1.6 Manuscript Overview

This manuscript is organized in six different chapters :

e Chapter 1 - Introduction :
The first chapter, presented here above is an introduction to the problematic
tackled in the present thesis. First, it explains the energy context and heat
pump technology. Then, in a general way, the frost problematic in refrigeration
system is introduced. To decrease this issue, the method investigated is the use
of hydrophobic coatings. In this context an introduction to the behaviors and
physics of such material is presented. This introduction is concluded with the
frosted evaporator characterization in literature, followed by the thesis objectives

e Chapter 2 - Experimental investigations :
The second chapter focuses on the experimental investigations involved in the
frame of the present thesis. The main objective is to get a data set and an
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understanding of the physical behaviors before writing simulation models. This
chapter is split into two main sections. The first one focuses on the study of a
highly instrumented heat pump submitted to frost in its evaporator. Innovative
techniques are implemented to get a better overview of the frost formation within
this device. The second section focuses on more fundamental study of frost
accretion on bare and superhydrophobic samples. The data gathered in this
chapter allows to feed and validate the simulation models

e Chapter 3 - Modeling developments :

The third chapter presents the different simulation models. As for the previous
one, it is split in two sections, dedicated to the modeling of the evaporator and
to the surface phenomena, respectively. The evaporator model is an innovative
tube-by-tube discretization. This configuration allows to manage frost modeling
on each tube independently. Furthermore, beside classical considerations, fin
thermal conductivity is accounted in this model. Regarding the surface models,
it considers basic phenomena of nucleation, allowing to account for the surface
contact angle, roughness and tilt. Even if not performed in this chapter, the
ultimate goal is to merge both, evaporator and surface, models.

e Chapter 4 - Experimental validation :
The fourth chapter focuses on the tuning of different empirical parameters to
validate the simulation results by the means of the experimental data. Once
more, this chapter is split into evaporator and surface dimensions. This chapter
allows to have a clear overview of the different results and to acknowledge the
validity of the different models.

e Chapter 5 - Multiscale merge :
In this fifth chapter, the evaporator and surface models are merged. Here,
only numerical simulations are considered. The objective is to quantify the the
impact of a hydrophobic coating on the frost deposition in the evaporator and
so its performance.

e Chapter 6 - Conclusions :
The last chapters allows to get an overview of the results brought by this thesis
and give some perspectives for further works on this topic.
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Chapter 2

Experimental Investigations

2.1 Introduction

The experimental investigations contributes to two main aspects. First, they give
the opportunity to observe the physical phenomena involved in a given process. This
provides the materials mandatory to initiate a good modeling approach. Then, data
is recorded throughout the different tests feeding the aforementioned models. Fur-
thermore, the data is mandatory for the validation of the different models.

Section 2.2 is dedicated to conduct a deep study of the evaporator of a heat pump.
In a first time, the test rig and the data monitoring setup are presented. The ac-
cent is put on innovative systems such as a differential mass measurement system to
obtain a very accurate value of the amount of frost present in the system. Further-
more an image treatment is implemented to record the frost thickness in the device.
Then, the results recorded in the experimental campaign are detailed and commented.

The next investigation is detailed in Section 2.3. It focuses on the other test
bench facility dedicated to the investigation of nucleation on different surfaces showing
different hydrophobicity, with static contact angles going from 90° to 162°. First, the
setup is described. Then, two different criteria are developed, based on numerical
image treatments to obtain a quantitative criterion determining the nucleation phase
duration. The testing campaign defined by the study of the different surfaces in
different conditions is conducted and commented here.

2.2 Heat pump facility

One of the test-rigs considered in the frame of the thesis is a fully monitored heat
pump. This specific heat pump was firstly designed for being an exhaust air heat
pump in residential buildings. Suffering from frost formation issues, it revealed to be
a good candidate for the present study. This specific machine is conceived to be fed
by nominal air flowrate of 200 m3/h between 15 and 20°C, having a nominal heating
capacity of 1500 W and a nominal COP of 3.4.

2.2.1 Test-rig description

This heat pump is however built for the purpose of specifically study frost formation
on its evaporator with less concern about the other components performance. It
shows a conventional architecture, as seen in Figure 2.1, and works with HFC-R134a
(1,1,1,2-Tetrafluoroethane) as working fluid.
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FIGURE 2.1: Architecture of the studied heat pump

The condenser (cd) is a brazed-plate heat exchanger. It is cooled down with tap
water with its temperature imposed by the network. Typical steady state tempera-
tures vary between 10 and 18 °C depending on the season. Nevertheless, the water
mass flowrate can be tuned. The refrigerant at the exhaust of the condenser is con-
nected to a liquid tank (1t), ensuring the liquid saturated state of the refrigerant at
the liquid tank exhaust. The fluid is then expanded in an thermostatic expansion
valve (exv). The low pressure refrigerant is then driven to the evaporator (ev). This
exchanger has a tubes and fins configuration. A more important focus is dedicated
to this componant later on. The refrigerant vapor is finally pressurized by a constant
speed rolling piston compressor (cp) of 2300 W to close the loop. The mass of refrig-
erant in the circuit is about 1.7 kg. This quantity has been chosen with a rule of the
thumb and tuned while running for the first time, to obtain a good subcooling level.

TABLE 2.1: Main components and fluids of the test rig.

Component Type Model/Brand Comment
Working fluid HFC R134a n.a.
Heat source fluid Air n.a. T and RH controlled
Heat sink fluid Water n.a. Tap water
Compressor (cp) Rolling piston  Tecumseh RK5512Y Constant speed
Condenser (cd) Brazed Plates Alpha Laval n.a.
Liquid tank (1t) Vertical tank n.a. Volume = 0.7L
Expension valve(exv)  Thermostatic Danfoss n.a.
Evaporator (ev) Fins and tubes EuroCoil Visual access

As evoked before, the evaporator is a tubes and fins heat exchanger. The tubes
show a staggered configuration.
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FIGURE 2.2: Pictures of the evaporator

As seen in Figure 2.2, the refrigerant is split in three distinct channels. Those
correspond to three vertical zones of the coil. The fluid is evaporated independently
in each zone. The superheated vapor of each circuit is then driven to a collector,
mixed together and brought back to a single pipe. The pipes are made of copper and
the fins of aluminum.

As the ultimate objective is to study frost, the outer metallic casing of the ex-
changer has been replaced by transparent polymer plates, to have a visual access on
the top and bottom tubes (Figure 2.3). The geometrical characteristics of the coil are
summarized in Table 2.2.

4

FI1GURE 2.3: Polymer casing of the evaporator

The heat necessary to vaporize the refrigerant is extracted from humid air. The
objective is to emulate stale air from building ventilation. To do so, pressurized air
at 4.2 bar from a 75 kW air compressor is available at the laboratory. The air is
then dried out in a dryer before being expanded. A cooling coil has as objective to
cool down and dry the air flux even more. As a result, air at about -5°C and 5%
relative humidity is available for a maximum volumetric flowrate of 250 m?/h. From
this point, the mass flowrate, temperature and humidity need to be tuned, to fit the
desired conditions.
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TABLE 2.2: Geometrical characteristics of the evaporator.

Characteristic Value | Characteristic Value
Width 0.28 m | Fin pitch 2 mm
Height 0.31 m | Exchange area (refrigerant side) 0.36 m?
Depth 0.11 m | Exchange area (air side) 7 m?

Nbr of rows 12 Distance between tubes (horizontal) 22 mm
Nbr of columns 4 Distance between tubes (vertical) 26 mm
Nbr of fins 140 Tube external diameter 10 mm
Fin thickness 0.2 mm | Tube internal diameter 8.5 mm

To obtain the desired air stream conditions, three different lines are controlled
(Figure 2.4):

e the flowrate can be tuned with a by-pass valve. It allows to set a leakage level
to reject the unwanted part of the stream to the atmosphere;

e the air temperature, with three electrical resistances : two 1.2 kW constant
power, and one adjustable 1.5 kW power, tuned with a PID controller;

e the humidity, by injecting a controlled amount of high pressure steam in the air
flow.

[DP |  flexible pipe
cp,

o
<] l
RH|T (9%) T (9%) F.F T (5x) RH
° Il‘igg
AN by-pass ®  electrical  steam

resistances_injection

Cold and | AW\ <@

dry air [
T (5x) m

FIGURE 2.4: Set-up scheme of the test bench (top view)

This air flow is then injected to an insulated box containing the compressor to cool
it down. It finally goes through a divergent, the evaporator and then a convergent.
The divergent and convergent aim at uniforming the flow as much as possible. They
are illustrated in Figure 2.5.

2.2.2 Data monitoring

Thermo-hydraulic measurements

As mentioned before, the heat pump is fully instrumented. Figures 2.1 and 2.4 show
all measurements key locations respectively on refrigerant and air loops.

For refrigerant pressure, piezoresistive sensors are involved. The mass flowrate of
refrigerant and water are measured with a Coriolis flow meter and a scale/chronometer
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FIGURE 2.5: Picture of divergent and convergent around the evapo-
rator

set, respectively.

All temperatures are measured with T-type thermocouples. In the air stream, the
temperatures are measured through grids of thermocouples, as shown in Figure 2.6.

FIGURE 2.6: Position of TC in circular duct (left up), rectangular
duct (left down). Picture of actual TC position in a rectangular duct
(right)

To measure the air mass flowrate, a differential pressure sensor is implemented at a
Trox bounds. However, this system needs a minimum length up and downstream the
measurement zone. It implies that the flowrate cannot be measured very close to the
heat pump, where the measurement matters. In between, many leakage sources are
present (resistances, duct connections, vapor injections,...). The actual air flowrate
passing through the heat exchanger is then overestimated. In case of a frosting event,
an additional pressure drop is added in the system, increasing the pressure and so the
leakages upstream and increasing this unwanted phenomena. A specific calibration
of the measured flowrate is conducted, varying artificially the pressure drop at the
exhaust of the evaporator with an iris damper, as illustrated in Figure 2.7.
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FIGURE 2.7: Air mass flowrate calibration setup

The iris damper emulates the pressure drops due to frost formation in the evap-
orator. It is assumed that between the heat pump and the calibraton device, the
leakages are negligible. From this setup, the following map can be drawn.
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FIGURE 2.8: Air flowrate calibration map

A calibration law is deduced which is function of the differential pressure of mea-
surement device and of evaporator additional pressure drop due to frost, to account
for leakages:

Vitgx = 42.4915+5.4- APiox — 0.0712- A Pyis — 0.0353- AP2_, +0.00012-AP2 . (2.1)

with AP« being the differential pressure of measurement device. It is to note that
this law is valid for flowrates between 75 and 260 m? /h.

To study air distribution, air speed velocity is recorded with a hot-wire anemome-
ter Testo 405i. It is worth noting that these measures are qualitative because of the
poor accuracy of the anemometer and more importantly because of the measurement
instability. A slight move of the sensor position can induce important differences.
However the measurements were repeated to increase accuracy.

Humidities are measured using capacitive-type humidity sensors. Only one up and
one downstream the heat pump are installed. Their positions are specifically chosen
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ensuring a good mixing of the air stream to measure representative data. Because
they represent a key element in the experimental investigations, specific calibration
steps are detailed here. First, the relative humidity is corrected regarding reference
atmospheric conditions, controlled with saturated aqueous solutions of inorganic salts.
Then, because of an absolute humidity deviation with temperature change, measure-
ments are also corrected regarding this point.

Humidity sensors are successively immersed in different sealed bottles. In each
bottle lies a different wetted salt or pure water, setting a known theoretical relative
humidity, based on Raoult’s law. The solutions used are KOH ,q), MgCly(aq), NaCl(,q)
and pure water, showing at 23°C and equilibrium, humidities of 8, 33, 75 and 100%,
respectively. Figure 2.9 (left) shows the measured relative humidity values before and
after the calibration. The maximal error of 5% is reduced to less then 2%, accuracy
of the sensor, at 23°C.

An additional deviation is noticed. The relative humidity sensors are installed in
an air flux showing a constant absolute humidity. Without injecting humidity, the air
temperature is artificially increased, thanks to the electrical resistances. The absolute
humidity computed based on the relative humidity and temperature measurements is
increasing as well, where it should not be. To fix it, a constant absolute humidity is
set and the temperature is tuned to different values between 5 and 35°C. The data at
23°C is considered as reliable and a calibration law is deduced. The 23°C temperature
is chosen because it is the temperature used for the previous calibration step and it

is close to the nominal temperature of the humidity sensor. The results are shown in
Figure 2.9 (right).
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FIGURE 2.9: RH calibration - use of moistened salts (left) and absolute
humidity calibration regarding temperature (right)

The calibration law is expressed as:

Weorrected = P0 + P1 * Treference + P2 - Tr2eference (2'2)

with pg, p1 and p2 being calibration coefficients and pg is computed as:

Po =w RH.... D1+ Tineas — P2 Tr%leas (2-3)

Ultimately, the relative humidity corrected is:

RHeorrected = 1.063 - RH — 0.0659 (2.4)

Weorrected
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Finally, the list of involved sensors in thermo-hydraulic measurements is detailed
in Table 2.3.

TABLE 2.3: List of sensors

Measure Brand/type Range Total error
Air T [°C] T type thermocouple -270 to 370°C 0.5K
RH [%]  S+S Regeltechnik KFTF-20-U 0-100% 2%
m [kg/s|]  Trox + Sensirion SDP1000L05  0-0.15kg/s 5% m.v
u [m/s| Testo 4051 0-30 m/s 3% m.v.
Ref T [°C] T type thermocouple -270 to 370°C 0.5K
P [bar] General Electric Druk 0-6 bar 0.5% m.v.
P [bar] General Electric Druk 0-16 bar 0.5% m.v.
1 [kg/s| Krohne Optimass3300c 0-0.125kg /s 0.1% m.v.
Wep [W] Extech 382100 0-1200 A 1% m.v. +0.08kW
m.v. : measured value

Mass measurement

As frost is the heart of the research, measuring its mass is a key element. The first
method, frequently met, is to express a mass and energy balance on the air side of the
evaporator. Knowing mass flowrate, humidities and temperatures at the supply and
exhaust of the evaporator, the frost and condensates mass can be deduced.

t
Myater,t = /0 My - (Wsu - Wex)dt (25)

The most natural method is to directly measure the mass, through a balance or
load cell setup. Intuitively, the evaporator should be weighted on its own. However,
this technique is not adopted here, because if frost accrates on the exchanger, the re-
frigerant condition is going to change. The actual refrigerant mass within the device
may then vary, introducing confusion in frost mass measurement. For this reason, the
whole set-up is weighted, as the quantity of refrigerant is constant.

The heat pump is mounted on a metallic frame and the air connection is made
of a flexible aluminum pipe allowing the lowest possible mechanical resistance. The
frame is weighted by the mean of a load cell, as shown in Figure 2.10.

load cell
insulated .
ev box counter-weight
cp .
: air
—_— flexible
pipe

FIGURE 2.10: Differential mass scale setup
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Here, a trick is used to unload the sensor. Indeed, the whole test bench set up
is around 65 kg. However, the frost quantity weighted is around maximum 1.5 kg.
The accuracy of a sensor of a maximum capacity above 65 kg would not be satisfying
to measure precise variations under 1 kg. As a consequence, the frame is fixed to a

beam, supporting a counter-weight on its opposite side, as shown in Figure 2.10 and
2.11.

beam pivot

s ‘ ” & —'3—7 .
A —
=== ey

3 —=ul_I¥ |
'{L,

FIGURE 2.11: Pictures of the test bench : (a) load cell - (b) beam -
(¢) heat pump - (d) counter wight

The beam lies on a vertical structure with a mechanical interaction as small as pos-
sible. The load cell, firmly clamped, is then connected to the beam (on the HP side).
In this way, the sensor range can be much smaller, as the installation weight is coun-
terbalanced. In other words, the sensor does not measure the absolute mass anymore,
but only the mass variations. Here, a 2-kg load cell is chosen, affording a 1-g precision.

For two reasons, the load cell is calibrated before each test :

e because an offset may be observed (not exactly at 0 g at the start of the test)
and this offset can be different for each test, due to external factors.

e the two incoming secondary fluids (water at condenser and air at the evaporator)
impose a force on the structure. This force depends on the involved flowrates
and may have a vertical component, directly impacting the load cell.

The procedure is to get the complete setup in steady state, with the compressor
off (to avoid any condensation or frost events). Then the the evaporator is loaded
with different calibrated weights of 50, 200, 500, 1000 and 1500 g. Then, a classical
calibration law is fitted and implemented in the data post treatment. Finally, the
calibration weights are removed, the compressor is turned on and the test begins. A
typical calibration is illustrated in Figure 2.12.

For this specific calibration, the fitting law is expressed as :

Mecalibrated = —30.23 +1.03 - Mmeasured — 1.98 - 1075 : m2 (26)

measured
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FIGURE 2.12: Load cell calibration

Optical measurement

As previously said, the refrigerant is split in three channels. In theory, the mass
flowrate should be split evenly in those circuits. However, for different reasons such
as manufacturing defaults, oil retention, etc. there can be a refrigerant misdistribu-
tion. A technique to quantify it would be to install three mass flowmeters, one for
each channel. However, it would disturb the cycle, add pressure drops and would be
expensive. Satisfying results are achieved using an infra-red camera FLIR E50. The
temperature distribution of the end-tips of the tubes into which flows the working fluid
can be captured. It allows to distinguish the superheated zone form the two-phase
zone. Considering the airflow evenly distributed, a large superheat zone is translated
by a lower refrigerant flowrate.

Regarding the frost distribution in the exchanger, as evaporator casing is partially
replaced by polymer plates, visual access is available at the top and bottom of the
device. To record the visual evolution, a GoPro Hero 5 Black camera is installed to
take snapshots every 30 seconds in 4000x3000 resolution in a linear way. A ruler is in
the frame to have a reference for the frost layer thickness.

2.2.3 Preliminary tests

Air flow distribution

An important preliminary measure is the air flow-rate distribution at supply and
exhaust of the evaporator in dry condition. Nine air speed measurement points are
considered, corresponding to the thermocouple positions (see Figure 2.6).
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FI1GURE 2.13: Air flowrate distribution map
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Those maps allow to perform weighted average for temperature up and down-
stream the exchanger. It is noticed that the evaporator tends to smooth the air
distribution.

The same exercise is conduced in frost conditions. The objective is to check how
the frost blockage affects the airflow distribution. Again, the ultimate objective is
to derive some trends and not quantitative results. As frost growth uniformly on
the exchanger width, the speeds are averaged on the width. Only the impact on the
vertical dimension is shown here.
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FIGURE 2.14: Air speed regarding the position and frost conditions

As seen and explained later in the thesis, the frost does not form uniformly on the
height and depth of the exchanger. Basically, the air enters the evaporator evenly on
the height, whatever the conditions. It underlines that the frost is principally present
at the back of the exchanger (it will be visually validated later). Furthermore, the
downstream speed at the bottom of the exchanger clearly increases. This observation
indicates that frost forms principally on the upper part of the evaporator. The key
idea here is to show that even if frost accrates at the back of the exchanger, it does
not substantially impact the upstream flowrate.

Refrigerant distribution

As mentioned earlier, refrigerant may not be well distributed through the different
channels. It impacts the superheat proportion of the refrigerant in each circuit and
so, the frost growth for each portion of the exchanger.

Infrared pictures are shot at the first moments of a given test (i.e. when there is
no frost yet) and at the end of the test (i.e. when an important part of the exchanger
is frosted).

From Figure 2.15, 6 and 8 superheated tubes are counted for the top and bottom
part of the exchanger, respectively. This effect is even more accented while the evap-
orator is frosted with a total of 2 tubes superheated and 12 for the bottom part.



26 Chapter 2. Experimental Investigations
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FIGURE 2.16: IR pictures of the frosted evaporator

For some reasons, such as uneven pressure drops due to manufacturing defaults,
the refrigerant mass flowrate is smaller for the bottom part compared to the top of
the exchanger. As the two-phase zone is larger at the top, frost conditions are more
easily met. When frost grows, the upper air flowrate is deviated to the bottom part
of the exchanger, because of the cross section decrease due to frost. On the air side,
the heat exchange is then enhanced at the bottom part and deteriorated at the upper
part. A snowball effect takes place, increasing the superheated zone at the bottom of
the evaporator. This explains the results shown Figure 2.16.

2.2.4 Experimental campaign tests

Once the sensor calibrated and preliminary tests carried-out and analyzed, an experi-
mental campaign is conducted to learn about heat pump performance and investigate
frost development in the evaporator. As the compressor speed is constant, only sec-
ondary fluids conditions can be adjusted.

Heat pump condensers are important devices as they are the component exchang-
ing the useful heat for a heating system. However, it is not the focus of the present
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study, so any extensive study is dedicated to this component. The same flowrate and
temperature are kept, to keep this part of the cycle in the same condition and to avoid
adding an additional freedom variable to the system. The expansion valve as well is
tuned once before the tests and stays in the same configuration for the complete in-
vestigation.

Having constant speed for the compressor and condenser inputs allows to isolate
the evaporator behavior impact on the cycle.

The tests are separated in two main categories, namely dry and wet/frost condi-
tions tests. The first category corresponds to tests where the air supply conditions are
such that no condensation or frost event occurs. The system is then in perfect steady-
state conditions so the data can be time-averaged and balances can be successfully
conducted. Contrarily, even if supply conditions are kept constant, if frost accumu-
lates in the exchanger, working conditions are slowly but surely evolving, impacting
the complete cycle. Those conditions are defined as quasi-steady-state and temporal
evolution is studied.
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FIGURE 2.17: Visualization of the air supply conditions covered by
the experimental campaign.

Figure 2.17 shows the air conditions feeding the evaporator. Those are typical
values found in mini exhaust air heat pumps.

Dry conditions

As previously said, dry tests are steady-state, allowing to average the data. Here, a
minimum of 10-minute for the test window in stabilized conditions is taken for each
test.

First the thermal power balance on the condenser can be plotted (see Figure 2.18),
with measured heat transfer rate on the water and refrigerant sides, respectively.

Globally, the measured heat transfer rate difference is under 3%, which is within
the measurement device uncertainty. The uncertainty on the water side is very im-
portant. It is explained because the imposed mass flowrate is consequent, leading to
a small temperature difference. The uncertainty on this AT is then high. To decrease
this phenomenon, the mass flowrate should be increased. However, in the present
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FIGURE 2.18: Heat transfer rate balance on the condenser

context, the results are considered satisfying.

The same exercise is conducted for the evaporator. An additional focus is set to
increase the measurements quality. On the air side, the heat transfer rate is computed
in four different ways:

1. Temperatures at the bounds of the exchanger is an arithmetic average of the 9
temperatures, up and downstream;

2. Temperatures at the bounds are computed with a weighted average, based on
the air speed measurements, up and downstream;

3. Temperatures at the bounds are computed with a weighted average, based on
the upstream airspeed only, for the up and downstream temperatures;

4. Temperatures at the bounds are computed with a weighted average, based on
the downstream airspeed only, for the up and downstream temperatures.
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FIGURE 2.19: Heat transfer rate balance on the evaporator

Hopefully, the 4 ways of computation show similar results with an average devia-
tion of 1.65%, which is very satisfying, especially for a balance with a air flux. The
best measurements are for the "upstream-upstream" temperature average with a max-
imum and average deviation of 4.1 and 1.3%, respectively. This averaging technique
is then considered.

This being checked, the test-bench measurement can be considered as reliable.
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Wet /frost conditions

First, it is worth saying that no direct measurement system on the test bench can
distinguish the liquid condensates from frost deposition. However, indirect clues can
help to spot a frosting event.

In a first step, four representative tests are highlighted to study the evolution of
relevant quantities. The operating conditions of those tests are described in Table 2.4.

TABLE 2.4: Air operating conditions for the different representative
tests

Test Tair,su [OC] Wsu [gwater/kgair] Mair [ms/h]

Red 24 14 230
Blue 24 10 200
Purple 24 10 150
Green 16 6 230

The time evolution of the mass accumulation within the heat exchanger, pressure
drops and heat transfer rate on the air side are illustrated in Figures 2.20, 2.21 and
2.22, respectively. From there, different conclusions can be drawn.

First, the mass accumulation in the evaporator is shown in Figure 2.20, regarding
either the force sensor or humidity balance. The mass accumulation is either liquid
condensates, frost accumulation or a combination of both. The ascending part of the
curve corresponds to normal operation of the heat pump. At the maximum of the
curves, the compressor of the heat pump is shut down but the air flux is still imposed.
It leads to a defrost phase in the evaporator. A part of the water is collected in a
bucket through a drain at the bottom of the exchanger. This amount of water is
weighted with the complete set up, so it does not imply any variation in any measure-
ment technique. The mass decrease is due to water carried away by the air stream or
evaporated in the flux.

Then the pressure drops are displayed in Figure 2.21. It is a good indicator to
deduce the frost proportion compared to liquid condensates. An increase of pressure
drops followed by a plateau corresponds to a majority of liquid condensates in the
evaporator (Red) while a constant AP increase indicates frost accumulation (Green).
Obviously, a hybrid situation can be met (Purple).

Finally, the measured heat transfer rate is displayed in Figure 2.22, regarding ei-
ther the refrigerant side, or the air side using two different methods to compute the
latent load. First, the condensed water is computed using Eq.(2.5) based on humidity
balance. The second method is the integration of load cell measurement.
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The refrigerant side is taken as the reference, because the sensors involved are
much more accurate compared to the sensors involved on the air side, as seen Figure
2.19. Only the quasi-steady-state portions of the curves are represented, for clarity
reasons.

Despite a slight accuracy advantage for the load cell use, both techniques show
advantages and drawbacks. First, the pros for the use of humidity sensors (method
a) are exposed:

e Setup simplicity : it is intuitive and no complicated mechanical setup is needed.
For the mass measurement using the load cell, the test bench has to be hanged,
with a counterweight system. Moreover, the measurement of the air mass
flowrate as well as the supply humidity is compulsory anyway;

e No external perturbation can occur, unlike the weighting system which can sig-
nificantly deviates if anything touches it or if the setup is exposed to vibrations.

The advantages of the load cell (method b) are:

e Stability : looking at Figure 2.22, the measured power is more stable with
load cell, due to the independence of the air flow conditions for the latent load
computation;

e Measurement error : with humidity balance, a mass increment is measured at
each time step with its associated error. On a two hours test, all these errors
may be added, resulting in a global error relatively important. On the other
side, the total mass is recorded at each time step. The error is in this case not
cumulative;

e Accuracy : besides the error propagation, the amount of water measured relies
on either three sensors (2 RH and mass flowrate) for humidity balance and only
one for the load cell method. The global accuracy is then better for the load
sensor cell.

To sum-up, the load cell method is more complex to implement but shows better
accuracy compared to the humidity balance. In order to illustrate that, the Green
test is taken on its own and associated uncertainty is analyzed. First, the water mass
accumulation is studied. As evoked before, it can be liquid condensates, frost accre-
tion or both. In the case of liquid water, it rolls along fins by gravitational effect. It
is then driven to a bucket by means of a drain. Everything is weighted.

The most striking information in Figure 2.23 is the dramatic impact of uncertainty
accumulation implied by the humidity balance technique. For this specific test, after
2 hours time, a 35% deviation is observed, only staying in sensors deviation range.
For each time step, the uncertainty is relatively small implying that the measured
power is not that much impacted, as explained after. However, if the goal is to mea-
sure the total mass in the exchanger, the method a can present major issues. On the
other side, the mass measured with the load cells does not show any error in Figure
2.23. The accurate 2 kg-sensor shows a 1 g precision, so the uncertainty is not visible.
However, the measures do not show a perfectly smooth line. The whole heat pump is
weighted and vibrations are induced by the compressor. Yet, those are very limited
and does not impact the results.

Figure 2.24 shows the total powers for the Green test, measured by means of the
different techniques with their associated errors.
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FIGURE 2.24: Total power measured with different techniques and
associated uncertainties

As previously said, the refrigerant power is taken as the reference. Even if the
error is larger for the humidity balance compared to the load cell method, it is still
acceptable. To sum up, if the goal is to predict only powers involved in the evaporator,
the load cell is not a major ad-on, even if it is slightly more accurate. Nevertheless, if
the objective is to characterize the amount of condensates or frost deposition in the
exchanger, the load cell is a real improvement. The set-up being installed and more ac-
curate, the load cell method is the one chosen as the reference for the rest of this work.

As previously seen, frost can deteriorate the performance of the evaporator, and
thus, of the heat pump. Different quantities are plotted, regarding the total mass
of water accumulated in the evaporator in the following figures. The objective is to
obtain indirect clues to determine if the water condensates are in liquid form (wet)
or frosted (frost). Those appellations are set to characterize the main trends, but it
should not be forgotten that intermediate situations can be found.

Figure 2.25 reveals two different trends. The first trajectory is that the perfor-
mance indicators stay quasi-constant with the mass of water in the exchanger (wet).
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FIGURE 2.25: Refrigerant mass flowrate, heat power transfered in the
exchangers, pressure drop on the air side and refrigerant pressure in the
evaporator regarding the accumulated mass of water in the evaporator

It suggests the majority of this water is in liquid form. Liquid deposit on the tubes
and fins surface and rolls to a liquid receiver at the bottom of the exchanger. Once
the conditions are established, the system is steady state and the heat exchange is not

deteriorated with time.

On the other hand some test points show a different trajectory as far as mass accu-
mulates. Frost accumulation deteriorates the heat mass transfer because of two main
mechanism. First the air cross-section decreases, increasing pressure drops (Figure
2.25 bottom left), and decreasing the air mass flowrate. Secondly, it adds a thermal
resistance, decreasing the heat transfer between the air and the refrigerant. As the
heat transfer power rate deteriorates, the evaporating pressure decreases (Figure 2.25
bottom right). As a direct consequence, the refrigerant density decreases, implying
a decrease in the compressor internal flowrate. It induces a drop of refrigerant mass
flowrate in the cycle (Figure 2.25 top left) leading to a heat transfer rate reduction. It
is to underline that this trend is not linear. As all phenomena are feeding each other,

a snowball effect is observed.

The different figures suggest that more water can be accumulated in the wet situ-
ation compared to frost. It is explained because, first, tests can be longer, as there is
no frost to deteriorate the machine performance. Then, beside time and as illustrated
Figure 2.20, the rate of water condensation can be higher than for frost deposition.
It corresponds to higher air mass flowrate, leading to higher contact surface temper-
ature. The combination of high air flowrate an higher surface temperatures leads to
high condensation rates without frost event.
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Next, the results recorded by the camera are presented. It shots a frame every
30 seconds during the complete test. A ruler is installed next to the evaporator to
get a reference and measure the frost thickness. Obviously, only the top of the tubes
are available for this visual analysis. A camera is not installed at the bottom of the
exchanger. The main reason is that frost has never been observed in this region of
the device. It is explained because of the refrigerant distribution, as illustrated Figure
2.16.

From the four representative tests picked previously, extremes tests (i.e. com-
pletely wet and frosted) are chosen to show the visual results (Figure 2.26).
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FIGURE 2.26: Frost visualisation for Red test (left) and Green test
(right) through time

Even if the Red test in Figure 2.26 shows a much higher accumulation rate com-
pared to the Green one (see Figure 2.20), Figure 2.26 reveals no frost accretion, while
the Red does. From those simple observations, combined to the air pressure drops
analysis, it is easier to deduce if it is liquid water or frost. Unfortunately, it does not
allow to assert precisely the amount of each phase. This proportion depends on the
surface temperature, highly correlated with supply air temperature and flowrate.

Another fundamental result is illustrated here and representative for all the frost-
ing events is the way frost accrates. Intuitively, it could be thought frost would start
to grow at the air supply of the exchanger. Indeed, the humidity content is heavier
at the supply, and the refrigerant is at evaporating temperature (two-phase state)
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and not superheated. However, the frost is always observed on the tube the closest
to the air exhaust at first and it goes back up to the air supply through time. This
phenomenon will be explained by means of the model detailed in the next chapter.

Then, the frost thickness is evaluated for the four top tubes with the software
Imaged. Here, the ultimate goal is to measure the average frost thickness for a given
tube. To do so, a procedure is put in place to get that measurement with the software.
The different steps are illustrated Figures 2.27 and 2.28.
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FIGURE 2.27: Visualization of ImageJ tool - left : original image

sample - center : 8-bit binary image - right : distance map of the
image

The very first step is to set the scale, thanks to the ruler graduation and its cor-
responding pixel number. Then, the original picture is converted to a 8-bit binary
pictures, based on a given threshold level, automatically set by the software. It results
in a true black and white picture. From this picture a distance map is generated. It
does replace each pixel with a grey value, corresponding to the Euclidian distance
from the nearest black pixel. In this way, the pixel in the middle of each (frosted)
fin has a local maximum value corresponding to half of the total frosted fin thickness
and thus to the frost thickness (neglecting the aluminum thickness). From there, with
some specific manipulations, those middle pixels are isolated and analyzed.

selected zone to be analyzed 0-'

255
MN: 55407 Min: 0
Mean: 0.425 Max: 11
StdDev: 1.793 Mode: 0 (52147)
Value: 177 Count: 0

FIGURE 2.28: Visualization of ImageJ tool - left : middle pixels rep-
resenting the maximum value - right : histogram of gray value of the
selected zone
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From the recurrence and value of each of those pixels and from the distance/pixel
ratio, the average thickness of a selected area is deduced.

For clarity reasons, the measured thickness of only one test is represented in Figure
2.29. Numerical values of the complete dataset can be found in Appendix A.
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FIGURE 2.29: Experimental frost thickness through time on the differ-
ent tubes at the top of the evaporator (see Figure 2.26 for the nomen-
clature of the tubes).

The frost appearance order (from Tube I to 4, see Figure 2.26 for the nomencla-
ture) is underlined here with a 80 minutes delay between the frost deposition on first
and last tube. A saturation is observed for three tubes at 1 mm. It corresponds to a
visual frost blockage.

The information extracted from these observations are exploited in the model
validation, Chapter 4.
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2.3 Surface facility

To get one step further in the frost deposition analysis, a second test bench is built.
This particular setup allows the study of frost on very simple surfaces (i.e. flat hor-
izontal plates). The objective here is to test plates with different wettabilities in
controlled environment.

2.3.1 Test-rig description

The test-rig consists in a Plexiglas box with controlled environment and a thermo-
electric cell based on Peltier effect to cool the sample down.

Plexiglas T T
box I I NI distribution Q

—

RH grid

TﬁT y

| surface
|

hot wire
X anemometer

surface .
sample

|
thermoelectric cell
-pass electrical _ steam |

|
resistances_injection +-DC source

T (5x) m
FIGURE 2.30: Set-up scheme of the surface test bench

The air supply is from the same source as the heat-pump test-rig. The air tem-
perature and humidity are controlled in the same way. Here, the mass flowrate is not
very important. What is relevant to control and measure is the air speed on the plate.
To do so, a distribution grid is installed to uniform the air flux. Imposing a more or
less important flowrate directly impacts the air speed.

FIGURE 2.31: Pictures of the test-bench

In a first stage, the plate is cooled down with a thermoelectric cell Laird CP2-127-
10-L-RT-W4. However, as seen later on, this cell is not sufficiently efficient for the
present application. This is why in a second stage, a self cooled assembly system Laird
DA-075-12-02 is used. If AT stands for the temperature difference between the plate
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and its environment, the presents a maximum cooling capacity of 71 W for AT =0
and a AT = 42K for a null cooling capacity.

To record the frost accretion on the plate, pictures are taken from the top every
20 seconds. To prevent any disturbance from ambient light change (i.e. luminosity
change in the room because of weather conditions), an opaque tent is installed around
the test bench, as seen in Figure 2.31. A spotlight is installed inside it to provide the
luminosity necessary to the pictures shooting.

2.3.2 Data monitoring

A hot wire anemometer measures the speed at the leading edge of the sample before
each test. Four T-type thermocouples are installed in the box as shown in Figure 2.30.
The plate temperature is also measured with T-type contact thermocouples. For the
humidity, a sensor from Rotonic with the HF532 transmitter and HC2 probe is used.
It shows an accuracy of +0.8 %RH, £ 0.1 K, between 18 and 28 °C.

To shoot the frames, a Sony ILCE-6000 is employed. It shoots 6000x4000 pixels
pictures. It has been set in ISO250, /5.6 with an exposition time of 1/30 second.

Another measurement conducted, even if prior to any test, is the contact angles
of the samples. The Cam 200 contact angle meter from KSV Instrument ltd is used.

static

. A

advancing receding

FIGURE 2.32: Contact angle measurement device and typical pictures
taken for the static, advancing and receding contact angles

The pictures of the droplets are then analyzed with Attension Theta Software, to
determine the different contact angles of the samples.

2.3.3 Experimental campaign tests
First experimental campaign tests on coated samples

The first idea was to study samples from actual heat exchanger fin, to get the clos-
est match between the simple geometry and the evaporator as illustrated in Figure
2.33. Different coatings were applied to such samples, presenting static contact angles
between 69° and 115° and hysteresis angles between 20° and 57°. Obviously, these
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FicURE 2.33: Picture of the first sample, made from fin

coatings present hydrophilic or hydrophobic characteristics. However, no superhy-
drophobicity is considered at this stage.

Ultimately, the objective is to correlate the nucleation phase duration to the plate
temperature, air conditions and surface wettability. In a first time, a total of four
different tests are presented, whose conditions are summarized in Table 2.5.

TABLE 2.5: Operating conditions for the different tests on surface
samples

Test Tair,oo [OC] RHOO [%] u [II]/S] Twall 0 [°] ehysteresis [O]

1 14 82 0.2 -0.5 93 48
2 14 82 0.2 -5.5 115 60
3 14 82 0.2 -10.7 93 48
4 14 82 0.2 -7.2 115 60

Basically, the most hydrophobic coating is compared to the original aluminum fin
at different wall temperatures. Tests 1 and 2 (i.e. same conditions, different coating)
are compared to each other. Here, the exposed pictures correspond to three different
times (0, 10 and 20 minutes).

FIGURE 2.34: Pictures of bare (Test 1) and hydrophobic (Test 2)
plates for three different times
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As evoked in Section 2.3.2; a striking information is that the top of the pictures
present frost initiation while the bottom does not. It is due to a thermoelectric cell
default. The contact thermocouples confirmed an uneven temperature distribution
over the plate. However, without any accurate analysis based on image processing, it
can be seen that no obvious difference is noticed between the bare and coated plates.
This is confirmed with the comparison of Tests 3 and 4 in Figure 2.35.

Test 3

Test 4

FIGURE 2.35: Pictures of bare (Test 3) and hydrophobic (Test 4)
plates for three different times

Even if the plate temperature is lower for the non-treated plate compared to the
coated one (due to some operating issues), at first sight, more frost seems to accu-
mulates on the hydrophobic coating. It leads that, because of the relatively small
sampling surface (62x62 mm) and because of the holes in the plate, side effects are
important. However, beside those, no clear effect can be distinguished.

Based on these simple tests, conclusions are the following:

e Hydrophobic coatings showing a contact angle up to 115° do not show significant
impact on the frost formation delay. This information confirms the findings of
Hermes et al. [32] ;

e For small sample surfaces, a particular attention should be dedicated to side
effects ;

e Because of the corrugated shape of the fins, it is complex to correctly apply the
fin on the cooling plate, even with thermal paste ;

e Still because of the corrugations, a systematic image treatment is difficult to be
put in place, because of the random light reflections.
Second experimental campaign tests on coated samples

Based on the previous outcomes, a different approach is considered. First, a more reli-
able thermoelectric cell cools down the different samples. Then, even if it is slightly fur-
ther from the original exchanger fins, a perfectly plane and smooth sample is adopted.



2.3. Surface facility 41

It eliminates the main side effects, it facilitates the image treatment and it is easier
to apply on the cooling element. More importantly, a further step is made in the hy-
drophobicity, using a superhydrophobic paint from NTTAT called HIREC™ which
is a fluorine resin paint solvent (solvent-based). It shows a static contact angle of 162°
and a hysteresis angle of 9°. However, this paint is white, which implies a big differ-
ence compared to the aluminum color and a complexity to observe frost accumulation.

A numerical tool should be implemented to get a rigorous criterion to determine
if the plate is dry, in nucleation phase or frosted. It should be recalled here that the
objective of this experimental campaign is to measure the nucleation phase duration,
regarding the surface characteristics and atmospheric conditions. To do so, two dif-
ferent techniques are investigated in parallel.

The first technique is based on the so-called image subtraction. A picture is
nothing more than a matrix where each element represents a pixel. Considering
an additive color model, each pixel can be defined by its RGB (Red Green Blue)
combination where each color has an intensity between 0 and 255. If two pictures of
the same size (same number of pixels) are expressed in the RGB matrix convention,
those matrices can be subtracted. A subtraction illustration of two 4-pixel pictures is
illustrated in Figure 2.36.

H (0,0,255) (100,100,100)]7[(0,0,255) (100,100,100)“:[(0,0,0) (0,0,0) |[((n,o,zss) (100,100,100)]7[((255,0,0) (zss,zoo,zum”:[(255,0,255) (155,100,100)
( (

255,100,0)  (50,200,50) 255,100,0)  (50,200,50) (0,0,0) (0,0,0). 255,100,0)  (50,200,50) 255,100,0)  (255,0,200) (0,0,0) (205,100,150)

FIGURE 2.36: Illustration of image subtraction

Two pictures presenting the exact same pixels result in a null matrix (left) while
two different pictures result in a new colors one (right). Based on this technique, it
is possible to determine how different is a given picture compared to a reference one.
In the specific context of frost detection, it is then possible to take advantage of this.

First, the first frame of the perfectly dry plate is chosen as the reference. Then,
each frame (generated every 20 seconds in the present case) are compared to this ref-
erence. When liquid or ice nuclei start to appear, a difference is spotted, compared to
the dry reference. During all the nucleation phase, this difference increases. However,
at the time when the plate shows a uniform frost layer (end of the nucleation phase),
this difference stabilizes, as the color variation is very low. At this precise stage, the
nucleation phase is considered as over, leading to the frost growth phase. Figure 2.37
(left) illustrates the technique.

The RGB difference illustrated in the Figure 2.37 represents a double average.
First, the difference of all pixels considered are averaged for the Red, Green and
Blue matrices, respectively. Then, the mean of the three values found is taken. In
the present application, it is easily shown that in practice, the Red Blue and Green
matrices show the exact same trend. Averaging them does not imply any loss of
information.
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dry nucleation frost growtfl_ dry nucleation _ frost growth

RGB difference

Time Time

FIGURE 2.37: Illustration of the different frost formation phases, re-
garding the image subtraction technique (left) or the standard devia-
tion analysis (right)

To reinforce the nucleation period determination, an additional technique is im-
plemented. Still considering a picture as a RGB matrix, the objective is, for each
frame, to compute their standard deviation . When the sample is dry, it shows uni-
form color, and then a low standard deviation (in space). When a nucleation phase
starts, the colors become sparse implying a standard deviation increase. Finally, when
reaching a uniform frost layer, the uniform color map and o falls to low values again,
as shown in Figure 2.37 (right).

Two comments may be raised. First, the opaque tent is determinant in this tech-
nique, as a random shadow may completely change the color map of a picture and
then distort the results. Then, it is crucial to consider the outputs with a critical
analysis of the different pictures in parallel. The breaking point is only to quantify
and comfort the visual interpretation.

Two different tests have been picked to be analyzed intensively. The conditions
are exactly the same for the two tests, beside the plate temperature. The ambient
temperature and relative humidity are 18°C and 75%, respectively. The air speed is
negligible (natural convection) and the surface temperature is first set to -5°C and
to -11°C in a later time. The -11°C and -5°C is illustrated Figure 2.39 and 2.38,
respectively (see next page). The choice is to show a representative portion of the
aluminum and superhydrophobic samples at 0, 15, 30 and 45 minutes of the test. The
analyzed portion shows 600x600 pixels. The RGB difference and standard deviation
are then based on 3600 pixels for each sample.
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FIGURE 2.38: Pictures of the aluminum sample (left) and superhy-
drophobic HIREC™ (right) at -11°C
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FIGURE 2.39: Pictures of the aluminum sample (left) and superhy-
drophobic HIREC™ (right) at -5°C



2.3. Surface facility 45

The first comment is that the HIREC paint shows a white color. The color refer-
ence is then different from the aluminum and the frost formation is less marked.

For the -11°C case (Figure 2.38), frost formation occurs for both, aluminum and
superhydrophobic surface. In these conditions and for this plate temperature, the
superhydrophobicity does not allow to prevent frost. However, even at first sight, it is
possible to observe an appearance delay. Indeed, at ¢ = 15 minutes, the aluminum is
already covered with a uniform layer, while the superydrophobic plate is only covered
with some liquid droplets. The precise frost appearance shift is quantified later on,
with the previously presented tools.

The -5°C case is different. Both samples see liquid nucleation after 15 minutes.
For the aluminum, quite rapidly, the nuclei frost and soon turn into a uniform frost
layer. For the superhydrophobic coating, a coalescence of the droplets is observed.
The liquid droplets grow but do not freeze. It is seen later that even after a longer
time (over 2 hours), the nuclei stay at the liquid state.

With those two different tests, multiple physical phenomena are underlined:

e Humidity can turn in frost, without passing through the liquid state (aluminum
plate at -11°C) ;

e Humidity may condense into liquid droplet. In further times, those liquid nuclei
can freeze (aluminum plate at -5°C, superhydrophobic plate at -11°C) ;

e Humidity may condense into liquid droplets stay at the liquid state, whatever
the experiment length (superhydrophobic plate at -5°C) .

The physics behind those phenomena is detailed in Chapter 3. It is worth noticing
that, when the liquid droplets pop on the superhydrophobic coating, they are very
unstable and may roll for small tilt angles. Further investigations on vertical plates
should be investigated but are not part of the present thesis.

After qualitative observations, the tools described previously to determine the nu-
cleation phase duration are applied to the two tests. They are needed to quantify this
period but, it is important to remember that an analysis of the pictures must be car-
ried on in parallel. First, the test at -11°C is represented Figure 2.40. The normalized
difference between the different frames and the reference as well as the normalized
standard deviation o are represented for the two different substrates. Even if chaotic
variations can be noticed, trends conform to what is expected (see Figure 2.37) are
observed. Combined to the visual analysis, it is determined that the nucleation du-
ration is of 14 minutes for the aluminum and 29 minutes for the superhydrophobic
coating. A difference of 15 minutes (i.e. positive delay) is observed between the two
substrates. After this phase, the frost growth takes place and the frost deposition
rate is similar in both situations (as the coatings are fully covered). It is worth noting
that the "dry period" represented in Figure 2.37 is not noticeable here because it is
extremely short

The same exercise is conducted for the plate at -5°C in Figure 2.41. After about
40 minutes, the indicators stabilize for the aluminum plate. This period is longer
than the previous test, obviously because of the plate temperature difference. For the
superhydrophobic coating, they increase until the end of more than two hours test.
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FIGURE 2.41: Normalized frame difference (RGB) and standard de-
viation for aluminum and superhydrophobic coatings with relevant
pictures of the samples. Plate temperature = -5°C

Looking at the samples, it is explicit that droplets are liquid. The image difference
and standard deviation increase as the droplets grow and move. This example clearly
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shows that the image processing tool allows to determine the duration of the nucle-
ation phase.

A total of 12 tests (on both substrates) were conducted, in natural convection
context. The temperature and humidity are controlled to get an environment of 13
or 18°C and 75 or 90%, respectively. The results are presented Figure 2.42.
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FIGURE 2.42: Experimental results of the campaign test on aluminum

(top) and superhydrophobic coating (bottom). The discrete dots rep-

resent the actual experimental data while polygons are only interpo-
lation.

Three different modes are observed. First, the water vapor may condensate and
stay at liquid state during the complete test. It is reasonable to consider that it will
never freeze in this situation, considering the duration of each test over two hours.
Then, the humidity may condense in a first time to solidify then. Finally, the vapor
may directly turns from vapor to ice nuclei through a desublimation process.

The two substrates show those mechanisms in the same map position but the size
zones differ depending on the surface. Those phenomena can be classified as :

e Cold plate and dry air is favorable for desublimation ;
e Cold plate and humid air induces condensation followed by frost ;

e Warmer substrates will generate condensation and water droplets are likely to
stay liquid.
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Now, a differentiation between aluminum and superhydrophobic coating can be
evaluated. Globally, it is clearly seen that superhydrophobic coating induces a longer
nucleation phase (darker makers) and then a delay in the frost formation process
compared to aluminum. Where the latter shows no frost (red squares) for plate
temperatures around -5°C, for specific conditions, it is possible to decrease the tem-
perature down to -8°C. Those temperature ranges are typical temperatures met in
the evaporator of heat pumps. The present results then introduce a real interest of
superhydrophobic coating for this application.

Moreover, a second type of test has been realized in forced convection mode. How-
ever, because of the characteristics of the thermoelectric cell, it was not possible to
reach low temperatures when imposing an air speed which is not negligible. In this
context only one test at -5°C is envisaged, in conditions as close as possible compared
to the natural convection one. The air speed at the plate level was fluctuating between
1 and 1.3 m/s for a ambient temperature and humidity of 18°and 75%, respectively.
It has been found that for the aluminum plate, relatively naturally, the nucleation
phase was shorter (~16 minutes) compared to natural convection (~40 minutes). In
these conditions, the superhydrophobic substrates stay liquid in both cases.

Those results will allow to establish and validates different surface models, de-
scribed in the following chapter.

2.4 Summary and conclusions

This chapter aimed at describing two experimental facilities and at presenting the
results of the corresponding experimental campaigns.

The first facility allowed to precisely measure experimental performance of a heat
pump evaporator in either dry, wet or frost conditions. Innovative measuring tech-
niques such as differential mass system or picture analysis were implemented to get a
better understanding of frost behavior in such a device. Moreover, an infrared analysis
of the different tubes allowed to underline an imbalance in the refrigerant distribu-
tion through the exchanger. The different tools implemented lead to a high quality
experimental campaign determinant in the understanding of this evaporator in frost
conditions.

The second facility was a simpler setup dedicated to the measurement of nucle-
ation duration on different samples. The atmosphere and surface temperatures were
controlled and a camera took snapshots every 20 seconds. The initial idea was to take
fins of the evaporator as representative samples and apply them different hydrophobic
coatings. However different issues were met, the main one being that no considerable
difference in performance were measured between original fin showing a static contact
angle of 92° and hydrophobic coatings having static contact angles around 115°. It
has been decided to use a superhydrophobic coating (static contact angle of 162°) and
smooth surface to considerably decrease the edge effects. In order to have a rational
criterion to determine the end of nucleation phase, two numerical tools based on image
treatments were implemented. The results of the campaign showed a net benefit for
superhydrophobic coating with much larger nucleation period duration compared to
the bare sample, especially for hotter surface (between -8°C and -5°C).
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Chapter 3

Modeling Developments

3.1 Introduction

This third chapter focuses on the development of ad hoc modeling tools. As for the
previous chapter, this one is built up from two main bricks, namely the model of the
evaporator and the model of nucleation on hydrophobic surfaces.

Section 3.2 puts in equation the different physical phenomena observed in the
previous chapter at the evaporator level. Those equations rely on well known thermo-
physical and hydraulic principles. The chosen approach is dynamic model, showing a
tube-by-tube discretization, allowing to consider frost growth independently on each
tube. The frost modeling developed at this point is a classical method for standard
surfaces which does not account for the wettability of tubes and fins. A considerable
add-on is the consideration of fin thermal conductivity in the model.

Section 3.3, second part of the chapter, is dedicated to surface phenomena in the
nucleation period. First, basic principles of nucleation are recalled. Then the model-
ing method is detailed. It accounts for the wettability, the roughness, the inclination
of the surface and for the nuclei temperature based on a heat balance at the droplet
level. The ultimate objective of this modeling is to predict if the air humidity desub-
limates or condensates and in case of condensation event, to predict if the droplets
stay at liquid state or if they freeze. In case of solid droplets accumulating on the
surface, the model is able to determine how much time is necessary to cover a given
surface. This duration corresponds to the nucleation phase.

In this chapter, the results provided by the different models are not compared to
the experimental data, yet.

3.2 Evaporator modeling

3.2.1 A general approach
Geometrical definition

In a heat pump evaporator, in normal operation, the refrigerant shows an superheated
zone. The system is tuned to reach that state and prevent damaging the compres-
sor which generally cannot handle liquid. The well known e-NTU method cannot be
applied in its simplest shape in such conditions. Moreover, such a general approach
implies that frost properties are constant throughout the exchanger. A more detailed
technique is then implemented to increase the model accuracy.
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When working with discretization, several levels of detail exist. Certainly, the
most consistent is FEM/CFD modeling handling 3D finite-volumes, giving the best
predictions but paying an expensive price in calculation resources and implementa-
tion. Besides, 1D control-volumes modeling also gives very satisfying results. It can
be splitted in two approaches, namely constant energy control volumes and constant
surface control volumes. The former considers that each element of discretization
correspond to a constant heat transfer exchange between working fluids. It implies
a exchange surface area varying from cell to cell [20]. The latter works in the other
way around. The exchange surface area is fixed while the energy exchanged between
fluids vary from cell to cell.

Another classification consists in specifying the way cells are defined. Safraz et al.
[78] raised four usual techniques described in the literature.

............ lumped - - — - moving boundary

ref in
—_—

segment-by-segment

FIGURE 3.1: Different control volumes

From the most general to the most accurate, there are the lumped, the moving
boundary, the tube-by-tube and the segment-by-segment methods, illustrated in Fig-
ure 3.1.

A fixed surface area control volume is picked in the frame of this thesis. From
what has been observed in the experimental campaign, the choice made is a hybrid
control volume definition. For the majority of the exchanger, it is split tube-by-tube.
Indeed, what is observed on the air side is that frost appears on tubes in a sequential
way. The level of discretization should then be at least tube-by-tube to be consis-
tent. However, looking at a specific frosting tube, the frost grows in the same way on
its whole length. Going in a segment-by-segment approach is therefore unnecessary.
However, this is true if the considered tubes show the same state (two-phase or vapor)
throughout the whole tube. If not, for the specific tube where the transition happens,
a moving boundary is implemented to catch this specific case effects.

Even if the geometry can be chosen by the user, the specific geometry of the evap-
orator investigated in the experimental campaign is simulated. As a recall it is a 4-row
tubes and fins heat exchanger. It has 12 tubes on its height split in 3 independent
circuits. As mentioned previously, each cell of the model corresponds to one tube
and its corresponding fins, except for the refrigerant transitional tube where a moving
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boundary is imposed.
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FIGURE 3.2: Geometry and control volume definition of the evapora-
tor

General algorithm definition

The first idea was to develop a quasi-steady state model. Indeed, the working fluid
input state is considered constant. Only frost impacts the conditions through time,
but the rate of change is slow compared to the computation time-step. However, in-
creasing the complexity of the model, robustness issues popped-out. The best solution
found was to turn the model dynamic, with a wall thermal capacity.

The scheme of the general exchanger algorithm is graphically described in Figure
3.3.

The global idea is to have a heat transfer between the working fluids and the wall
separating them (i.e. the tubes). At the beginning of the simulation, the exchanger
is considered as hot, at the ambient temperature. The air and refrigerant flows are
exchanging a certain amount of energy due to the temperature difference. Cross fin
conductive heat transfer is also accounted in the model. A specific section is dedicated
for this phenomenon due to its particular interest in the frame of this thesis. From
the heat transfer algorithms, Qair, Qref and Qx’ﬁn are computed. Based on those
quantities, the wall temperature for the cell 4, j is updated, following the equation :

dTwall 1,j

.C
m dt

= Qref,i,j - Qair,i,j - Qx,ﬁn,i,j (31)

For a given cell, the wall temperature is considered uniform for the complete cell.
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Inputs (geometry, param., air and ref
supply conditions)

T,

walli,jt = Twall,i,j,t+1 l'_
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[ mC——— = Qreij = Ufinij = Qirij |

Fi1cUrE 3.3: Exchanger algorithm flowchart

3.2.2 Segment heat transfer development : refrigerant side

The resolution of the heat transfer between wall and refrigerant is rather classical.
The solver runs each cell sequentially, beginning from the refrigerant supply to finish
at the exhaust. The supply conditions of the cell n + 1 corresponds to the exhaust
conditions of the cell n.

As evoked previously, each cell corresponds to a complete tube, except for the
transition between two-phase and superheated phase. For each tube except one, the
fluid is then either completely in two-phase or completely superheated.

Two-phase tube

While boiling, the refrigerant temperature is considered constant. It only depends
on its pressure and considering a single tube, the pressure drops are small enough to
neglect a temperature glide. This specific case corresponds to a heat transfer between
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FIGURE 3.4: Refrigerant algorithm flowchart

two media at constant temperature. The classic heat transfer model is used.

Qref,i,j = Href,i,j : Aref,i,j ' (Twall,i,j - Tref,su,i,j) (32)

where Herij and Arerij are the heat transfer coefficient and the exchange surface
between wall and refrigerant, respectively.

Because of the exchanger geometry and more specifically the refrigerant split, the
mass flux is relatively low, going from about 80 to 40 kg/m?/s. Ma et al [56] conducted
a study for smooth horizontal tubes for low mass fluxes. Different correlations from
different authors are proposed and the one picked up for the model is the one from
Kandlikar [41]. This choice is made because this model fits well, especially for very
low mass fluxes. While refrigerant boiling, the correlation is based on two different
contributions, namely the convective and nucleate boiling terms.

H,

b2 0y 002 - (25 - Fr)% + Cy - Bo® - Fyy (3:3)
Href,L

where Co represents the convective number, Bo the boiling number, F'r the Froude
number F; fluid dependent correction factor and C; some constants. This correlation
directly depends on the refrigerant quality, updated at the supply of each tube. Be-
cause it is not the main purpose of the thesis, a more detailed development is available
in Appendix B.
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Superheated tube

In the superheated zone, the heat transfer between the refrigerant and the wall is
a semi-isothermal heat transfer. The well-known e-NTU methods is implemented to
compute the heat exchange.

Qref,i,j = €- Cref : (Twall,i,j - Tref,su,i,j) (34)
with
e =1—exp(—NTU,et) (3.5)
AU,
NTU,or = =2 (3.6)
ref

Clef being the refrigerant capacity flowrate in [W /K| and AU, the refrigerant heat
transfer conductance.

To determine AU, the heat transfer coefficient H,efsy is needed. It can be
deduced from the well known equation linking this coefficient to the Nusselt number:

Nu -k
Dy,

Href,SH = (37>
Nu is determined with the Dittus-Boelter equation from Incropera and Dewitt refer-
ence book [9]:
if Re >1ed4,

Nu = 0.023 - Re*/% . pr04 (3.8)

if Re < 2300,
Nu = 4.36 (3.9)

and a weighted average of Eq.(3.8) and Eq.(3.9) if Re is in between those values.

Transition

Transition tube is found while the refrigerant exhaust specific enthalpy is greater than
the vapor saturation specific enthalpy. When transition occurs, none of the method
described before can be applied on its own. The objective is to find the proportion of
the tube in two-phase state. The amount of energy needed is easily deduced, knowing
the saturation specific enthalpy:

Qref,i,j,part,QP = Mref . (href,sat - href,i,j,su) (310)

Knowing Qref’iJ’part’QP, the corresponding exchange surface (i.e. the proportion of the
tube) can be deduced, rearranging Eq.(3.2).

3.2.3 Segment heat transfer development : air side generalities

The air side shows higher complexity in the modeling. Indeed, depending on its supply
conditions and wall temperature, the moisture naturally present in the air may stay
at a vapor state, can condensate in a liquid form or can frost on the wall, involving
specific heat transfer considerations.

For sake of simplicity, without losing considerable accuracy, a given tube is con-
sidered entirely dry, wet or frosted. This assumption is confirmed by the experimental
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observations. In a first step, the regime definition is only based on the wall tempera-
ture and not on its nature (wettability)

walll] < posul] J
NO
1

A1 .
Wet or i+l
frost Dry or
i=0andj+1

[ Tywau,j < 0°C ]

YES v v NO [ Tair,su,i+1] Toir, ex,i,j ]

Frost Wet WDair,su,i+ 1,j — walr,ex,l,j
N

) NO
i=Niandj=N; |

YES

FIGURE 3.5: Air algorithm flowchart

3.2.4 Segment heat transfer development : air side in dry regime

The dry regime is the simplest to model. The objective is to describe the heat ex-
change between the air and the surface without any moisture condensation. The
exchange surface corresponds to the outer surface of tubes and the fins. The surface
temperature is considered as constant. However, if the assumption is good for the
tubes, it may not be the case for the fins where a temperature gradient takes place.
The trick put in place is to use a fin efficiency, to decrease the overall heat transfer
coeflicient.

As there is no condensation on the air side, as for the refrigerant, a classical e-NTU
method is implemented. The wall is also considered as isothermal, so same equations
as in Section 3.2.2 can be used. The only difference, as evoked before, is the presence
of fins, which was not the case on refrigerant side. It is expressed in the definition of
the global heat transfer coefficient AU.

AUy = (Atube + Aﬁns) * Nsurf - Hir (311)

with gt being the surface efficiency. It penalizes the heat transfer coeflicient to
account for the fact that the complete surface is not at the wall temperature. Accord-
ingly to VDI Heat Atlas [89], the surface efficiency is expressed as:

sur:]-_ (1 - n 12
ot =1 = 52 (1= 1) (312
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where ngy, is the fin efficiency, dependent on the fin and exchanger geometry. Still
from the VDI Heat Atlas, ng, can be defined like:

tanh(X
Nfin = )(() (3.13)
In dry conditions, Xi and Jacobi [98] expressed X in the following way:
X =kK- M (3.14)

2
Liin height being the fin height and «

o — \/ Hair - (B/cp) (3.15)

kﬁn : Lﬁn,thick/2

( being a linearization parameter. The ratio §/¢, is chosen to be taken equal to 1.3.
In [98] this value is taken for air between -20°C and 0°C and relative humidity be-
tween 0% and 80%. In those conditions, condensation or frost often occurs. However,
as seen later on, this value shows still good results for dry conditions with positive
temperatures.

The heat transfer coefficient H,;, is determined with the Youn and Kim researches
[106] on airside performance of exchangers having staggered fins. The Eq.(3.7) is still
valid on the air side. However the Nusselt number is expressed as :

Nu=j-Re- Pr/3 (3.16)

with j being an empirical coefficient dependent of the geometry of the exchanger.

3.2.5 Segment heat transfer development : air side in wet regime

As seen upward, dry regime is rather simple to model, having only sensible transfer
heat. However, in evaporators, the wall surface may have a surface temperature be-
low the air dew-point. In that situation, moisture present in the air would go liquid,
releasing some latent energy that can be recovered. This latent energy must be well
predicted to have a consistent model.

As the model is already descretized in many cells, no dedication is brought to
determine if a given cell is partially or completely wet. The cell is either completely dry
or completely wet. At the level of a complete exchanger (i.e. without descretization),
Braun [10] showed that considering the maximum of completely dry or completely
wet coil would lead to a maximum power prediction of 5%. With such an error on a
single tube, it is easy to guess that this error at the exchanger scale will be even less
than 5%

The method chosen to model a completely wet tube is the one proposed by Le-
brun et al. [47]. This method is relatively simple to drive quick calculations but still
accurate enough to provide good predictions. The method is a generalized form of
Braun model [10], based on a capital simplification:

"linearization of the relationship between saturated air enthalpy and corresponding
temperatures"[47].



3.2. Evaporator modeling 57

The generalization comes from the use of wet-bulb temperatures as driving poten-
tial instead of enthalpies. Further details can be found in the demonstration recalled
in Appendix C. The total exchanged power between air and wall in wet regime for a
tube 7, j is expressed as:

Qair,i,j = Cﬁct : (wa,su,i,j - wa,exd,j) (317)

Qair,i,j =€ Cﬁct : (wa,su,i,j - Twall,i,j) (318)

where Cﬁct is a fictitious air capacity flowrate Mair - CPfict, With cpget a fictitious air
specific heat capacity. The idea behind this equation is to replace the moist air by a
fictitious perfect gas whose enthalpy is fully defined by the air wet-bulb temperature.
It is possible only by applying the simplification aforementioned. To respect the first
principle of thermodynamic, the fictitious air specific heat is defined as:

ha su ha ex
, v (3.19)

CPfict =
¢ wa,su,i,j - wa,ex,i,j

The € of Eq.(3.18) is the one of the e-NTU method described above. The convective
coefficient H;; is considered as the same as in the dry regime, neglecting a potential
water film on fins.

3.2.6 Segment heat transfer development : air side in frost regime

As recalled in the introduction (Chapter 1), frost growth occurs in different stages,
namely the nucleation and frost growth for the simplified case. As Hermes et al. [33]
showed, apparent contact angles of 123° or less does not show significant impact on
frost delay (i.e. on nucleation phase time increase). It means that a majority (to the
author’s knowledge, all) the models present in the literature at the exchanger scale
simply neglect the nucleation phase. This simplification is made because of the time
scale of nucleation (very short) compared to tests duration in refrigeration fields (from
tens minutes to hours). If the substrate is getting more hydrophobic, the nucleation
process may last longer, getting more impact on the modeling. This literature gap
needs to be filled, which is the purpose of the present thesis.

For this current section, only the frost growth method in the evaporator is de-
tailed. A specific modeling section is dedicated to nucleation on coated surfaces later
on, to be ultimately merged to the exchanger model, leading to a global and versatile
model.

Assumptions

The proposed model of frost growth regime is mainly based on different publications
[14, 17, 29, 34, 48, 50, 64]. The experimental data released by Hermes et al. [34] is
used to validate the presented model. However the data corresponds to a frost growth
on a flat horizontal place. Later, the need of tuning some parameters is shown for the
model prediction to meet the experimental data, at the exchanger level. The model
relies on different assumptions, widely found in the literature:

e Heat and mass transfers are supposed to be steady state and 1D

e The air pressure is constant (101 235 Pa) in the air stream and frost layer
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The frost density is averaged in the frost thickness

For a given cell (tube), the frost thickness is constant, and the same on fins and
tubes

The Lewis analogy (i.e. analogy between heat and mass transfers) is applicable

The frost thermal conductivity only depends on its density

As illustrated in Figure 3.6, the majority of the models split the mass flux 7
into two different parts, namely the growth 71, and the densification 74. The first
contributes to the increase of the frost thickness x.ost, while the second one increases
the density of the frost layer.

X . m
Ty RHg, V Q l
- ; FROST SURFACE

Xfrost

T
CHILLED PLATE WALL

FIGURE 3.6: Air - frost interface

Empirical correlations

The model is based on different empirical correlations for the following quantities:

Vapor diffusivity in air :
The vapor diffusivity D [m?/s] is considered as function of the temperature and pres-
sure. The Ashrae Handbook [5] gives an empirical equation for the diffusivity of water
vapor in air up to 1000°C:

9 2.5
0.000146 (T ' 3) 929.0304

D, = :
Y Patm/101325 (T.§)+441 3600

(3.20)

expressed in cm?/s with 7' in K and Py, in Pa.

Frost density :
Different authors proposed correlations to predict frost density. For instance, Hayashi
[29] linked it to frost surface temperature. On another hand, Hermes et al. [34] add
the wall temperature effect whith the following equation:

Pfrost — a * exp(b : Tfrost,surf +c- Twall) (3'21)

The a, b and ¢ coefficients taking the value of 207.3 kg/m?, 0.266 °C~! and -0.0615°C~!,
respectively. It will be seen later that this correlation fits very well experimental re-
sults on a flat plate. However, for frost accretion in heat exchanger better results are
found, using correlation from Da Silva et al. [17] correlating the density to the surface
and air dew-point temperatures :

Pfrost = @ - eXp(b : Tfrost,surf +c- po) (322)
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Da Silva found coefficients a, b and ¢ of 494 kg/m3, 0.11 °C~! and -0.06°C~!. Those
were found minimizing the RMSD between measured and calculated pressure drops.

Frost thermal conductivity :
Different correlations of frost thermal conductivity can be found in literature, all
depending on frost density [48, 68, 104]. The picked one is the most recent one from
the three cited, from Lee et al. [48]:

Kfrost = 0.132 +4.13 - 10_4 * Ptrost + 1.6 - 10_7 ' p%rost (323)

Heat and mass transfers

First, it is important to note that the convective heat transfer coefficient differs if
a single smooth plate is involved or a complete exchanger. For the frost growth
validation on a simple plate, this coefficient is deduced from the Nusselt number
proposed by Yamakawa et al. [101] as suggested by Hermes et al. [34] :

Nu = 0.034 - Re%8 (3.24)

The convective heat transfer coefficient can be found using Eq.(3.7).

Now, for the exchanger case, the same correlations as for the heat transfer in dry
or wet case is implemented with Eq.(3.16). The coefficient j and the Reynolds number
needed in this equation is, as previously said, dependent on the geometry. However,
frost growth will have a significant impact on the geometry.

The evolving quantity that will impact all the others (air speed, Reynolds num-

ber,...) is the air cross-section area. Considering a frost thickness at time ¢ for a given
cell and the nomenclature of Figure 3.7, the air cross-section area can be expressed as

ACS = (Lh - Dext -2 $fr0st) : (Ltube - Nﬁns . (Lﬁn,thick +2- l‘frost)) (3-25)

Lﬁn,thick Xfrost

A
v

Ltube

F1GURE 3.7: Nomenclature for air cross section computation

Another modeling difference between the frost regime and dry or wet ones is the
way to express the fin efficiency. Indeed, as frost accumulates, this efficiency tends
to decrease. Xia et al. [98], as for the dry conditions, investigate the fin efficiency in
frosting conditions. Based on a logarithmic-mean difference method, they formulate
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fin and surface efficiency for those composite materials (metal+frost).

Nust = fin T + < k:frost/xfrost ) ) Atot - Aﬁn
s Atot " Hair : (ﬁ/cpair) + kfrost/xfrost Atot

B being a linearization coefficient and ratio (/3/cpair) being set to 1.3. Neglecting the
conduction heat transfer in the frost layer parallel to the length of the fin, the fin
efficiency is formulated as :

(3.26)

2. A ALy
= - tanh <> ~kgn - L ick/2 3.27
M Hyir (ﬁ/Cpair) - Ly, - Trost 2 Trrost fin ﬁn,thlck/ ( )
0.5
A = Tfrost Hair - (B/CPair)
o8 kﬁn : Lﬁn,thick/2 + Zfrost [kﬁn . Hair . (5/Cpair) . Lﬁn7thick/2/kfrost]
(3.28)

In case of frost event, beside the heat transfer there is obviously a mass transfer
phenomenon. Making an analogy to the convective heating transfer coefficient a mass
transfer coefficient H,, can be defined, applying the Lewis boundary layer analogy :

Hair

H,=————F- 3.29
" CPair * Le?/3 ( )

Le being the Lewis number and defined as:

(07

Le =
Deff

(3.30)

with Deg being the effective diffusivity, defined as Deg = €¢/7 - D,. «, 7 and € are
respectively the thermal diffusivity, the tortuosity and the porosity of the frost layer.
The tortuosity is a representation of the water vapor molecular diffusion in the frost
layer. It is deduced from the model of Na [64]:

€

=— 3.31
H Y - (3:31)

The porosity of the frost layer is defined as:
¢ — Pfrost — Pice (332)

Pvap — Pice
with pice set to 917 kg/m3.
Sensible and latent heat transfers occur simultaneously, because of temperature

and humidity difference between air and surface of the frost layer. The total, sensible
and latent heat flux per unit of surface are respectively given by :

Qtot = QSens + QIat (333)
(jsens — Hair : (Tair,su - Tfrost,surf) (334)
GQlat = Hp, - (wair,su - wfrost,surf) - Ly (335)

with L the latent heat of sublimation, set to 2838 kJ/kg.
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Looking at the mass transfer rate of frost per unit of surface, the following general
equations can be written :

Mirost = Hpm - (wair,su - Wfrost,surf) (336)
, d (Thost - Pt dps dzy, : .
Mfrost = (rosctltprost) = Tfrost * % + Pfrost T;()St =mq + Mg (337)

with 7y and 1y corresponding to the densification and growth terms illustrated in
Figure 3.6. To determine the ratio of each term, mass and energy balances must be
expressed. For a given control volume, the governing equations are the following:

d?w
Deg - @ = Qfrost - W (3-38)
d*T
k'frost : @ = Ofrost * Pair * Ls-w (339)

with afest @ coefficient of absorption to be determined. Eq.(3.38) and Eq.(3.39) cor-
respond respectively to the diffusion and heat equations, considering latent heat from
a phase change of the water vapor in the frost layer and the vapor diffusion in the
normal direction only. To solve those equations, boundary conditions are determined
and detailed by Wang et al. [93].

Solving Eq.(3.38) and Eq.(3.39) using the proper boundary conditions, Chung et
al. |16] determined the humidity ratio of the water vapor within the frost layer, and
the frost surface temperature:

w(x) = Wyan - cosh (Ha . :E) (3.40)

Lfrost,surf

Cjtot Ls * Pair * Wwall * Deff Wfrost,surf
Tfrost,surf = Twall + ——— * Tfrost + - — (341)
kfrost kfrost Wwall

with Ha being the Hatta number, representing the ratio between the characteristic
times of diffusion and of desublimation defined by :

Ha = cosh™ (W) (3.42)
wa.

Knowing those quantities, the different heat fluxes (sensible, latent, total) can be de-
duced.

As demonstrated by Hermes et al. [34], the mass flux of frost growth can be
determined by:

Ls-b- ZTgost

. . :
S + <1 + xffOSt%ot) iy — Bt (3.43)

kfrost kfrost L s

where b is the parameter from Eq.(3.22). The growth rate being computed, the frost
thickness through time can be easily computed through this 15¢ order equation:

Mg

Tfrost (t + At) = Tfrost (t) + At . (344)

Pfrost

t
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Finally, the mass of frost layer can be expressed as :
m(t) = / - dr (3.45)
3.2.7 Segment heat transfer development : fin thermal conduction

impact

The fin thermal conduction impact is a phenomenon due to the temperature difference
of two tubes, linked by metallic fins. The temperature difference creates a potential,
leading to conduction heat transfer in the set of fins

aluminum fin

tube 1 — T1 tube 2 — T2
T1>T2

FIGURE 3.8: Cross fin thermal conduction illustration

Because it substantially increases the model complexity and computational cost
[79], fin conductivity is not often taken into account, especially when frost events oc-
cur. However, in the frame of this thesis, the frost distribution is a key result and is
tightly linked to the surface temperature. Fin thermal conductivity may have an im-
pact on wall temperature when a tube with superheated refrigerant at around 15°C is
very close by another tube where the refrigerant is at -7°C. A short preliminary study
is conducted to quantify the actual impact of fin conductivity on the wall temperature
distribution.

The idea is to implement a very simple code : fixed heat transfer coefficients,
multiple rows but single tube in height, pressure drops not accounted, etc. The
geometry of this simplefied exchanger is illustrated in Figure 3.9.

Lefout tube 0
tube 1
tube 2
refin : tube 15

FIGURE 3.9: Schematic representation of the simplified heat ex-
changer

To this simple code, the heat conduction in fins is added and can be activated
or not. This results in having approximate temperatures of both fluids (i.e. air and
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refrigerant) and wall, if fin conduction is taken into account or not, as illustrated
Figure 3.10.

20 —=— air
—e— wall
154 ' —— refrigerant

WITHOUT fin thermal conduction
WITH fin thermal conduction

10+

Temperature [°C]
(8]

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Tube #

FI1GURE 3.10: Air, wall and refrigerant temperatures with and without
fin thermal conductivity, in a simplified heat exchanger

In Figure 3.10, the Tube 0 corresponds to the air supply and refrigerant exhaust.
The supply conditions are set for a classical heat pump evaporator situation, leading
to a potential frost event.

Although fluids temperatures are very close, all the interest of the preliminary
study is in the wall temperature. Indeed, at the Tube 2, if fin thermal conduction is
not taken into account, the wall temperature is negative, leading to potential frost
accumulation if the air dewpoint is above this temperature. On the opposite, if the fin
thermal conductivity is accounted, the wall temperature at the same place is above
5°C, preventing any frost formation. Even though the predicted total thermal power
transferred will be similar in both situations, it is now easily understandable that the
frost distribution through the exchanger will differ.

Back in the actual evaporator, the implemented code to account for the fin thermal
heat conduction is presented hereunder. First, it is worth recalling that the exchanger
shows a staggered tube arrangement, as illustrated in Figure 3.11. A reasonable as-
sumption made is to only consider thermal conduction from one tube to its direct
neighbors. A tube in the pack has a maximum of six neighbors, and less if it is at the
exchanger edge.

Based on the conduction equation, the heat transfer through fins between two
tubes can be expressed as :

Twan,ij — Twan,k
dg

Qx,ﬁn,i,j = Lﬁn,thick : Dext : Nﬁn : kﬁn ' Z
k=1

(3.46)

where Ny, is the number of fins, Tk is the wall temperature of the k™ direct
neighbor of the tube 4, j and dj, the distance between those tubes.
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. neighbor cells
(&) celliy

/NN/\ fin thermal resistance

FIGURE 3.11: Exchanger staggered configuration (a black dot corre-
sponds to a tube)

To solve those equations, all neighbors wall temperatures must be known in ad-
vance. Knowing that the resolution is sequential, considering a model in (quasi-)steady
state would result in an additional set of IV — 1 additional iteration variables, leading
to a poorly robust model. On the opposite, implementing a dynamic model with
wall capacity allows to know the complete exchanger wall temperatures at a time ¢,
without any additional iteration variable. This is possible because the forward Euler
method is adopted, allowing to compute the temperatures of time ¢ + 1 at time t¢.
From Eq.(3.1), the wall temperature of the cell 4, j for the next time step is computed
as:

dt . . .
Twalliji+1 = Twallijt + —C (Qref,i,j,t — Qair,ijt — Qx,ﬁn,i,j,t) (3.47)

where dt corresponds to the time step.

3.2.8 Hydraulic performance

In this section, the hydraulic performance is investigated, and more especially the
pressure drops and mass flowrates of refrigerant and air.

Refrigerant side

As described many time previously, the refrigerant total flowrate is split in three par-
allel circuits. Based on experimental observations Section 2.2.3, for the simulations,
the flowrate ratio of each circuit is simply imposed to the model as an input.

For the pressure drops, to simplify the algorithm resolution, it has been decided
to decouple the thermal and hydraulic performance. It allows to avoid an additional
iteration loop on the complete algorithm, severely penalizing the computational speed.

The pressure drops should be tightly related to the heat transfer performance
because they are related to the tube length and flow conditions [20]. It can be seen
[84] that for horizontal tubes, the heat transfer coefficient and friction factor have the
same trend, regarding the refrigerant quality. Based on this idea, the pressure at a
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position ¢ is expressed by:

href,i - href,su

Pref,i = Pref,su - : APref,‘cot (348)

href,ex - href,su
This expression supposes that hrefex and APertor are known. The total exchanger
pressure drop is computed based on an empirical correlation, only dependent on the
refrigerant mass flowrate:

APref,tot = Pref,su - Pref,ex =K- MB (349)

ref

where K and B are coefficient that are tuned, based on an optimization algorithm. In
his algorithm, Dickes [20] iterates on the total heat transfer, allowing to deduce the
exhaust specific enthalpy directly and explicitly, which is not the case here. However,
a sensibility study has been realized to show the impact of the error of AP on the
specific enthalpy and temperature at the exhaust, due to a bad approximation of the
superheated degree. In normal conditions, a superheated zone must be met, with a
superdegree between 0 and 30K.

The hypothetical superheat degree is set to 15 K (close to what is observed in
experimental condition). Using Eq.(3.48) to the specific enthalpy can be computed.
Then, the error on the specific enthalpy is computed, varying the superheat degree for
the exhaust enthalpy approximation of Eq.(3.48). The error on the enthalpy is taken
at the exhaust to get the worst case scenario, because errors through the exchanger
accumulates. The same is made on the saturation temperature at the vapor saturation
point.
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FIGURE 3.12: Error on specific enthalpy and saturation temperature
regarding the error on the superheat degree deviation

Figure 3.12 shows that even if the superheat degree has an approximation error
of 30K for the computation of the exhaust specific enthalpy for the pressure drop
computation using Eq.(3.48), the impact is :

e under 0.1 % error in the exhaust specific enthalpy

e under 0.2 K error for the refrigerant saturation temperature.
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Even though the method presented by Dickes is already based on a simplification
and that an additional approximation is added, the balance between the good pre-
dicted results, the easiness of implementation, the algorithm efficiency and point of
detail targeted on the refrigerant side, the method is kept and used in the model.

Air pressure drops

On the air side, the mass flowrate and pressure drops are computed for each tube
individually. Initially, the mass flowrate is evenly distributed. However, if frost grows
on some tubes and not on others and the mass flowrate distribution is kept constant,
the local pressure drops will differ. Therefore, the mass flowrate is proportionally
adjusted in a way to obtain the same pressure drops at each tube on the exchanger
height for a given row. Dynamic effects certainly occur within the exchanger with
inter-row impact on mass flow-rate in the depth of the exchanger (i.e. frost on the
exhaust tube impacts flowrate on previous tubes). To account for this, CFD study
should be carried on, but would be out of scope in the frame of this thesis. Based
on measurement Section 2.2.2 showing that the air speeds up and downstream are
different, the choice of computing the mass flowrate independently for each row in
depth is kept, imposing the total mass conservation constraint.

The local pressure drops are computed using Mastrullo et al. [58] equation :

G2. .. Aairij
AP i — —airhj p Aairi 350
alr,l1,] 2 . pair f ACS717J ( )

where G is the mass flux, f is the friction factor, Aai;; the exchange surface and
Acs; the cross section area. The friction factor is evaluated with Wang et al. [91]

Correlation . 77[) w
P\ ¥ Pan \ ¥

— 0.0267 - U . 51

f=0.0267 - Re (Pr) <Dcol) (3.51)

with P;, P. and Pj, being respectively the tube, the row and the fin pinch, D¢, the
collar diameter and 1; some coefficient defined by :

j2 P 0.00758
by = —0.764 + 0.739 - Ft +0.177 - Dﬁ - (3.52)
64.021
= —15. il .
o 508+ o) (3.53)

15.695
=1.696 — — 3.54
s = 1696 — ;s (3.54)

Based on this, the exchanger pressure drop on the air side is simply expressed as :

Nrow

APair,HEX = Z APair,O,j (355)
j=1

The index ¢ is arbitrarily set to 0 because the pressure drop is the same on the height
of the exchanger.
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3.3 Frost surface modeling

The goal of the present thesis is to build a bridge between the macroscopic world
of the heat exchangers and the surface level. The physical phenomena involved in
the heat exchanger have been described in the previous section. This section aims
at describing the physics at the lower scale and how it is implemented in a numeric
scheme. Then, in the next chapter, both scales will be merged.

The frost growth period has already been described. This process does not depend
(or at least depends much less) on the surface physics, as the interactions between the
air and the surface are decreased because of a nuclei layer grown during the nucleation
phase. This section focuses on the early stage of frost formation, namely on nucleation
process.

3.3.1 Thermodynamics of nucleation

It is widely known that every system tends to minimize its energy. A vapor bulk is
considered as the parent phase (i.e. liquid is the daughter phase), being at a given
pressure and temperature (P,T"). Now, if this bulk is cooled down in an isobaric way
at a temperature 7", under the vapor saturation temperature Ty, v, it has a chemical
potential ¥ (P, T"). However, the potential of the liquid phase in the same conditions
pl(P,T?) is smaller [40], such as:

Ap = p*(P,T) = i/ (P, T") > 0 (3.56)

The situation is then thermodynamically favorable for a transformation with Ay as the
driving force. However, the vapor system can be in a metastable state, corresponding
to a local minimum of free energy' as illustrated in Figure 3.13.
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FIGURE 3.13: Illustration of metastable state

By definition, the saturation pressure of vapor (at a given temperature) corre-
sponds to the thermodynamic equilibrium between the vapor and the condensates/frost.
However, condensation or desublimation processes often need vapor pressures exceed-
ing the saturation pressure because the nucleation process corresponds to a new inter-
face creation, implying an energy cost [65]. The driving force (here supersaturation)
needs to overcome a minimum energy, consumed in forming the new interface. Once
this point is reached, an embryo can grow.

This phenomenon can be represented in a psychrometric diagram (Figure 3.14).

'Free energy : state function corresponding to the maximum work a thermodynamic system
can perform at constant temperature. It indicates if the process is thermodynamically favorable or
forbidden [96]
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FIGURE 3.14: Psychrometric diagram of nucleation process in
metastable state

The different steps are presented by Piuccio et al. [69] and recalled here:
1. Point 1 corresponds to the humid air (not saturated) of the flux;

2. The air flux is submitted to a cold plate at Tyay. In the thermal boundary layer,
this air is cooled down up to the water vapor saturation at point 2, corresponding
to the dew-point;

3. Because of the free energy barrier necessary to create the new droplet interface,
an additional cool down to the point 3 is necessary. The energy barrier quan-
tification is detailed later in this chapter. The temperature T, corresponding to
this point is the temperature of the liquid/frost embryo.

4. When this point is reached, nucleation is launched. The phase change is repre-
sented by the transition from point 3 to 4.

Nucleation can either be qualified as homogeneous or heterogeneous. The first
one corresponds to a situation where the probability of nucleation is homogeneous
through the system. It means that there is no other phase in the system, suche as
a surface, dust, etc. The second one corresponds to a case where the probability of
nucleation is much higher in a given zone (e.g. because of a foreign body) [53]. The
present study mainly focuses on the heterogeneous, the plate or the exchanger surface
being the foreign body.

3.3.2 Homogeneous nucleation

Homogeneous nucleation corresponds to the spontaneous formation of a droplet, with-
out any nucleating site, such as a surface or a dust particle (oppositely to heteroge-
neous nucleation, detailed later). When a water drop forms from air humidity, two
sources contribute to energy variation of the system : a negative term, because su-
persaturated vapor transforms into liquid or ice [65] ; a positive term, related to the
creation of new interfaces (liquid/vapor and/or liquid/solid) [26]. The change of the
total Gibbs energy for a droplet creation is therefore expressed as [51]:

413
AG = 7T3r “Agy +4m -1 oy (3.57)
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where Ag, is the change of volume energy per unit volume of the water drop caused
by its phase change (negative) and o the surface energy. The index L is used for
the following developments and stands for liquid. However, the droplet may be liquid
or frozen water depending if vapor condensates or desublimates. The radius r corre-
sponds to the droplet radius.

The term corresponding to the volume is proportional to 73 while the surface
contribution is proportional to 72. It means that considering very small r, the positive
surface term will dominate the negative volume term, leading to a positive AG. As
the system always tends to minimize its free energy, this situation is not favorable
to droplet creation (i.e. nucleation). Increasing the droplet radius will lead to an
increase of AG, until reaching a maximum. Indeed, for sufficiently large radius, the
cubic term will overpass the square one. After this maximum, increasing r will lead
to a decrease of AG. Then, increasing the radius is here translated in a decrease
of AG. In this situation, droplet creation tends to decrease the system free energy.
Nucleation is then likely to happen. The evolution of the Gibbs free energy as well as
the volume and surface contributions are represented in Figure 3.15.

AG‘< ____________________

AG

Volume contribution
—=— Surface contribution
—— Gibbs free energy

pe
Droplet radius

FIGURE 3.15: Evolution of energy barrier, regarding the droplet ra-
dius

It is possible to find the droplet radius corresponding to the maximum of AG, by
differentiating Eq.(3.57) in respect to r:
N —2-01v

r* is called the critical radius. If the droplet radius is smaller than 7* (r < r*), the

system can lower its energy by dissolving the nucleus. The droplet will disappear and
the nucleation process will not occur. Now, if the droplet radius is larger than r*
(r > r*) , the system free energy decreases if the droplet grows. The system is then
in a state inclined to enter in a nucleation process [51].

Going back to the psychrometric chart in Figure 3.14, it means that the more
supersaturated the air, the more prone the system to produce large droplets. In other
words, if the air is sufficiently saturated, it can overcome the critical energy barrier
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and launch nucleation. This critical energy barrier AG* can be deduced substituting
Eq.(3.58) into Eq.(3.57):
167 o3
AGH = — LV 3.59
3 Ag2 (3.59)

Using some thermodynamic relations, Ag, can be determined. From the definition
of the Gibbs free energy, its differentiation can be written :

dG =dU+P-dV +V -dP -T-dS -5 -dT (3.60)

As the process of condensation or desublimation is isothermal and by definition of
internal energy U (dU =T -dS — P -dV), Eq.(3.60) can be simplified as:

dG =V -dP (3.61)

Using the perfect gas law and integrating this expression between the ambient partial
pressure of vapor p, and the saturation vapor at the embryo temperature psat e, the
following equation can be written as:

pe-R-T, [Psate dP pe- R-T. | <poo>
p— - In

Ag, = L 2e -

62
MM, ). P MM, (362)

Dsat,e

where p. and T, are the density and temperature of the embryo while R and M M,,
are the ideal gas constant and molar mass of water, respectively. Combining Eq.(3.59)
and Eq.(3.62), the critical Gibbs energy barrier can be written as:

3
INC L oLy (3.63)

hom ™ 3 [,oeR.Te .ln< Poc )r

DPsat,e

3.3.3 Heterogeneous nucleation

Heterogeneous nucleation corresponds to the nucleation on a foreign substrate brought
to the system. In the present description, this body is a cold plane surface.

The description of this type of nucleation is based on the homogeneous descrip-
tion. However, the nucleation process will depend on the surface characteristics such
as wettability and roughness.

In a first stage, the surface is considered as perfectly smooth (i.e. no roughness).
It allows to study the impact on the chemistry of the surface and thus, its affinity
with water.

o0
r o
v
h
OsL 6 Ogvy

FIGURE 3.16: Nomenclature of embryo geometry
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The energy needed to nucleate on a flat surface is the sum of a negative contri-
bution due to the droplet condensation or desublimation and a positive one due to
the creation of interface between the nuclei and the surface and the nuclei and the
surroundings |26] :

AG=V". Agv =+ ALV -oy + ASL . (USL — O‘S\/) (3.64)

where V' is the nuclei volume and A; ; the surfaces of the different interfaces. Remem-
bering geometry rules and based on the nomenclature of Figure 3.16, those quantities

can be expressed as:
_m-h* (3r—h)

V= (3.65)

Ay =2m-7-h (3.66)
Agp, = 7 - % - sin?(0) (3.67)
h=r-(1-cos(f)) (3.68)

Then, Eq.(3.64) becomes :

Tors

A =
¢ 3

(1—cos0)2-(24+cos 0)-Agy+2m-r2-(1—cos 0)-opy+m-r2-sin’(0) - (og, —osv)
(3.69)
After different trigonometrical manipulations and remembering Young equilibrium

relation Eq.(1.1), this relation is reduced to:

3
AG =

“Agy+opy - m-r?| - (1 —cosf)? - (2 + cosh) (3.70)

The same procedure as for homogeneous nucleation is followed to find the critical
radius and thus the critical energy barrier by solving 0AG/dr = 0:
—2-oLv
= 3.71
' Agy (3.71)
Then, using the definition of Ag, Eq.(3.62), the critical energy barrier for heteroge-
neous nucleation is written as:
AGH — 16m o3y . (1 —cosf)?- (2 + cosf) (3.72)
3 |:pE'R‘Te . ln( P )] 4

Psat,e

Defining the function £(6):

Q(0) = (1 — cos 0)24~ (24 cos ) (3.73)

it is worth noting that AG},, can be expressed as:
AGﬁet = AClﬁom ’ Q(Q) (374)

The shape of Q(0) is plotted in Figure 3.17.
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FIGURE 3.17: Plot of (0)

This curve shows the impact of the surface contact angle on the nucleation. If
the surface is hydrophilic (small #), Q is small. It means that the energy barrier to
initiate the nucleation will be low. The supersaturation degree does not need to be
very important before observing the first liquid or ice embryo on the surface. Oppo-
sitely, higher contact angles will imply high energy barrier to reach to nucleate. The
necessary supersaturation level is then higher and odds of nucleation are smaller.

Beker and Doéring [7] proposed a law to determine the nucleation rate :

I—Io-exp( _AG>

3.75
k- Twall ( )

where k is the Boltzmann constant and Iy the kinetic constant of the process. Sanders
[76] set this value to 102m~2s~!. However, Nath and Boreyko [65] stipulate that this
value may be uncertain. In the present situation, the impact of the value of this
constant is studied.

Volmer [90] empirically determined that for homogeneous nucleation, a minimum
I* of In(10) embryos/m?/s (= 2.2 embryos/cm?/s) is necessary. It is widely consid-
ered [22, 38, 64, 65, 69] that this order of magnitude can be kept for heterogeneous
nucleation. Therefore, the following relation is written:

—AG~
k- Twall

I* =Iy-exp ( ) = 2.2 - 10*[embryos/m?/s] (3.76)

Very practically, combining Eq.(3.72) and Eq.(3.76) allows to determine the mini-
mal partial vapor pressure necessary in the air to launch nucleation. With the combi-
nation of those equations, it is possible, for given conditions, to determine the super-

saturation degree (SSD) and the level of supercooling (ATgc) at the critical point.
They are both defined as:

SSD — Poo — Peate (3.77)
Peo
ATSC = Tsat,oo =T (3-78)

The variation of those indicators are studied, regarding the surface temperature, the
nature of nuclei (liquid or frozen) and the impact of the constant Ij.
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F1GURE 3.18: Variation of SSD and ATsc regarding the contact angle
0, the wall temperature Ty, and the kinetic constant Iy

Many pieces of information can be extracted for Figure 3.18. First, as expected,
SSD and ATgc increase with the contact angle because of the impact of . Indeed,
the more hydrophobic, the harder to condensate/desublimate. Then, it is clear that
less energy is required to condensate compared to desublimation. So, it will be more
likely to meet conditions driving to condensation followed by potential freezing of
the droplets rather than desublimation. Another conclusion extracted from those
figures is the impact of the kinetic constant Iy. For very hydrophilic surfaces (i.e.
0 < 75°), its impact is minimal. However, for hydrophobic surfaces it is not the case
anymore. Large variations are observed with difference up to 20% for the SSD and
supercooling of 3K for a change of 4 orders of magnitude of Iy (magnitude variation
found in the literature). As this constant value is not clearly fixed and represents a
source of uncertainty, in the present thesis, it has been decided to consider it as a
tuning parameter of the model.

3.3.4 Roughness influence

Looking to Figure 3.18, a regular neutral surface showing a contact angle of about
90° needs a minimum supercooling above 10 K to launch condensation. However, this
is not what is observed in practice. The assumption considered up to here is that
the surface is perfectly smooth (i.e. no roughness). However, in reality, this is not
the case. Roughness can bring nucleation sites, enhancing condensation or frost. The
impact of this parameter is detailed here.

The assumption made for the following developments is that the roughness has a
spherical shape of radius R,. This roughness shape can either be convex or concave
as illustrated in Figure 3.19 left and right, respectively.

FIGURE 3.19: Schematic representation of roughness : convex (left)
and concave (right)
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A convenient way to account for the roughness in the modeling, is to increase
complexity of the . It does not only depend on the apparent contact angle § anymore
but also on the critical droplet radius r* and on the roughness characteristic radius
R, [51]. Fletcher [25] developed an expression of the €2 function for the roughness of
convex shape. Defining :

= % (3.79)
m = cos 0 (3.80)
ger =V1+a2—2m -z (3.81)
geo = V1422 +2m -z (3.82)

the function 2 is now expressed as:

1
QCI(Ha 74*7 RT) - 5

(3.83)
In the same way, Mahata [57] derived the same kind of expression, for a concave type
of roughness:

1 1 . 3 3
QCU(Q;T*,RT):§ [1— (W) —I3- (2_3x+m+<$+m) >+3m$2

gC’U gC’U gC’U

(3.84)

In both convex and concave situations, considering limy_, 1 (2), tends to the plane

configuration (i.e. perfectly smooth surface), which is an expected result. On the other

side, a convex roughness radius tending to 0 would correspond to the homogeneous

situation (i.e. nucleating on an infinitely small particle). Those trends are sucessfully

illustrated in Figure 3.20. It is to note that a concave roughness radius tending to 0
is physically inconsistent.
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FIGURE 3.20: Variation of Q(6,r*, R,) regarding the roughness, the
roughness type and the contact angle

The Q function being redefined, it is possible to analyze its impact on the SSD
and ATysc in Figure 3.21.
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FI1GURE 3.21: Variation of SSD and ATsc regarding the contact angle
and relative roughness. I = 10% m~2s! and Tyan = —5°C

Figure 3.21 explicitly shows the impact of the roughness on the nucleation pro-
cess. A spherically convex roughness tends to increase the energy barrier to launch
nucleation process and then give hydrophobic properties to the surface, even for small
static contact angles. Oppositely, a concave roughness shape ease the nucleation pro-
cess. For standard surfaces, it explains why the SSD and ATgc are not so important
before showing the first nuclei.

Another aspect shown is the importance of the relative roughness size. Indeed, for
a given critical nuclei size, the smaller the roughness characteristic radius, the more
pronounced the effect. Being able to control the roughness on a surface can give to it
very specific properties.

Because of the random nature of the surfaces considered, this radius ratio is also
taken as an empirical tuning parameter in the present model.

3.3.5 Nuclei temperature

Another phenomenon experimentally observed in the test campaigns is that for given
conditions, nucleation may occur, but the droplets freeze or stay liquid depending on
the type of surface. This difference is explained because of the inherent shape of the
droplet, function of the wettability of the substrate.

F1GURE 3.22: Exchange surface between the nuclei and the ambiant
air (purple) and between the nuclei and the cold surface (red/orange)
for different contact angles

In the light of Figure 3.22, it is obvious that for the same conditions, the two
different droplets will not be at the same temperature. Indeed, it is much easier for
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a droplet to exchange heat with the surface when lying on hydrophilic surface (left).
Furthermore, in the case of hydrophilic surface, the surface area of the droplet shell
is smaller, decreasing the heat transfer rate with the ambient air. The exact oppo-
site conclusion may be drown for hydrophobic surface (right). So, a droplet on a
hydrophilic substrate is more likely to freeze compared to the same droplet on hy-
drophobic surface.

Many authors (list not exhaustive) developed complex numerical model to deduce
the droplet temperature and freezing scheme |3, 24, 59, 88]. However, it is not relevant
in the frame of this thesis to develop complex model for this prediction, to keep a
descent computational time. What is decided is then to apply a heat balance over the
given droplet, depending on the conditions and apparent contact angle.

Qconv
T T.
Uy, Qlcon \Qrad
| Twall ; |

FIGURE 3.23: Schematic representation of the different heat transfer
process on a given droplet

An important assumption made is that the droplet is at a uniform temperature.
It is justified because the Biot dimensionless number (Bi = %) is much smaller than

0.1. The transient energy balance on the droplet can be written as :

dT,

Me - Ce - — = Qconv - Qcond - Qrad (385)
dt¢

where m,. and ¢, are the mass and the specific heat capacity of the embryo, re-
spectively. The subscripts conv, cond and rad stand for convection, conduction and
radiation, respectively. The transient approach is envisaged here only for numerical
robustness reasons. The dynamic is not accounted in the physics in this model. Only
the temperature of the droplet when the thermal equilibrium is reached (Tt ¢q) mat-
ters here.

It can be shown that the contribution of the radiation heat transfer is negligi-
ble compared to convection and conduction. Only the latter are considered here.
Remembering Eq.(3.65) and Eq.(3.68) there is:

Qconv = ALV : hconv ' (Too - Te) (3.86)
with heony = f(Nu) and Nu expressed as 9] :

Nu=2+0.6-Re"/?. pr'/3 (3.87)

The heat transfer rate in conduction is defined as:

ASL ' kw
Lcond

Qcond - : (Te - Twall) (388)

where k,, is the thermal conductivity of water and L.,,q is the average distance be-
tween the surface and the droplet.
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Because Ay and Agy, depends on the contact angle, these quantities depends on
the shape of the droplet. Numerically solving Eq.(3.85) allows to determine the tem-
perature of the droplet. If the conditions to launch nucleation are met and assuming
that this process is fast, the criteria to determine if the droplet freezes or stays liquid
is very simple. If, at the equilibrium, 7, .4 is above 0°C it will be liquid. Otherwise,
it is ice nucleation. This is illustrated in the example of Figure 3.24.
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FIGURE 3.24: Temperature of a droplet with a characteristic diameter
of 1 mm on a -10°C plate submitted to a air flux at 18°C for different
air speeds and surface contact angles

It can be seen that if the surface is sufficiently hydrophobic, even on a plate show-
ing temperatures below 0°C, the droplet may not freeze. Obviously, this phenomenon
is accentuated for higher air speeds.

3.3.6 Droplet sliding

From what has been developed previously, one implicit assumption may be challenged.
It is supposed that the droplet has the time to reach the thermal equilibrium. On an
horizontal plate, even if at high air speeds the drop may be unpinned before freezing,
it is not a big issue. However, on a tilted plate (HEX fins are vertical), if the time
needed for the droplet to freeze is too long, the droplet may roll before cooling down.
Xie et al. [100] proposed a theoretical development to obtain an explicit criterion
allowing to determine if a droplet of a given radius will stick, slide or roll, depending
on the type of surface and its tilt angle. It is based on three dimensionless numbers,
namely the Bond number (Bn), Weber number (We) and Ohnesorge number (Oh) .

The Bond number represents the importance of gravitational forces compared to
surface tension forces:
(pw - pair) *g- 7‘2
oLV
The Weber number expresses relative importance of the fluid’s inertia compared to
its surface tension:

Bn =

(3.89)

~2
_ Pair " T " Ug

oLV

We (3.90)
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where 1, is the average speed of the droplet. Finally, the Ohnesorge number relates
the viscous forces to inertial and surface tension forces:

Hair _V We
v/ Pair * OLV - T Re

where i, is the air dynamic viscosity. Remembering that 6, 8, and 6, are the static,
advancing and receding contact angles, respectively, they obtain the following size of
critical radius before sliding or rolling, respectively |21, 23, 100]

12 sin@ - (cos @, — cos 6 o
Tmax,sliding = \/ ' ( d a) : ol (392)

Oh = (3.91)

w2 2—3cos0+cos0  (pw — pair) - g - Sin

24 (1+ 0) - (cos 8, — cosb,
Tmax,rolling = \/ ' ( co8 ) (CO co ) . oLy (393)

m 3—5cos0+cos?0+cos? 0 (pw — pair) - g - sina

It is worth noting that in the frame of this thesis, the difference between the rolling
and sliding movements has no capital interest. The ultimate goal is to predict if the
liquid droplet will stay (and possibly freeze) or leave.

The critical radius regarding the tilt angle (a« = 0° = horizontal and o« = 90° =
vertical) is represented in Figure 3.25 for three different surfaces : the aluminum refer-
ence surface, the commercial superydrophobic coating tested (HIREC) and fictitious
superhydrophobic coating (6 = 170°).
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FIGURE 3.25: Critical droplet size before movement initiation for dif-
ferent tilt angles and surfaces
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The first detail to note in Figure 3.25 is the y-scale of the different graphs which
are very different. Then, obviously, the more the tilt angle increases, the smaller the
critical radius for movement initiation. Both rolling and sliding types of movement
are represented. However, for the aluminum and the commercial superhydrophobic
coating, the sliding movement needs smaller droplet radius for movement launch.
Consequently, no rolling movement will be observed for those materials. This is why
a third graph is plotted, representing behavior for a fictitious material even more hy-
drophobic. It is seen that in that case, the movement will be rolling and not sliding.
In practice, for a vertical plate (o = 90°), gravitational effect predominates the vis-
cous and surface tension forces for droplet with a radius above 1.7 mm fir a classical
aluminum plate while 0.15 mm for the superhydrophobic material.

A phenomenon in nucleation theory is the droplet coalescence [15]. However, it is
not accounted in this thesis, for the sake of simplicity. This assumption is translated
in an overestimation of frost formation. Indeed, if different droplets join to each other,
their size will increase and the probability to slide or roll increases too, decreasing the
odds to frost. Nevertheless, as the ultimate goal is to describe frost formation in a
complete exchanger, the description of this phenomena would bring too much com-
plexity to nucleation models.

3.3.7 Nucleation simulation scheme

For the simulation of nucleation on the different surfaces showing negative tempera-
tures, the numerical decisional scheme is the one illustrated in Figure 3.26.
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FIGURE 3.26: Numerical decisional tree for nucleation simulation
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3.4 Summary and conclusions

The aim of this chapter was to present the modeling tools developed either for the
global heat exchanger or for the nucleation process on specific surfaces.

The model envisaged for the evaporator was a dynamic tube-by-tube model. The
dynamic character of the tool allowed to decouple the refrigerant and air side phenom-
ena by the means of the exclusive interaction of the fluids with the separating wall.
On the refrigerant side, for one given tube, the fluid could either be in two-phase, in
pure vapor or showing a variable boundary of the two states. Pressure drops were
accounted in the model. On the other hand, the air could either show dry, wet or
frost regime, depending on atmospheric conditions and wall temperature. The air
pressure drop was also accounted for. Finally, the wall (tubes + fins) was considered
as a thermal capacity, exchanging heat with both fluids and other surrounding fins
and tubes, by the means of thermal fin conductivity.

The second part of this chapter explained different phenomena involved in the
nucleation process on (super-)hydrophobic surfaces. The described model obviously
accounted for the surface contact angles but also for its roughness and tilt. Based on
the different surface and atmospheric conditions, the numerical tool presented here
allows to determine the nucleation time period. The latter can be infinite if the water
droplet never freezes.

Ultimately, the objective is to merge both models to obtain a global heat exchanger
model, accounting for the surface wettability. This task is undertaken in Chapter 5.
However, at this stage, those models were not challenged yet and the results were not
compared yet to the available experimental data. This is the topic of the very next
chapter.
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Chapter 4

Experimental Validation

4.1 Introduction

The previous chapters presented the data gathered in experimental campaigns and
different numerical tools. The present chapter aims at establishing a comparison be-
tween the simulation results and the experimental data. As for previous ones, the
different levels, namely the heat exchanger and the surface levels are split in two dis-
tinct sections, the Sections 4.2 and 4.3, respectively.

For the evaporator, the first step is to identify relevant tuning parameters in the
model, allowing the best fit between the different results. Then the principal numer-
ical outputs are compared to the experimental data via different parity plots and/or
temporal evolution. The experimental validation is conducted in dry and wet con-
ditions first, corresponding to steady state regime. Then, the frost conditions are
tackled. Beside the heat transfer rate, the mass accumulated and the pressure drops,
the impact of the thermal fin conductivity is quantified and illustrated.

For the surface facility, the followed procedure is identical to the heat exchanger
one. However, this section is shorter, as only the nucleation period is the only relevant
measurement. Nevertheless, additionally, the illustration of the effect of heat balance
on droplets described previously concludes this chapter.

4.2 Evaporator validation

The experimental validation is the comparison of the experimental campaign described
in Section 2.2.4 and the numerical results from the simulation models presented in
Section 3.2. However, even if the implemented models mainly rely on physical equa-
tions, empirical correlations are also needed. The latter are generally developed in
similar configurations but some adjustments may be necessary to obtain a good fit.
This is called the model tuning. It consists in highlighting relevant tuning parameters
and adjust them to get the best possible fit between experimental data and simulation
results.

4.2.1 Identification of tuning parameters

First, convective heat transfer coefficients, on the air and refrigerant sides must be
tuned. It mainly allows to correct the exchanged heat powers between the different
fluids. Here, only a general correction factor is envisaged:

Hair,cal = fair,H - Hiyr (41)
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Href,2P,cal = fref,2P : Href,QP (42)
Hief,sH,cal = &ret,SH - Href,5H (4.3)

Other parameters considered are the mass flowrate proportion of the refrigerant in
each circuit of the evaporator. Only the total mass flowrate is measured. Therefore,
based on the infrared pictures and the model, the fractions are recovered through this
tuning:

)

4.4
Mref,mid = fref,ﬂow,mid : Mref,tot (45)
4.6)

On the hydraulic side, pressure drops also need to be tuned. On the refrigerant
side, it has already been discussed in Section 3.2.8 and two parameters, K and B need
to be determined:

Mref,up = gref,ﬂow,up ' Mref,tot (

Mref,down = é.ref,ﬁow,down ' Mref,tot (

APref,tot = Pref,su - Pref,ex =K- Mgf (47)

T

On the air side, pressure drop can be considered in two stages. First when the
exchanger is still dry, it only depends on the geometry as well as the air flux conditions.
Then, if frost grows in the evaporator, the apparent geometry evolves, increasing the
pressure drop. Based on the comparison between the model and the experimental
data in dry conditions, it has been decided to tune the friction factor f as :

Co- Pt P2 Pﬁ P3
= n'QMWgR§M¢L(> .( n) s
f ga ! ‘ P?“ Dcol ( )

where &1 and Euir 2 are the tuning parameters. As suggested by Da Silva et al. [17],
the frost density Eq.(3.22) is tuned via coefficients a, b and ¢ to obtain the best fit
possible for air pressure drop.

Finally, as evoked before and illustrated later, the effect of fin thermal conduc-
tivity has a major impact on the frost distribution through the heat exchanger. To
obtain the best distribution, Eq.(3.46) is tuned. This equation considers the external
tube diameter as the height of the fin, in its cross-section computation. However,
physically, this can be discussed as the fin is continuous between the tubes and a
larger height could be solicited to transfer heat. An empirical parameter &g, multiply
Eq.(3.46) to obtain the best results.

All tuning parameters and their final values are summed up in Table 4.1
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TABLE 4.1: Summary of the tuning parameters and their value

Parameter Quantity tuned Value
air H Heat transfer coef. (air side) 1
Eref 2P Heat transfer coef. (ref side, two-phase) 0.753
Eret SH Heat transfer coef. (ref side, superheated)  2.15

Eref, fow,up Ref mass flowrate distribution (up) 0.36
&ref flow, mid Ref mass flowrate distribution (mid) 0.323
Eref flow,down Ref mass flowrate distribution (down) 0.317

K Ref pressure drop 134909
B Ref pressure drop 0.549
&air,1 friction factor (air side) 2.73
&air,2 friction factor (air side) 0.53
a Frost density 308
b Frost density 0.15
c Frost density 0
Ehin Fin thermal conductivity 1.51

Because of the model complexity and interactions between phenomena, it was very
complex to implement a global optimization problem to determine the optimal value
of each parameters. A more sequential procedure is then carried out.

1. In a very first stage, all coefficients are set to 1.

2. Thanks to infrared picture of the evaporator in dry regime, the experimental
proportion of two-phase and superheated zones are determined, for each circuit.

10 tubes two-phase
up
6 tubes superheated

8 tubes two-phase
mid
8 tubes superheated

8 tubes two-phase
down
8 tubes superheated

FIGURE 4.1: Experimental proportion of two-phase and superheated
zone for each circuit

Only the dark blue tubes from Figure 4.1 are considered as two-phase. What
is observed here is that between the mid and down circuits, even if the same
number of tubes is considered as in two-phase state, a color difference is observed
for the superheated tubes. Unfortunately, the absolute temperatures measured
by the means of the IR camera cannot be exploited, as the material emissivity
is not known.
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. From observations of bullet [2], &ef fiow,ups &refflow,mid @1d Eref flow,down are tuned
to get the same as in the experimental case.

. As previously said, the sizes of the superheated/two-phase zones are highly
dependent on the refrigerant heat transfer coefficients. &efop and &ersp are
then tuned in parallel to obtain the good distribution.

. Then, the heat transfer rate balance on the evaporator is checked, in dry regime.
If needed, &ref 2P, &ref,su and Eqirp are tuned to get the smallest RMSE possible
between experimental and simulation results.

. Then, an iterative process of bullets [3], [4] and [5] is put in place, to converge
to the best possible solution.

. Pressure drops in refrigerant and air fluxes are decoupled from the thermal
problem, as said before. They can be tuned independently, minimizing RMSE
between experimental and numerical results.

. Parameters in dry/wet regimes being set, the remaining parameters are associ-
ated to the frost regime. First, the fin thermal conductivity &g, is set, in order
to get the best frost distribution within the exchanger (deeply analyzed later in
this chapter).

. Finally, the density parameters a, b and c are set to obtain the best pressure
drop predictions in frost regime.

4.2.2 Experimental validation in steady state

A first check consists in validating the refrigerant and air heat transfer rate models
developed in Sections 3.2.2; 3.2.4 and 3.2.5. To do so, from experimental data set,
only the dry and wet conditions (no frost) are extracted, to get perfectly steady state
conditions. In such a way, experimental data is averaged for periods of more than 10
minutes to prevent any noise disturbance in measurement.

First, the heat transfer rate in dry conditions is analyzed. Here, only the total

heat transfer rate is represented on the air side, as there is no latent load.
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FIGURE 4.2: Experimental vs simulated heat transfer rate for the
refrigerant and air side in dry conditions

With a RMSE (Root Mean Square Deviation) of 24 W, translated in a deviation

of less than 2.5% (excluding one point), the prediction is satisfying and this sub-part
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of the model is successfully validated.

The same exercise is driven for the air in wet regime. Here, the total heat transfer

rate is split in the sensible and latent parts.
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FI1GURE 4.3: Experimental vs simulated heat transfer rate for the air
side in wet conditions

Even if predictions are not as good as in dry conditions because of the complexity
of involved phenomena, a RMSE of 119 W is considered as acceptable. The total
heat transfer rate is under the 5% while the sensible and latent load are under and

overestimated, respectively.

Now, the pressure drops validation on both sides are checked, still in steady-state.
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FIGURE 4.4: Experimental vs simulated pressure drops for the refrig-
erant side

18

The difference between the modeling and the experimental measurements is under
10% with a RMSE of 617 Pa. Looking at the errorbars corresponding to uncertainties,

this difference is clearly acceptable.

Looking at the air side, the scale is very different with, without frost, a maximum

AP of around 20 Pa.
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FIGURE 4.5: Experimental vs simulated pressure drops for the air side
(without frost)

Even though the results do not seem very good (around 15% prediction accuracy),
the RMSE of 2.4 Pa is encouraging. It must be recalled that those pressure drops are
in dry conditions and therefore low. The differential sensor has a range of 0 to 125
Pa. This range is compulsory as when frost accumulates, the pressure drops can rise
up to 50 Pa. To sum-up, a prediction deviation of 2 Pa in this context is acceptable.

4.2.3 Air side : frost regime

Higher attention is dedicated to the frost regime. The characterization of this phase
change, impacts not only the heating transfer process but also an important hydraulic
disruption because of the additional pressure drop. Furthermore, as evoked previously,
the fin thermal conductivity has an important role in the frost distribution within the
exchanger. Based on the experimental records, all these points are tackled in the
present section.

Compared to the previous regimes, the temporal evolution is not steady state, for
a given test. The different quantities cannot be averaged on the test duration. The
approach is then slightly modified. Different parity plots are first exposed. To do so,
the average on the complete test is not computed. Three key moments (beginning,
mid-test and end of the test) are picked. Beside the parity plots, useful to get the
global trend, four representative tests are analyzed in a temporal and spacial way.

The refrigerant side has already been successfully validated previously. As nothing
differs from the previous regimes, the focus is put on the air side. First, the total,
sensible and latent powers are plotted (air side) in Figure 4.6.
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FIGURE 4.6: Experimental vs simulated heat transfer rate for the air
side in frost conditions

Globally, the majority of the numerical results are within the 15% error compared
to the experimental values. No particular difference can be seen regarding the tempo-
rality of the tests, meaning that, with time running, no degradation of the prediction
is to declare. Higher differences can be spotted, especially for the latent loads. They
mainly correspond to end of test and disturbances that can occur at this time (e.g.
valve hunting effects or compressor shut down). This kind of deviation can be ob-
served in Figure 4.7 (N.B. : figure on two pages). It is a temporal representation of
the different heat transfer rates plotted for four different tests (Test # 1 to Test # 4
described in Table 2.4).
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FIGURE 4.7: Temporal evolution of the experimental and simulated
heat transfer rates (total, sensible, latent) for the air side in frost
conditions

Representative tests are taken here. The lighter strips correspond to the measure-
ment uncertainty. Globally, the different trends are well respected, either for total,
sensible or latent heat transfer rates. The test # 4 (bottom) sees an irregular increase
of the latent and decrease of the sensible heat transfer rates after about 5000 seconds.
This is due to, for this specific test, a bad prediction of frost distribution leading to
this inconsistency. It will be highlighted in the pressure drop analysis.

The same exercise is realized for the mass of water accumulated in the evaporator.
First a parity plot is showed in Figure 4.8. High disparities are spotted, for very low
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values. It corresponds to nearly dry tests and at low values, a small absolute variation
implies a large relative difference. Apart from those details, the trend is good. Once
again, values late in the tests stay satisfying. Based on this result, the mass indicator
is considered as sufficiently well predicted by the model, compared to the experimental
values. The trend for the same four tests are displayed in Figure 4.9.
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FIGURE 4.9: Temporal evolution of the experimental and simulated
accumulated mass in frost conditions

The first comment is that the uncertainty light strip is not visible, compared to
the Figure 4.7. This is explained by the good accuracy of the force sensor. Then, no
defrost phase is simulated, explaining the constant value after the experimental maxi-
mum. No dedication is brought to this phase, because of the very short characteristic
time compared to the frost phase (see pressure drop evolution). However, this should
be considered if a complete cycle is studied. Even if slight offsets may be observed,
it confirms the results of Figure 4.8, the predictions of the simulation model fit very
well the empirical observations.

Then, comparison between simulation results and experimental data is applied to
the air pressure drop, in Figure 4.10. Very high discrepancies are noticed, especially
for the points corresponding to the end of the tests. As the model has successfully
been validated in dry regime, it is expected to find a good match for the beginning
of the tests (as nearly no frost is present). However, as the tests go, the prediction
can stay either sufficiently good, or they are largely overestimated. The mismatch
between predictions and experimentation is after more than one hour of test. The
most important factor explaining this phenomenon is the extremely high dependence
on many different parameters. Basically, it depends on the frost thickness and dis-
tribution within the exchanger. Despite the frost density directly impacting the frost
thickness, the fin conductivity and refrigerant split in the exchanger has a tremen-
dous influence on the distribution and then on the pressure drop. The fin conductivity
impact is deeply studied later on. Regarding the refrigerant, a small distribution vari-
ation implies more or less frost formation in the top or bottom of the exchanger. If
this is not properly set, a blockage effect may be computed while it is not the case
in reality. Imposing a constant refrigerant distribution throughout a complete test
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FIGURE 4.10: Experimental vs simulated pressure drops for the air
side (with frost)

duration and between the different test is an assumption having a deep impact on
air pressure drop predictions. However, because of the available resources, this distri-
bution is not furtherly refined. Those results should be put in perspective with the
temporal evolution of the four different tests in Figure 4.11.
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FIGURE 4.11: Temporal evolution of the experimental and simulated
pressure drops for the air side in frost conditions

Once again, the temporal trends confirm the conclusion drawn in the parity plot
previously analyzed. For the first three tests, the trend is satisfying during the com-
plete test duration with only small offsets. As evoked previously, the defrost phase is
not implemented here, explaining the constant value of simulations at the end of the
tests. The defrost phase corresponds to about 5% of the cycle time (frost-+defrost).
No emphasis is put on this, even if this should be compulsory for the study of a com-
plete system. The last test shows a large deviation after 5000 seconds (cf. Figure 4.7).
This is because of the sensitivity of pressure drops to frost distribution and density.
In this specific case, the model predicts a blockage of one part of the exchanger.
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After the study of these conventional quantities, an add-on of this thesis is to study
the frost distribution, regarding the impact of the fin thermal conductivity (FTC).
The corresponding modeling description can be found in Section 3.2.7.

To do so, the relevant available experimental data is the frost thickness extracted
from pictures of the different top tubes (and fins) during the test duration. First, to
illustrate the FTC effect, pictures of a representative test is taken after 10, 60 and 90
minutes. These pictures are faced with a representation of the predicted frost thickness
on each tube of the evaporator. The model is, at first, ignoring FTC effect, as it is the
case in all previous works examined by the author. Then, the exact same simulation
is executed considering this effect. Those representations are found in Figure 4.13.
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FIGURE 4.12: Frost distribution in the different tubes of the heat

exchanger. From top to bottom, figures corresponds to 10, 60, 90

minutes, respectively. The left corresponds to the actual picture of

the test, the center and right, to the model result without and with
FTC, respectively

Figure 4.13 explicitly reveals the impact of this phenomenon. The first general
comment is that there is an uneven distribution of frost on the exchanger height
because of the unbalanced refrigerant split. Then, the size of the circles is only qual-
itative and is not proportional compared to the exchanger geometry. This size is a
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good indicator to get a general view on the frost distribution while the colors bring
more accuracy to the actual thickness. Finally, all the tubes of the exchanger are
represented. However, the visual access is only available on the top of the exchanger.
Those are highlighted with colored boxes.

Minute 10. Even if the difference is not dramatic, the picture explicitly shows
frost on the yellow tube. At this stage, without thermal conductivity, frost already
appears on three out of four tubes. This effect is reduced thanks to the FTC.

Minute 60. The experimental data shows a more important quantity of frost at
the yellow tube level. Then going backwards, this quantity decreases. Without FTC,
the predictions differs with a larger quantity on the green and blue tubes. As no
thermal transfer is accounted between tubes from different temperatures (over-heated
and twh-phase tubes), humidity from air frosts as it hits the first sub-zero tube (if
dew-point conditions are met). The air being dryer for the next tubes, the quantity of
frost accumulated is smaller. Now, accounting for FTC, the superheated tube heats-
up the next tubes. It increases the surface temperature of neighbor tubes, delaying
the frost formation on the further tubes.

Minute 90. The analysis made for minute 60 is the same, or even emphasized.
Small amount of frost is predicted on the red tube without FTC, which is not observed
on the experimental data.

The previous analysis focuses on three specific moments of the test and no quanti-
tative comparison between the model predictions and the measurements is provided.
To complete the analysis, a temporal comparison is realized, again, with and without
FTC effect.
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FIGURE 4.13: Experimental (discontinuous markers) and simulation

(continuous lines) representations of temporal evolution of frost accre-

tion on the four top tubes of the evaporator. Left figures does not
account for FTC while the right does

The conclusions are the same as in the previous analysis. Tubes 2 and 3 dominate
in terms of frost thickness over Tube 1 (yellow in Figure 4.13). Furthermore, a bad
prediction of frost accretion on Tube 4 (red in Figure 4.13). Even if the fit is still not
perfect, a substantial correction is brought thanks to the FTC consideration. Looking
at the numerical values, even in the best case, the match is not perfect. However, it
should be recalled that the thickness is in tenth of millimeters and the experimental
data comes from a picture analysis (see Section 2.2.4). This technique is efficient but
may present a lack of accuracy, explaining the difference between the simulations and
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experiments.

To sum-up, this section shows that the novelty brought with the consideration of
FTC is a real add-on in the frost formation simulation in heat exchangers. A bad frost
distribution prediction due to the lack of FTC implies bad predictions in the pressure
drop characterization and may have a serious impact on the design of heat exchangers.

4.3 Coated surfaces validation

The aim of this section is to compare the predicted time of nucleation phase (i.e.
the time needed before getting a completely covered surface) compared to the exper-
imental observations. As detailed in Section 3.3, three different parameters allow the
tuning to fit the experimental data to the surface models:

e The roughness size R, (see Figure 3.19) and this for the aluminum plate and for
the superhydrophobic one (as each may present different roughness patterns).

e The kinetic constant Iy involved in the nucleation rate described in Eq.(3.75).

The impact of Iy has already been discussed in Section 3.3.3. As the authors in
literature are not unanimous on its value, it is here a degree of freedom to tune the
nucleation time. At first, unlike the roughness, Iy is considered as common to both
surfaces. Regarding the roughness, from the equations, the smaller, the more subject
to nucleation the surface will be. It implies that roughness also allows to refine the
prediction of the nucleation time.

As a recall, either the experimental data or the model shows three different cases:

e Desublimation : water vapor directly turns into frost, without going through
liquid phase

e Condensation + solidification : water vapor turns into liquid, then the droplets
freeze

e Condensation : water vapor condensates and the droplets stay in liquid state

In the experimental campaign no test showed perfectly dry conditions. This case is
therefore not discussed in this chapter. In the present study, the last bullet corre-
sponds to an "infinite" nucleation period. Indeed, the liquid droplets keep popping,
but do not freeze for the duration of the test and are likely to stay liquid forever.
Unlike this case, the first two items correspond to a finite nucleation period. As soon
as the plate is completely covered with frost, this phase is over, leading to the frost
growth period.

The model taken as described in Section 3.3 did not show satisfying results. After
a first try with the tuning of parameters, large discrepancies are observed, and after a
quick analysis, it reveals that the ambient conditions have a very large impact on pre-
dictions. Indeed, keeping the exact same conditions and changing the air temperature
from 18°C to 13°C changes the predictions by several orders of magnitude, unlike the
observations. This is true, for any parameter value of Iy ranging between 10?7 and
103" m—2s7!, as mentioned in the literature.
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The ambient conditions only impact the nucleation rate I from Eq.(3.75) via the
Gibbs energy barrier. A convenient method to decrease the impact of the Gibbs energy
barrier (i.e. the impact of ambient conditions) is to decrease the value the parameter
Iy. Decreasing this parameter, all other things being equal, increases the nucleation
period. To keep it at acceptable values, the other available parameter, namely the
roughness size, must be lowered. This results in a lower value of the 2 = f(0,R,). As
AG is directly proportional to Q (see Eq.(3.74, 3.82), the Gibbs effect is minored so
are the ambient conditions. To sum it up, considering a smaller kinetic constant Iy
(even lower than what is found in literature) allows to reduce the ambient temperature
and humidity effect on the prediction of the nucleation time.

Furthermore, the tuning of the three parameters ended-up in the conclusion that
they were not sufficient to deliver good predictions for both surfaces simultaneously.
Consequently, a different kinetic constant I is attributed to each surface, allowing a
a quality enhancement of the model output.

Finally, the tuning parameters values are found in Table 4.2.

TABLE 4.2: Tuning parameters involved in the nucleation model

Parameter Aluminum Superhydrophobic
Io [m=2s71] 102 10%4
R, [nm]| 0.41 0.26

The values of Iy are already discussed here-above and are lower compared to the
values found in the literature (between 102" and 103! m~2s~!). In the present case, it
is a convenient solution to reduce the impact of ambient conditions. The lower value
of the aluminum shows that temperature and humidity of surroundings has a smaller
impact on the nucleation process, compared to the superhydrophobic coating.

Looking at the values of the roughness size, according to the literature [39, 61,
81], the values considered here are slightly smaller than what is observed. However,
the order of magnitude for hydrophobic surfaces is from few nanometers to hundreds
of nanometers, showing a coherence.

The comparison between experimentation and simulation are, for both aluminum
and superhydrophobic, presented in Figure 4.14. For clarity reasons, when droplets
stay at the liquid state, the nucleation time is set to 4o0.

The first comment is that no uncertainty bar are displayed in this figure. It
is explained because the measured experimental time is based on the analysis of the
pictures and, despite two different tools implemented, no uncertainty value is available.
So, there is an uncertainty for the experimental data but it cannot be quantified. Even
if it is as small as possible, the error margin may be relatively important and it should
be kept in mind for the rest of the analysis.
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FIGURE 4.14: Experimental vs sumultated time needed before obtain-
ing a uniform frost layer (i.e. nucleation period) for the aluminum and
superhydrophobic samples

At the first sight, the trend for both materials is encouraging, even if some dispar-
ities are to be noticed. For the nucleation on the aluminum plate, the predictions are
very good as soon as there is frost. The two tests where the droplets stay liquid, the
prediction are underestimated. For the aluminum plate and its low contact angle, the
model struggle to predict the liquid state. As explained previously, the model is very
sensitive to the conditions. If one experimental measurement presents a slight offset,
the impact on the model may be considerable.

Looking at the superhydrophobic results, the majority of the tests in liquid state
are well predicted. The tests with a small time of nucleation have also a good trend.
Two points in between are diverging, for the same reasons of sensitivity than exposed
previously. The model and experimental techniques may certainly be improved on
many points. However, the main expectation of this first surface model is to predict
a general trend, which is successfully achieved here.

Beside the nucleation time, the energy balance on the droplet determining its
temperature detailed in Figure 3.23 and 3.24 can be illustrated here, thanks to the
comparison between the natural and forced convection recorded in Chapter 2. Indeed,
Section 3.3.5 shows that for a fixed temperature plate, the higher the air speed, the
hotter the droplet and the more likely it will stay liquid. The experimental chapter
shows the evolution of the superhydrophobic surface at -5°C with very low and 1.2
m/s air speeds. In both cases, droplets stay mainly liquid. However, because of edge
effects, the water droplets may freeze, being in contact with colder ones. Experimental
tests show that at the end of the test, for the natural convection case, those edge effects
(ignored previously) are perceptible (yellow zone in Figure 4.15, top). However, for
the forced convection, because the stream helps to increase the temperature of the
droplets, the edge effect are lightened. This is illustrated in Figure 4.15 (bottom).
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FIGURE 4.15: Visualization of a the edge effect in natural convection

(top) and forced convection (air speed = 1.2 m/s) (bottom). The left

part of the plates is the aluminum substrate while the right part is the

superhydrophobic one. The air temperature and humidity are at 18°C
and 75%, respectively. The plate is at -5°C.

From those results, the conclusion is that a good trend of the model is observed
compared to the available data. Eventually, the numbers do not perfectly fit, and the
sensitivity of the model may be the major reason. However, for a first study of this
kind, it is considered as good enough to investigate the impact of hydrophobic surface
in heat exchangers. This is precisely the topic of the following chapter.

4.4 Summary and conclusions

This chapter first aimed at developing a methodology to tune relevant parameters
of the evaporator model. It then successively showed satisfying results between the
experimental data and the numerical results. First, the steady state was tackled with
dry and wet regimes. Then the frost regime was studied. Globally, every predic-
tions matched closely with the experimental data, except for the air pressure drop
for few tests showing high blockage ratio. This chapter was also the opportunity to
demonstrate the benefits of taking into account the fin thermal conductivity for heat
exchangers modeling in frosting conditions. If this effect was not considered, it was
shown that the frost distribution within the device through time was badly predicted.
Accounting for this effect allowed to get much closer to the empirical observations.

Beside the results regarding the heat exchanger, this chapter gave the opportunity
to compare the predictions of simulations and experimental results for the nucleation
duration time. Even if the surface models were relatively simple and relied on many
assumptions, it has been found that the predictions were coherent for the majority
of the tests. Furthermore, the comparison between natural and forced convection on
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different samples at the experimental level allowed to illustrate the modeling consid-
erations about the droplets temperature computation. Indeed, a sample in natural
convection was more subject to edge effect because of its lower droplets temperature,
compared to the same one in forced convection. This was what was expected from
the modeling developments.

Models at both scales being experimentally validated, it is now possible to trust-
fully merge and exploit them, to predict performance of an evaporator with hydropho-
bic coatings.
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Chapter 5

Multiscale Merge

5.1 Introduction

This ultimate chapter is the first one to merge both, heat exchanger and surface phe-
nomena, in a single model.

After quickly showing how both models interact, the sensitivity of some param-
eters of the model is illustrated. Then, the heart of this chapter is to study the
impact of the surface wettability on the evaporator. The main criterion analyzed is
the time needed for the device to be blocked by the frost, in various conditions. The
impact of ambient temperature and humidity as well as the fan speed are investigated.

Finally, a very first step of the impact of wettability in fins and tube heat exchanger
is evoked and illustrated by the means of the available simulation tool.

5.2 New model application

As previously evoked, the ultimate objective of the present thesis is to merge the
surface and exchanger model. To do so, the decision tree of the models to select the
regime on the air side of the evaporator presented in Section 3.2 is upgraded.

For the initial exchanger model, depending on surface temperature and air condi-
tions, a tube could stay dry, be wet or frosted, as illustrated in Figure 3.5. Now, an
additional mode is added, namely the nucleation mode. The surface model described
in Section 3.3 is called in a first time to determine if surface and atmospheric condi-
tions are met to initiate nucleation. If so, the nucleation mode is launched, computing
the time necessary to obtain a uniform frost layer. If no nucleation phase is to declare
or if the considered tube shows a uniform frost layer (post-nucleation), the model
switches back in the classical mode. The algorithm scheme is illustrated in Figure 5.1.

As both models (i.e. heat exchanger and surface) have sucessfully been validated,
they are merged to get an analysis of the behavior of the evaporator, varying its
surface characteristics. In a first step the roughness is investigated before the analysis
of the effect of contact angle, more extensively studied.
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FIGURE 5.1: Model merge algorithm flowchart

5.3 Impact of surface roughness on the evaporator

To study the impact of the roughness effect on nucleation, basic examples of cold
horizontal plates are still employed for sake of simplicity. Indeed, its impact is very
sensitive and this small study is self-sufficient in the frame of this study. Three differ-
ent figures are represented in Figure 5.2. In the first two, the contact angles are set,
to 90° and 162°, respectively (i.e. to the contact angle of the aluminum and superhy-
drophobic coating). Then, for given atmospheric conditions (18°C and 75% RH), the
nucleation time is plotted regarding the plate temperature Ty, and roughness radius
R, (cfr. Figure 3.19). The plate temperature is set to -10°C, and the nucleation time
is represented as function of the contact angle # and the roughness. A first comment
is that the white part corresponds to cases where the nucleation time is infinite (i.e.
no frost is to declare). Then, from the top two figures, taking a given roughness
radius R,, a small variation of the wall temperature induces a large nucleating time
modification. This is physically coherent and aligned with observations. Indeed, a
plate at -8°C may frost relatively quickly while no frost is observed after hours in the
same conditions for a plate at -5°C.

Now, still on the top figures, considering a given plate temperature, a slight vari-
ation of the roughness size (i.e. tenths of nanometer) also implies a large variation of
predicted nucleation time. This observation is especially highlighted for the smallest
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FIGURE 5.2: Nucleation time regarding the roughness size and the wall

temperature for a contact angle of 90° (top left), the wall temperature

for a contact angle of 150° (top right) and the contact angle for a wall
temperature of -10°C (bottom)

contact angle. It means that, even a small accuracy deviation in the tuning of this
parameter, induce dramatic prediction deviations. Furthermore, if the material shows
an heterogeneous roughness distribution, the nucleation scheme may differ consider-
ably.

Now, looking at the last figure (in red), the relation impact of contact angle and
roughness is illustrated simultaneously. The main observation extracted from this fig-
ure is that to keep the same order of magnitude for the nucleation time, if the contact
angle is increased, the roughness size should decrease. It is indeed what is observed
in the tuning of the surface parameters for the experimental validation.

Based on those analyses, the model should be used very carefully. Indeed, even if
the model is validated for a single smooth plate, the frost accretion in a heat exchanger
is a whole different story. First, as previously said, a small error on the parameters
has tremendous consequences. Then, a heat exchanger shows very complex geometries
with numerous nucleation sites, fouling, etc. The high sensitivity of those parameters
is then a weakness of the model.

However, trends can still be drawn, showing the impact of contact angle on the
performance of the evaporator. To do so, a fixed roughness size is kept. The chosen
roughness size is the one identified for the superhydrophobic coating. This value
fits both the experimental results at the scale of the exchanger for the "classical"
evaporator (i.e. very small nucleation duration time for a contact angle of 90°) and
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decent values for superhydrophobic coatings applied to the heat exchanger application.

5.4 Impact of contact angle on the evaporator

In this section, a real case test is emulated. To do so, constant supply conditions
are imposed on the air and refrigerant sides. The air temperature and humidity are
supposed constant for a test duration time. However, the mass flowrate may vary
because of the pressure drop increase due to frost. To account for this, a fan model
has been implemented, to correlate the mass flowrate regarding the pressure drop of
the system. Details of this model can be found in Appendix D. On the refrigerant
side, constant supply conditions are considered. Obviously, this may not be the case,
because of the system evolution with frost accumulation. However, it would be nec-
essary to model the complete cycle to catch those supply variations. The choice here
is to avoid this complete modeling because the focus is not set on the cycle in this
thesis and the performance trends of the evaporator will stay the same.

Another parameter depending on the surface is the hysteresis contact angle. As
both are known for aluminum and for the superhydrophobic coating, it has been de-
cided to do a linear digression for those, between the neutral and superhydrophobic
materials. It is consistent as in general, the higher the hydrophobic level, the smaller
the hysteresis contact angle. It is to note that specific materials can be developed,
showing other trends. Those are not considered here.

5.4.1 Impact of wettability on the state of water in the evaporator

The surface model, which is plugged to the model of the evaporator, can give the
condition of each tube of the exchanger on the air side. The tubes (and correspond-
ing fins) can be either dry, wet or frosted. But, going more in details, depending on
conditions, for the wet conditions, two options are highlighted. The liquid droplet can
either stick to the wall or, slide on it. It depends on the surface characteristics (static
and hysteresis contact angles) and on the droplet size.

As the information is available, a quick study is undertaken to spot, for different
rows, the state of water on the tubes, for different contact angles. Only four rows in
the middle of the exchanger are displayed for the sake of clarity. On the height of the
exchanger, the other tubes are likely to present similar conditions. As a reminder, the
Tube 1 corresponds to the refrigerant supply and air exhaust while the Tube 4 is the
opposite.

Different pieces of information can be extracted from Figure 5.3. At first sight, the
contact angle does not seem to have any impact, excepting superhydrophobic surface
for surface showing higher temperatures. Different factors explain this phenomenon.
At the exhaust of the evaporator on the air side (Tube 1), the surface temperature is
below zero. It has been seen previously that if the surface is under 0°C but still close
to this value (between -8°C and 0°C), the odds for a droplet to freeze on superhy-
drophobic material are low, thanks to their higher interaction with the surroundings.
However, even if the temperature of the air at the supply is 18°C, at exhaust, it is
much colder. It results in a colder nucleus temperature leading to frost. This effect
is emphasized because of a simplification of the surface model. Indeed, there is no
model of droplet growth in this work. It results in smaller droplets, interacting less
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FIGURE 5.3: State of nuclei on the exchanger tubes for different con-
tact angles.

with surroundings. This simplification also explains another observed phenomenon.
Whatever the contact angle, the droplets stick to the fins (even if the latter are verti-
cal). It means that the critical nucleus size (considered here) is still smaller than the
minimum size to have a motion effect due to gravity, even for high contact angles. It
shows here a limitation of the present model in the frame of heat exchangers.

Based on this, does it mean that the wettability of the surface will not have any
impact on frost growth in heat exchanger? Beside the state of water, another capital
quantity is the time needed to cover the surface (nucleation period). Even if the nuclei
are frosted, there may be a delay before the frost growth period, depending on the
type of surface. The figure 5.4 illustrates this evolution. It is worth noticing that
those results are taken when the evaporator just reaches steady state. The situation
can evolve looking at longer time (as seen in the experimental study of the evaporator
in frost conditions).
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FIGURE 5.4: Nucleation time on the exchanger tubes for different
contact angles

Paying attention to the logarithmic scale, no major effect is identified for contact
angles smaller than 130°. This is in line with observations from Chapter 2. Keeping



104 Chapter 5. Multiscale Merge

the increase of the hydrophobic level, the delay increases exponentially. In other
words, even if the state of nuclei is solid for superhydrophobic coatings, in practice,
the delay before observing actual frost growth is so long that it can be considered as
frost-free.

5.4.2 Impact of wettability on the blockage time

As previously evoked multiple times, one major issue of frost formation in heat ex-
changer is the increase of the air blockage leading to a pressure drop increase and
flowrate decrease. In this frame, the first effect analyzed is the time required for the
exchanger to be blocked. The evaporator is considered as blocked when the volumetric
flowrate falls under 25% of the initial one. The impact of the contact angle is naturally
the main studied parameter. In complement, the impacts of the supply temperature,
supply humidity and fan speed are investigated. The reference conditions are a sup-
ply temperature of 18°C and 75%, respectively and a fan speed of 1850 RPM giving
a volumetric flowrate of about 165 m®/h. As a first step, the delay before the heat
exchanger blockage is studied for three different supply temperatures of 10, 14 and
18°C.
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FIGURE 5.5: Time necessary for the air flowrate to fall under 25% of
its nominal value, as a function of the surface contact angle

From Figure 5.5, different elements can be analyzed. The most sticking informa-
tion is that the delay does not change regarding the hydrophobic level, from contact
angles ranging from 80° to nearly 135°. It is in line with the conclusions from Sec-
tion 2.3.3 and the work from Hermes et al. [32]. However, for higher hydrophobic
level, the time necessary exponentially increases. At about 150°, for these conditions,
the necessary time is about 2 hours (versus less than 40 minutes for neutral smaller
contact angles). Then, an asymptotic behavior is observed suggesting that from a
certain contact angle (>150°), no frost will accumulate in the device. Once again, this
information is coherent with observations made on superhydrophobic samples (e.g. in
Figure 2.39).

In classical cases of heat exchanger submitted to frost conditions, the surface tem-
perature shows negative temperatures but may not be far from 0°C. However, as
explained previously, if the frost quantity increases, the refrigerant evaporating pres-
sure decreases, leading to a decrease of the surface temperature which eases the frost
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formation. On another side, superdrophobic surfaces may frost for low surface tem-
peratures. However, as seen in Figure 5.2, if the temperature is sufficiently high (even
if below 0°C), no frost deposition is observed. In this case, the evaporation pressure
as well as the surface temperature will remain constant. In other words, if the limit
conditions of frost launch is not met thanks to superhydrophobic coating, the evapo-
rator will not frost. This explains the asymptotic behavior shown in Figure 5.5.

The same exercise is realized, imposing the air supply to 18°C and varying either
the relative humidity or the fan speed. The humidity variation ranges between 50%
and 95% while the imposed speed of the fan ranges between 1800 and 2000 RPM
corresponding to volumetric flowrate between 135 et 235 m?/h.
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FIGURE 5.6: Time necessary for the air flowrate to fall under 25% of
its nominal value, as a function of the surface contact angle

Globally, the conclusions are exactly the same as those from the analyze devel-
oped here-above. As expected, dryer air at 50% relative humidity allows to delay a
few minutes the exchanger blocakge compared to the wetter streams. However, no
clear difference is noticed between 75% and 95% humidities. It suggests that when a
certain humidity level is reached, the frost formation process is evolving in a similar
way, whatever the humidity.

Looking at the impact of the fan speed on the delay before frost blockage, it is clear
that the faster the longer before blockage. First, it is explained because if the air speed
is higher, the heat transfer on the air side is going to be enhanced inducing a hotter
surface temperature. Then, the droplets temperature from hypothetical condensates
are also going to be at a higher temperature compared to a weaker air speed.

5.4.3 Impact of wettability on the performance of the heat pump

In the present thesis, the effect of surface wettability on the heat pump performance
(heating capacity, COP, etc.) is not investigated. It is justified by different reasons.
As seen in Figure 5.5, the transition zone between frost quick accretion and frost
prevention is very sharp. A few degrees of the contact angle has a major impact on
frost formation, when switching from hydrophobic to superhydrophobic substrate. It
is then nearly on/off depending on the surface. Below a threshold contact angle value,
whatever the contact angle, the frost will evolve in a same way. The frost impact on
the complete cycle is then the same as for classical and well known cases of system
showing no specific hydrophobic behavior. On the other hand, if a superhydrophobic
surface is met in the evaporator, it is likely to completely avoid frost. Then, if steady
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state conditions are met, the performance of the machine does not evolve. It is the
same as studying a classical heat pump in a no-frost regime. The performance gap
is then the same as the one between a classical system with frost and a system in
steady-state wet or dry regime. This gap is already investigated in the literature ,and
highly depends on the applications. Examples and quantification of this performance
gap for heat pumps, fridges or ventilation systems are illustrated in |28, 44], |6, 19]
and [27], respectively.

5.4.4 Impact of wettability on the design of the evaporator

Now that the new model of heat exchanger accounting for wettability shows the inter-
est of the technology (i.e. superhydrophobic coating), a tool is available for the design
of such devices. Indeed, thanks to a (super-)hydrohpobic coating, the frost accretion
drastically differs from standard heat exchangers. Furthermore, as the condensates
shape is closer to a sphere, they have a deeper interaction with the air flux and a
smaller influence from the surface temperature on which they are. In the light of this,
it may be possible to, among others, take advantage of the air speed to heat up the
droplets and avoid them to freeze.

The present thesis stops at showing the interest of superhydrophobic coatings in
heat exchangers and aims at developing a simulation tool experimentally validated.
No deep investigation in heat exchanger design is conducted here. However, the im-
pact of the design on the performance of the device is illustrated with an example.
The original evaporator studied is taken as the reference. Then, everything else being
identical, the number of fins is modified, to increase or decrease the fin pitch. The
idea here is to impose the same volumetric flowrate, whatever the number of fins. It
means that the fan speed must be adjusted, its consumption will vary and the initial
air pressure drop is going to change as well. Furthermore, playing with the number of
fins obviously impacts the exchange surface on the air side. All these quantities are
illustrated here.

The quantity of fins vary from 56 to 210, resulting in a fin pitch ranging between
5 and 1.3 mm, respectively.
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FIGURE 5.7: Time necessary needed for the air flowrate to fall under
25% of its nominal value, in function of the the fin pitch for different
contact angles
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Figure 5.7 shows that for superhydrophobic coating (i.e. the same one as experi-
mentally tested on the simple surface), the evaporator will never frost, whatever the
configuration. The design of the device will then be the same as frost-free heat ex-
changer. Then, two other contact angles are considered. The first one corresponds
to neutral wettablility (90°) and the other one is intermediate with a 140° contact
angle. Both curves show similar shapes with a minimum around a fin pitch of around
3 mm. For smaller fin pitch, the air speed is sufficiently high to heat droplets and
delay frost formation. For larger ones, the space between fins is higher, also postpon-
ing air blockage (as the frost layer needs to be thicker). The minimum is however the
same for both contact angles. It means that being neutral or hydrophobic does not
impact significantly the design method. However, superhydrophobic coatings allow to
prevent frost formation and may imply other designs.

Beside the time delay before blockage, other important quantities are to be con-
sidered, such as the air pressure drop, the consumption of the fan or the heat transfer
rate, as illustrated in Figure 5.8.
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FIGURE 5.8: Air pressure drop and fan consumption (left) and heat
transfer rate (right) as a function of the the fin pitch, before frost
apparition

Here, to consider a consistent basis of comparison, only the values at the start of
the simulations are considered (i.e. without frost). The results are relatively obvious
with a decrease of all three quantities, namely the fan power, air pressure drop and
heat transfer rate, with the fin pitch increase. This is explained because of an increase
of the air cross section area and a decrease of the air exchange surface. As for every
design process, the choice of the number of fins will eventually result in a trade-off.

5.5 Summary and conclusions

This chapter aimed at merging heat exchanger and surface models and use this new
tool to quantify the performance of coated evaporators. First, the impact of the
roughness on the nucleation time for different contact angles was studied. It has
been observed that the model was extremely sensitive to this roughness. To set
this sensitivity aside, the roughness was set constant for the rest of this chapter.
The only parameter envisaged was the static contact angle. The hysteresis contact
angle was considered linear between the two experimental values, which is physically
meaningful. Even if different quantities were computed regarding the contact angle,
the main one studied was the delay before getting the heat exchanger blocked. The
general conclusion of all these results was that the hydrophobic coatings showing a
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static contact angle between 90° and 130° had no significant impact on the results.
In other words, a hydrophobic or a classical heat exchanger did not differ in terms
of performance. However, at the threshold value of 130°, the frost delay increased
exponentially while increasing the static contact angle. It means that considering
superhydrophobic coatings in heat exchanger could completely prevent frost, in the
considered conditions. In a next step, a first illustration of heat exchanger design was
shown, changing the number of fins for different coatings. Eventually, it resulted in
the fact that a superhydrophobic evaporator could be designed as a dry or wet one
while the trends are similar for classical and hydrphobic exchangers.
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Chapter 6

Conclusions and perspectives

The aim of this thesis was to quantify the impact of hydrophobic and superhydropho-
bic coatings on the surface of evaporator submitted to frost conditions. The general
approach was to work in parallel on two different aspects and merge them in a last
step. These aspects are namely the characterization of a standard evaporator from
a heat pump and the characterization of specific surfaces showing simple geometries.
For both of them, models were developed and successfully validated with data gath-
ered through different experimental campaigns.

The different bricks building this thesis are briefly recalled here, highlighting the
main outcomes of each one. Finally, different perspectives to enhance and continue
the work achieved in this thesis are proposed.

6.1 Chapter 2 : Experimental investigations

This chapter aimed at describing two experimental test campaigns. The first one was
related to the investigation of a fins and tubes evaporator of a heat pump while the
objective of the second one was the characterization of frost formation on simple sur-
faces showing different wettabilities (i.e. different coatings).

First the description of the test bench built for the heat exchanger investigations
was detailed. All the data monitoring system was detailed. Beside the classical sen-
sors, the key elements to underline on this set up were linked to the specific study of
frost. An innovative mass differential system has been installed. It allowed to weight
the complete set up and then to get rid of potential mass variation of refrigerant
within the evaporator. Meanwhile, it gave the possibility to use a 2 kg sensor to get
an accurate mass measurement of the accumulated frost. This specific measurement
system allowed to crosscheck the mass deduced via the humidity balance on the air
flow stream. Furthermore, the uncertainty of this measurement was much lower com-
pared to the humidity balance. However, the uncertainty on the heat transfer rate
was of the same order of magnitude for both techniques.

The shell of evaporator has been modified to change the aluminum plated by
transparent polymer. It allowed to obtain a visual access to the top and bottom tubes
of the device and their corresponding fins. Pictures were taken at regular intervals
during the complete duration of the tests. It highlighted a specific apparition scheme
of the frost common to the complete set of tests. The frost appeared first on the tube
corresponding to the air outlet. Then, other tubes frosted successively, from the air
outlet to the air inlet. Those pictures were analyzed through a dedicated software
to obtain the frost thickness of the different tests. This test campaign allowed to
understand how the frost formation occurs in this system and provided a data set to
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feed numerical models.

In parallel, the condensation on plane surfaces showing different coatings were
experimentally investigated. The samples were installed in a conditioned atmosphere
and were cooled down with a peltier thermoelectric cell. The objective was to take
pictures every 20 seconds during the whole test duration to determine the time neces-
sary to cover the complete sample with frost. In other words, the goal was to measure
the nucleation phase duration. Numerical tools were implemented to measure, based
on the picture analysis, this period. Those tools were based on pixels difference and
pixels standard deviation.

The first main conclusion of this campaign was that no difference was spotted
between neutral aluminum surface and and the ones with coatings showing static
contact angles up to 115°. Such hydrophobic coatings did not show any interest for this
application. To go a step further, superhydrophobic paint with a static contact angle of
162° was applied. A clear difference was then observed. For cold surface temperatures
(between -8°C and -11°C), an additional delay was observed, compared to aluminum.
For higher temperatures (between -5°C and -8°C), while frost was observed on the
aluminum sample, the condensates appearing on the superhydrophobic coating stayed
at the liquid state. It could be concluded that in the considered test conditions, the
superhydrophobic coating prevents frost.

6.2 Chapter 3 : Modeling development

The very next step was to express the experimental observation through numerical
models, based on physical equations. The method adopted was the same as for the
test campaigns, namely tackle the task in differentiating the heat exchanger and sur-
face phenomena.

Based on the observations of frost formation distribution in the evaporator, it was
seen that frost did not appeared simultaneously on the different rows. However, for a
given row, the frost distribution was rather uniform. The chosen discretization level
was then tube-by-tube, to ensure the differentiation between each one of them and
decrease the complexity compared to more detailed models. The model was semi-
empirical, using equations from heat transfer, hydraulic and thermodynamic theories.
On the refrigerant side, each tube could either be completely in two-phase, completely
in vapor, or a mix between both, with a moving boundary. On the air side, each tube
(and its corresponding fins) was either dry (i.e. no frost or condensation), wet (i.e.
condensation on the whole tube) or frosted. For every condition, specific equations
were implemented.

In this model, even if general quantities such as heat transfer rate, pressure drop
predictions, etc. were correctly predicted, the frost distribution was not. To overcome
this issue, an additional phenomenon, neglected in most of the models from the lit-
erature, was added to the modeling, in the name of fin thermal conductivity. Even
if the concept is simple (i.e. heat conduction through aluminum plates, driven by a
temperature difference), it added a lot of numerical complexity. It was then decided
to use a dynamic model, to get rid of those issues. In such a way, it was possible to
decouple the air from the refrigerant numerical scheme, with the wall as a capacitive
interface. It was seen in the very next chapter that this new model, based on classical
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equations with this add-on, gave very satisfying results.

The model previously described did not account for any hydrophobic specificity of
the surface on the air side. Even if the ultimate objective was to obtain a simulation
tool of heat exchanger showing hydrophobic characteristics, a model of simple surface
was first implemented. This followed the same trend as for the experimental inves-
tigations. The main goal here was to describe nucleation of water from surrounding
air on cold surfaces showing different features (i.e. different contact angles, roughness
or inclination). The implemented equations were based on the Gibbs equations and
on classical nucleation theory. All phenomena were not included in this model to
keep it at a relatively low level of complexity, that would allow to merge it with the
already complex heat exchanger model in a next step. The model predicted the rate
of nucleation and the size of the nuclei (it allowed to predict how much time was nec-
essary to cover a given surface). Furthermore, depending on atmospheric conditions,
surface temperature and surface characteristics, the model predicted the temperature
of the droplets. It showed that even for very cold surface temperature (-10°C), if the
surface was sufficiently hydrophobic, it would lead to a spherical droplet shape and
to higher droplet temperature, preventing the nucleus to frost. To sum up, the model
allowed to compute if frost would appear on the surface or not, and if so, to predict
the time necessary to completely cover the surface (i.e. nucleation time). In other
words, it computed the nucleation phase duration, for given conditions and surface
characteristics. Even if it was not the most detailed model at the surface level, it was
built in a way that ease the merging with the macroscopic model of the heat exchanger.

Before merging those new models both of them were experimentally validated,
independently. That was the topic of the next chapter.

6.3 Chapter 4 : Experimental validation

To give some credits to the newly developed models, a validation step has been con-
ducted. The objective of this chapter was to challenge the numerical results with the
collected data to certify their validity. As the built models were semi-empirical ones,
some freedom degrees (i.e. tuning parameters) were available, to tune them and refine
their predictions.

For the heat exchanger, the very first step was to determine a method for the
model tuning. The different parameters had their specific role based on the physics
but could have a global impact on the model. Because of the complexity an iterative
method has been employed and described in the chapter. Then, a successive compar-
ison between numerical and experimental results was exposed. Steady state regimes
corresponding to dry or wet (no frost) states on the air side were first tackled. The
heat transfer rates were well predicted within 5% and 15% for the total and sensible
or latent ones, respectively. The same order of magnitude concerning the prediction
accuracy was found for fluids pressure drops on refrigerant or air sides. Regarding the
frost regime, the results were also satisfying, for a majority of the tests. Here, as it
was not purely steady state, temporal approach was also added to the analysis. It has
been observed that the few diverging results were encountered at the end of few tests,
for heat exchangers heavily charged in frost presenting extremely low refrigerant flow
rates and high air pressure drop. However, before reaching those critical conditions,
the model was performing well. Regarding the condensates or frost mass accumulated
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in the device, the simulation results were encouraging.

The ultimate check operated in this chapter for the heat exchanger was the frost
distribution in the exchanger. It was the opportunity to illustrate the impact of fin
thermal conductivity on predictions. When not considering this physical effect, it has
been confirmed that the distribution was not well represented. The frost appeared
and grew too close to the air supply, compared to observations. If the simulations
were accounting for the fin thermal conductivity, this distribution issue was corrected,
given far better results. It confirmed that this add-on had a considerable value in the
new model. To sum up, globally, the model was successfully validated in dry, wet and
frost conditions, for all different aspects.

The validation of the surface model was much more succinct because only one
main output was measured, namely the duration of the nucleation phase. It is im-
portant to remember that the measurement technique was not as easy as for classical
sensors, because it was based on numerical analysis of pictures. The accuracy of the
experimental results is therefore lower and uncertainty unknown. On the numerical
side, the model presented was a first version of this kind which can be easily plugged
in the exchanger simulation tool. Nevertheless, the adequacy between numerical and
experimental results was fairly satisfying, within a 20% deviation for the majority
of the tests. The model was able to predict the absence of frost formation. In the
opposite case, when frost is observed, the length of nucleation phase was relatively
well computed too.

Based on those results, it is descent to conclude that both models were successfully
validated and could be used with trust, in conditions similar to the experimental cam-
paigns. In the next chapter, the objective was to merge and exploit those numerical
tools.

6.4 Chapter 5 : Multiscale merge

This ultimate chapter, as previously recalled, aimed at merging the heat exchanger
and the surface models. Even if the models were built to be merged as easily as pos-
sible, the first step was to show how those interact together.

As described in Chapter 3, the two main characteristics of the surface model were
the contact angle and the roughness. Both were here studied independently. The
model showed an extreme sensitivity to the roughness. Different performance maps
were drawn varying the roughness, but for the rest of the chapter it was set to a value
determined in Chapter 4. The most studied parameter was the static contact angle.
It has been decided that the hysteresis contact angle was linearly dependent on the
static one. In the present context, the most significant value to study was time before
the heat exchanger was blocked because of frost, regarding the contact angle. To get
closer to the actual application, a model of a fan has been implemented. The idea
was to set a rotational speed constant, and observe the air flowrate decrease with the
pressure drop increase. The criteria imposed to prevent any numerical issue was to
consider the heat exchanger blocked when its flowrate felt under 25% of the initial
one. The effect of ambient temperature, humidity or fan speed (and thus air mass
flowrate) were investigated independently. But the capital information underlined in
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this chapter is the following one. First, if hydrophobic coating presented a static con-
tact angle under 130°, no visible effects was observed compared to the original one.
However, at this threshold value, increasing the angle value resulted in an additional
delay, growing exponentially. In practice, it meant that for superhydrophobic coatings
which were well above this value, it was possible to considerably increase the frost de-
lay or even prevent frost, for the tested conditions.

In the light of this information, a very first step in the design of heat exchangers
accounting for their wettability was illustrated. The idea here was to vary the number
of fins, everything else being kept constant. The main output was that for classical
and hydrophobic evaporators, the conclusions were exactly the same. However, for
devices with superhydrophobic coatings, the design should be considered as if the
evaporator was always dry, whatever the conditions.

6.5 Perspectives

The present thesis was a first step in trying to merge two different scales, to underline
the effect of hydrophobic coatings in refrigeration systems. It was, to the best author’s
knowledge, the first macroscopic model accounting for surface phenomena. Based on
this latter, different conclusions could be successfully drawn. However, a lot of work is
still to be achieved. The most obvious tasks to directly continue this thesis are listed
here under:

e On the level of the classical heat exchanger (without accounting for wettability),
the investigations were already deep and in alignment with the state of the art.
However, this is not the case at the surface level. Further investigations should
be conducted :

— On the experimental side : the idea of studying simple surfaces was fruitful.
However, investigations should continue to get deeper in the understand-
ing of the complex phenomenon which is nucleation. Different conditions
should be tackled and important tests that should be undertaken are tests
with vertical samples. This would be closer to the final application;

— On the modeling side : even if the numerical tool presented here gave
already satisfying results, it should be considered as a preliminary model.
Different physical phenomena were not included. The most striking ones
that are not accounted for are are the statistical approach and the droplets
growth model. Multiple other ones could be added, but with the two
already aforementioned, better results should be reached;

e Another direct work that should be conducted is to realize the same experimental
campaign as done with the classical heat exchanger, but with tubes and fins
coated with superhydrpohobic paint. It would allow to validate the complete
model presented in the Chapter 5. The difficulty here is to apply a uniform
layer of coating on a complex geometry. One idea would be to coat it before

assembling of the different elements;

e An additional improvement of this work would be to get a more efficient numer-
ical scheme. Indeed, on a regular machine (processor 2,5 GHz Quad-Core Intel
Core i7), a given point took between one and two seconds to converge. As frost
appears after few minutes to few hours, one given geometry would take hours
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to complete the simulation. Now, if design optimization is the ultimate goal,
hundreds geometries could be tested, exploding the computation time.

e Finally, one huge improvement would be to develop a coating resistant to frost/defrost
cycles. Indeed, this work showed that those could completely prevent evapora-
tors from frost. However, the different surface samples showed a quick degrada-
tion of the superhydrophobic coating. It was replaced after three tests before
going to the next ones. In real life machines it would be unthinkable to renew
the coating periodically. Even if it is out of the scope of thermodynamics and
more related to chemical engineering, it would represent a huge add-on in the
refrigeration systems.

To conclude this work as it started, all in all, this thesis is just another brick in
the wall.
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Appendix A

Experimental frost thickness
measurement

This appendix allows the reader to access the experimental data of the frost thickness
recording. As a recall, here is the tube nomenclature.
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FIGURE A.1l: Tubes nomenclature

TABLE A.1: Frost thickness on different tubes [mm]

Test Tube 10 20 30 40 50 60 70 80 90 100 110 120 130
+# # min min min min min min min min min min min min min

1 T1 0 0 0 0 0 0 0 0 0 0 0 0 0
T2 0 0 0 0 0 0 0 0 0 0 0 0 0
T3 0 0 0 0 0 0 0 0 0 0 0 0 0
T4 0 0 0 0 0 0 0 0 0 0 0 0 0
2 T1 0 0 0 0 0.6 0.71 - - - - - - -
T2 0 0 0 0 0 0 - - - - - - -
T3 0 0 0 0 0 0 - - - - - - -
T4 0 0 0 0 0 0 - - - - - - -
3 T1 0 0 045 06 0.63 1 1 1 1 1 1 1 1
T2 0 0 0.32 047 0.57 0.72 1 1 1 1 1 1 1
T3 0 0 0 02 029 033 054 072 08 0.86 1 1 1
T4 0 0 0 0 0 0 0 0 0 01 031 033 0.35
4 T1 0 0 0 0 0 - - - - - - - -
T2 0 0 0 0 0 - - - - - - - -
T3 0 0 0 0 0 - - - - - - - -
T4 0 0 0 0 0 - - - - - - - -
5 T1 0 0 045 05 056 0.73 0.8 096 - - - - -
T2 0 0 0 0.27 048 052 055 0.62 - - - - -
T3 0 0 0 0 0 0.15 0.205 0.27 - - - - -
T4 0 0 0 0 0 0 0 0 - - - - -

Continued on next page



116 Appendix A. Experimental frost thickness measurement

Table A.1 — continued from previous page

Test Tube 10 20 30 40 50 60 70 80 90 100 110 120 130
+# # min min min min min min min min min min min min min

6 T1 0 0 044 048 061 08 1 : - - - - -
T2 0 0 0 0 0 02 032 - . _ - - -
T3 0 0 0 0 0 0 0 - - - - - -
T4 0 0 0 0 0 0 0 - - - - - -
7 T1 0 0 0 03 062 066 098 1 1 : - - -
T2 0 0 0 0 0 0 0 023 051 - ; . ;
T3 0 0 0 0 0 0 0 0 02 - - . _
T4 0 0 0 0 0 0 0 0 0 - - - -
8 T1 0 0 0 - . . . . . ; - - -
T2 0 0 0 - § - § § § . - . -
T3 0 0 0 - - - § § - _ ; - -
T4 0 0 0 - - - - - - - - . -
9 T1 0 044 05 056 067 094 096 1 . - . . .
T2 0 0 0 02 047 065 07 071 - ; ; . -
T3 0 0 0 0 0 0 018 024 - - - - -
T4 0 0 0 0 0 0 0 0 - - - - -
10 T1 0 0 023 029 034 - . . . - . . -
T2 0 0 0 0 0 . § § . - § : .
T3 0 0 0 0 0 - § § . - § § -
T4 0 0 0 0 - : - - - - - -
11 T1 0 0 047 054 059 073 08 095 1 1 1 1 1
T2 0 0 0 0 0 0175 0.36 046 052 06 083 1 1
T3 0 0 0 0 0 0 0 014 027 028 03 041 047
T4 0 0 0 0 0 0 0 0 0 0 0 0 0
12 T1 0 0 0 017 026 028 - - - - . .
T2 0 0 0 0 0 0 0 . . - . . -
T3 0 0 0 0 0 0 0 § . - § . .
T4 0 0 0 0 0 0 0 § . - § § -
13 T1 0 0 0 0 - - - - - - - - ;
T2 0 0 0 0 - - - - - - - - -
T3 0 0 0 0 . - . . . - . . ;
T4 0 0 0 0 § - § § § . § § -
14 T1 0 0 - - - - - - . _ - . -
T2 0 0 - - - - - - - - - - -
T3 0 0 . - . - . . - ; - - -
T4 0 0 § - § § § . . - ; . ;
15 T1 022 057 067 074 085 1 1 1 1 1 1 1 1
T2 0 0 02 04 05 069 075 089 1 1 1 1 1
T3 0 0 0 0 0 029 04 054 056 085 096 1 1
T4 0 0 0 0 0 0 0 0 0 033 036 055
16 T1 0 048 066 079 092 1 1 1 . - . - -
T2 0 0 0 0 01 04 05 06 - - - - ;
T3 0 0 0 0 0 0 0 021 - - - . -
T4 0 0 0 0 0 0 0 0 . - . . -
17 T1 0 0 031 061 - _ - - - - - - -
T2 0 0 0 0 - - - - - - - - -
T3 0 0 0 0 - - - - - - - - -
T4 0 0 0 0 § - . . . - - . -

Continued on next page
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Table A.1 — continued from previous page

Test Tube 10 20 30 40 50 60 70 80 90 100 110 120 130

+# +# min min min min min min min min min min min min min
18 T1 0 0 0 0 - - - - - - - - -
T2 0 0 0 0 - - - - - - - - -
T3 0 0 0 0 - - - - - -
T4 0 0 0 0 - - - - - - - - -
19 T1 0 0 0 0 0 0 0 - - - - - -
T2 0 0 0 0 0 0 0 - - - - - -
T3 0 0 0 0 0 0 0 - - - - - -
T4 0 0 0 0 0 0 0 - - - - - -
20 T1 0 0 0.6 061 0.7 1 1 1 1 1 - - -
T2 0 0 0 0 0.59 0.7 1 1 1 1 - - -
T3 0 0 0 0 0 026 028 05 079 0.81 - - -
T4 0 0 0 0 0 0 0 0 0 0 - - -
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Appendix B

Refrigerant heat transfer
coefficient in boiling phase

This appendix details the Kandlikar [41] developments for deducing the heat transfer
coefficient of boiling refrigerant in an horizontal tube for low mass fluxes.

H,
X2 0y Co% - (25 - Frp)E + Cy - Bo®t - Fyy (B.1)
Href,L

H,et1, represents the single phase (liquid) heat transfer coefficient.

k.

Href,L =0.023 - Re%g . PT’%4 . 5

(B.2)

Co represents the convection number, defined by:

con (559)" ()"

The different coefficient are empirical and summed up in Table B.1

TABLE B.1: Convective heat transfer coeflicients

Constant Convective region Nucleate boiling region

Ch 1.1360 0.6683
Co -0.9 -0.2
Cs 667.2 1058
Cy 0.7 0.7
Cs 0.3 0.3

As seen in the Table B.1, to sets of coefficient are determined, depending on the
regime. The trick used is to evaluate the heat transfer coefficient with both sets,
whatever the conditions. Then, the maximum is taken, ensuring a continuity between
both regions.

Different values of the fluid dependent correction factor Fy; are given in this re-
search, but any corresponds to the R134a fluid. It is decided to be a tuning parameter
of the correlation to fit the experimental data and is set to 0.75. In the paper this
parameters vary between 1 for water and 4.70 for nitrogen. The order of magnitude
is then considered consistent.
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Appendix C

Description of the fictitious air
specific heat capacity technique

This appendix presents the development developed by Lebrun et al. [47]. It allows
to model a cooling coil in the situation where the air humidity condensates, in steady
state.

Before this model proposition, Braun [10] proposed a similar model. It is based
on two simplifications:

1. "linearization of the relationship between saturated air enthalpy and correspond-
ing temperatures;"[47].

2. "definition of two possible regimes : coil fully dry ot fully wet."[47].

The model of Lebrun is a generalization of the proposition of Braun, using wet-
bulb air temperature T, as diving potential instead of the enthalpies. Looking at the
equations for a dry case, considering an infinitesimal heat exchange between the air
and the cold surface, it can be written :

humid air

\ 4

. T, RH, _
d-ery Ts RHs

N

cold fluid

a

FI1GURE C.1: Schematic of an infinitesimal heat transfer in dry regime

. 1
a
In wet regime, it is slightly more complex because of the simultaneous heat and
mass transfer. To express the energy transfer between the air and the surface, the
enthalpies are used, to account for simultaneous sensible and latent contributions.
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humid air

+h, (T, Rh)
deet hs (Ts RHSZ 1)

A%

cold fluid

F1GURE C.2: Schematic of an infinitesimal heat transfer in wet regime

. 1
dQwer = dA - ———

oy (ha=hs) (C.2)

1

dQuwet = dA - ———
Qet Ra'cpa

- (h(T,,RH,) — h(Ts, RH)) (C.3)

Looking at the psychrometric diagram in Figure C.3, it is seen that the air iso-
enthalpy lines are parallel to the iso-wet bulb temperatures (i.e. yellow and red iso-
lines are overlapped).

saturation line

F1GURE C.3: Psychrometric diagram

From this observation, and noticing that T, ; = T}, the previous equation can be
written as :

1

AQuet = dA - ————
Qet Ra'CPa

- (M(Twpa, RHy) — h(Ty, RHY)) (C.4)

remembering the simplification 1., considering that the enthalpy is linearly propor-
tional to the corresponding wet bulb temperature :

. 1 CP fict
AQuet = dA - — . Plict op o, .
Quet = - PL4 (T,, ) (©5)

where cpy; is the proportional coefficient between air and wet-bulb temperature and
has the dimension of a specific heat capacity. Defining a new heat transfer resistance
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on the air side R, fict = Ra - =22, the previous equation is written as:
7f cpf t
. 1
deet =dA- R Fict ’ (wa,a - Ts) (C6)
a,fic

This expression has the exact same form as its equivalent in dry regime Eq.(C.1). At
this stage, cpyric still needs to be defined. From what is explained previously, it is
possible to write:

hq — hs = CP fict * (wa,a - Ts) (C7)
hqe — hs
CP fict = Tova — Ts (C8)

If it is assumed that cpy;; is constant over the coil and that at the saturation the
enthalpy varies linearly with the saturation temperature, it becomes:

ha su ha exr

CDfict =
wa,su - wa,ex

cpyict being defined, it is now possible to easily compute the heating power transfer
in wet regime.
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Fan model
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The chosen fan is one efficient fan used in the frame of the present application. It is
a centrifugal module from EBM-PAPST, the K3G190-RC05-03. From the datasheet,
the curves have been interpolated, giving the following equations:

For the fan pressure drop :

. N . Ny ) Neep \* (N Y
sp= (o (0 Y g (v N Y (v Nt (YY)
N - Vmax N - Vmax N - Vmaa: Nref
(D.1)
For the fan efficiency:
0.5
y Nref y Nref 2 Nref 3 N
= b+b-(V-.)+b-(V-.>+ (V- : ) | —
! ( " ' N - Vmaz ? N Vma:v ’ N - Vmaac NT@f
(D.2)
For the fan consumption power:
: v
W =AP.- D.3
n - 3600 (D:3)
with the following values for the coefficients:
ag = 0.9997 a; = —0.3576 az = 0.623 a3 = —1.2685
by = 0.0009 b1 = 0.7964 ba = 1.1755 b3 = —1.9618

Vinaz = 580 m3/h APz ref = 360 Pa

The fan speed is set by the model user.

Nyep = 2800 min~!

Then a function computes the correct

air flowrate that equalizes the pressure drop of the fan and of the system. Beside
the heat exchanger pressure drop, an additional pressure drop of the system (piping,
compressor cooling, etc.) is imposed. It is generally between 100 and 150 Pa for the
present application. A constant value of 125 Pa is added here.
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