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Abstract

Accurate player and ball detection has become increas-
ingly important in recent years for sport analytics. As most
state-of-the-art methods rely on training deep learning net-
works in a supervised fashion, they require huge amounts
of annotated data, which are rarely available. In this pa-
per, we present a novel generic semi-supervised method to
train a network based on a labeled image dataset by lever-
aging a large unlabeled dataset of soccer broadcast videos.
More precisely, we design a teacher-student approach in
which the teacher produces surrogate annotations on the
unlabeled data to be used later for training a student which
has the same architecture as the teacher. Furthermore, we
introduce three training loss parametrizations that allow
the student to doubt the predictions of the teacher during
training depending on the proposal confidence score. We
show that including unlabeled data in the training process
allows to substantially improve the performances of the de-
tection network trained only on the labeled data. Finally,
we provide a thorough performance study including differ-
ent proportions of labeled and unlabeled data, and estab-
lish the first benchmark on the new SoccerNet-v3 detec-
tion task, with an mAP of 52.3%. Our code is available
at [https://github.com/rvandeghen/SST].

1. Introduction
Sports analytics has been steadily growing over the last

decade [22], pushed by the development of advanced artifi-
cial intelligence and computer tools. Last year, the market
was estimated at more than 1 billion dollars, with most indi-
cators pointing out a growth by 500% within the next 5-10
years [14,18]. Therefore, sports analytics will become even
more central for the sports industry in the coming years.
Some companies already offer analytics services to clubs
with the purpose to improve their playing performances and
ascend the championship ladder, thus generating more rev-
enues from ticket sales, advertisements and merchandising.

(*) Denotes equal contributions. Contacts: r.vandeghen@uliege.be
and anthony.cioppa@uliege.be.

Figure 1. Overview. Given a small labeled image dataset for ob-
ject detection in soccer such as the players, the ball, or the referees,
we leverage a large unlabeled dataset of soccer broadcast videos
for training an object detector in a semi-supervised fashion. Our
training technique allows us to significantly improve the perfor-
mance of the object detector for the targeted soccer application.

Nowadays, most sports analytics products either rely on
manual inspection, which has a heavy cost in terms of man-
power, or more recently on automated analysis systems
based on artificial intelligence and computer vision tech-
niques. The first step of automated systems often relies
on accurately retrieving the players and the ball, which are
the key elements to grasp the course of the game. From
this information, deeper analyses may be performed such
as tracking the players to extract individual speed perfor-



mance, estimating the field coverage by a defending team
to unveil potential weaknesses, or analyze critical pass de-
cisions. All these are powerful indicators of an individual’s
performance, and game strategy analyses may reveal the
strengths and weaknesses of opponent or one’s own team.
Accurately detecting the players and the ball is therefore
crucial since analyses rely on these preliminary results.

Over the past few years, artificial intelligence techniques
have surpassed their hand-crafted features algorithms coun-
terparts in many areas including player and ball detection in
sports. Even though many deep learning detection networks
are publicly available for sports companies and researchers,
they are often trained on generic data that are not specifi-
cally tailored for each sport. The domain gap between the
training dataset and the targeted application often results in
performances lower than expected, which is why training,
or at least fine-tuning, on sport specific data is often re-
quired. However, this may require huge amounts of data,
which can be costly to annotate and cannot be transferred
from one sport to another. Furthermore, some recent works
showed that training the network on sport, and even sta-
dium or team, specific data allows to substantially improve
the performance of those networks [8].

In this paper, we present a novel generic semi-supervised
method for training an object detector with few annotated
soccer images, by leveraging a large unlabeled dataset of
soccer broadcast videos as illustrated in Figure 1. More
specifically, we develop an iterative teacher-student training
approach with three different training loss parametrizations
for the student, which may doubt the detections performed
by the teacher based on their confidence score. We show
that including unlabeled data in the training process allows
to substantially increase the performances of the detection
network on unseen soccer games. Specifically, we provide a
complete performance study for different proportions of la-
beled and unlabeled data, and establish the first benchmark
for the detection task on the new SoccerNet-v3 [5] dataset.
It is important to note that the presented ideas and achieve-
ments do not rely on any data knowledge about soccer, nor
on the network architecture. Therefore, our method is appli-
cable to any other sport or domain, characterized by a low
amount of annotated data and a large dataset of unlabeled
data, and for any detection network.

Contributions. We summarize our contributions as fol-
lows. (i) We propose a novel semi-supervised method for
training a player and ball detection network in soccer games
with a teacher-student approach. (ii) We introduce three
loss parametrizations for training the student with the ob-
jective to doubt detections performed by the teacher based
on their confidence scores. (iii) We establish the first detec-
tion benchmark on the new SoccerNet-v3 dataset.

2. Related Work

Object detection in sport analytics. Object detection
has been massively studied in the context of sports analyt-
ics as it provides a strong basis for further analyses tech-
niques [44]. Even though the first detection algorithms used
background subtraction to detect players [2, 35], they have
been quickly overthrown by deep learning networks such
as convolutional neural networks (CNN). For instance, the
authors of [39] use a shallow CNN to detect players on a
hockey field with different image representations. Other
methods rely on pre-trained networks such as Mask R-CNN
[15, 34, 47]. Recently, Cioppa et al. [7] proposed a cross-
modality online distillation method for player detection and
counting on low budget stadium. Liu et al. [28] developed
a method to detect players and automatically match them
with object such as hockey players and their stick.

Some other works use detection as a first step for various
downstream tasks such as improving action spotting using
camera calibration and player localization [6], player and
ball tracking [17, 21, 30], or to model pass feasibility [1].

In order to train deep learning networks, the AI for sports
community can count on a large variety of datasets for
sports analytics. SoccerNet [11] and SoccerNet-v2 [9] pro-
pose 500 complete broadcast soccer games with annotated
action events, camera cuts and classes, and replay informa-
tion. A complementary dataset with spatio-temporal event
annotations focusing on player statistical analyses was re-
leased by Pappalardo et al. [32]. Yu et al. [48] and Soc-
cerDB, published by Jiang et al. [20], provide annotations
for more than 200 soccer games with player bounding boxes
and shot transitions. Lately, SoccerNet-v3 [5] was released,
providing manual bounding box annotations for player and
other objects of interest such as the ball, the lines, and the
goal, with extra annotations such as jersey numbers and re-
identification of players across multiple views.

Object detection in general. Together with image classi-
fication, object detection is among the most studied task in
computer vision. Many object detection architectures have
been developed in the past few years thanks to the avail-
ability of large-scale datasets such as Pascal VOC [10] or
MS COCO [26]. Usually, object detectors come into one
of two main flavors: two-stage detectors [12,13,15,24,38],
and one-stage detectors [25, 27, 36, 37, 42]. For two-stage
detectors, a proposal module is used to propose regions of
interest where potential object candidates are likely to be
located, for example with a region proposal network such
as in Faster R-CNN [38]. The proposals are later refined
in a second module, where a class is associated with each
predicted bounding box. One-stage detectors operate dif-
ferently, and directly output the bounding boxes with their
classes, leading to faster inference, but often at the price of
a lower accuracy compared to their two-stage counterparts.



For these reasons, in this work, we will focus on the two-
stage Faster-RCNN [38] architecture, which is widely used
in semi-supervised object detection. Note however that our
method is applicable regardless of the network architecture.

Semi-supervised object detection. Following the suc-
cesses of semi-supervised methods achieved for image clas-
sification [3, 4, 33, 40, 45, 49], many semi-supervised learn-
ing methods for object detection have been developed over
the past few years. In 2019, Jeong et al. [19] proposed a
consistency method for the detections made for an image
and its horizontally flipped version. More recently, Sohn et
al. [41] designed a teacher-student approach [23, 29, 43, 46,
49], where the teacher model is trained with labeled data
in a supervised manner, and used to produce pseudo-labels
on the unlabeled data. These pseudo-labels, along with
the labeled data, are then used to train the student model,
leading to better performances. This teacher-student ap-
proach relies on a selection mechanism to include or re-
ject pseudo-labels, which is often performed by comparing
their confidence score to a threshold. However, determin-
ing the appropriate threshold value is an arduous process
as it is prone to generate noise, resulting in false positives
or false negatives. Therefore, authors have promoted dif-
ferent learning strategies for the student, including Unbi-
ased Teacher [29], which addresses the bias issue regard-
ing the dominant classes with a weighted focal loss [25]
for the classification head, and Soft Teacher [46], which
uses a confidence score for each pseudo-label to weight the
background classification loss. In this paper, we present
a weighting strategy on the foreground boxes rather than
the background ones, with a doubt mechanism based on the
confidence score of the pseudo-labels.

3. Method

Problem statement. We leverage the availability of unla-
beled data to improve the detection performance as follows.
Given a model tailored for a detection task on images, and
trained with a dataset Dl comprising Nl labeled images, we
make use of a dataset Du comprising Nu unlabeled images
to increase the detection performance of the model; annota-
tions of a labeled image consist in the bounding boxes and
classes for all objects contained in it.

This setup is very common in artificial intelligence as
datasets are extremely time-consuming and expensive to an-
notate. Therefore, only a tiny portion of the available data
is usually annotated and used for training a model. In this
work, we show how to exploit unlabeled images in a semi-
supervised fashion for sports analysis. In particular, we pro-
pose a method based on a teacher-student approach, where
a teacher model T is trained only with the labeled data, and
a student model S is trained with the labeled and unlabeled,
for which pseudo-labels are produced by T .

Iterative semi-supervised training. The first step of our
method consists in training the teacher model T with a stan-
dard supervised learning technique on the labeled dataset
Dl. Once T is properly trained, we generate pseudo-labels
for images of the unlabeled dataset Du. More precisely, T
processes each image of Du and outputs the box, class and
confidence score for each detected object. To avoid multiple
predictions of the same object, a classical non-maximum
suppression is performed. Let us note that, at this point, the
performance of T corresponds to the typical case of train-
ing a model in a supervised fashion on a labeled dataset.
Hence, the performance of the first teacher T is the base-
line for comparisons in Section 4.

The next step consists in training a student S, which has
the exact same architecture as T , on both Dl and Du. The
training is performed in a supervised fashion, identical to
that of T , but on a larger concatenated dataset (that could
be seen as a dataset augmented by Du). The training loss of
S is taken as the sum of two equal contributions, that is

L = Ll + Lu , (1)

with Ll and Lu corresponding to the loss on the labeled
dataset and unlabeled dataset, which now contains pseudo-
labels, respectively. Once the training is stopped, we fine-
tune S with Dl, to make sure to finalize the training on real
ground-truth annotations. While being known in the ma-
chine learning community and to the best of our knowledge,
the fine-tuning step has only been used once before by Li et.
al [23] in a self-training method for object detection, despite
being highly efficient, as shown in Section 4.

These two steps (generating the pseudo-labels with T
and training S) may be iterated, by considering the last stu-
dent as the new teacher and re-generating the pseudo-labels
on Du. Hopefully, since the prediction quality of S is ex-
pected to be higher than T , the next pseudo-labels should be
better as well and improve the training of the next student.

Since T is not perfect (otherwise we could stop the train-
ing process there), Du will contain truly detected objects
(true positives), but also some predictions that do not corre-
spond to any real objects (false positives), as well as some
missing objects (false negatives). These errors in Du af-
fect the training of S, and require to find the best practical
trade-off. In the following, we propose three training loss
parametrizations for the student based on the confidence
score of the proposals in order to reduce the impact of po-
tential errors. The whole pipeline is drawn in Figure 2.
Loss parametrization 1: single threshold. A first way to
alleviate false positives in the dataset consists in selecting
a subset of the pseudo-labels in Du to only retain the true
positive predictions and remove the false positive ones. This
is usually done by solely keeping predictions with a confi-
dence score higher than a given threshold τh. This reduces
the number of positive proposals in the Du dataset and in-



Figure 2. Overview of our semi-supervised training method for player and ball detection. We first train a teacher network on a labeled
dataset in a fully supervised fashion. Then, we use the trained teacher to produce pseudo-labels on the unlabeled dataset. This creates a
first pseudo-labeled dataset, with a confidence score for each prediction. The labeled and pseudo-labeled datasets are then used to train a
student network, whose training loss is parameterized based on the confidence score with one of the three parametrization introduced in
this paper. This allows the student to doubt unsure proposals by the teacher and achieve good performances on the test dataset. At the end
of the training, a final fine-tuning phase is performed with the labeled data, and the student becomes the new teacher for the next iteration.

creases the number of background proposals. The training
loss term Ll of Equation 1, corresponding to the labeled
dataset during the training of the student, can be written as:

Ll =

Nl∑
i=1

∑
j

Lcls + Lreg , (2)

where Lcls and Lreg denote the classification and box re-
gression loss respectively, and the superscript j stands for
the jth proposal for image i. Likewise, the training loss on
the unlabeled dataset, Lu, can be written as:

Lu =

Nu∑
i=1

∑
j

Lcls + Lreg . (3)

Recent works [29, 41, 43, 46] have shown that using a rela-
tively high threshold value (τ ≥ 0.7) ensures pseudo-labels
of high quality. This parametrization has two effects: (1) it
allows to keep predictions which are supposedly true posi-
tives, and (2) predictions boxes with low confidence score
are associated to the background and therefore correctly re-
moved. However, the downside is that true positive pre-
dictions may also have a confidence score lower than this
threshold, leading to the introduction of incorrect false neg-
atives in the dataset. In fact, the threshold value acts as
a trade-off between precision and recall, given that lower
values tend to increase the recall despite lowering the pre-
cision, whereas higher threshold values have the opposite
effect. Thus, with the choice of a high threshold value, the
trade-off tends towards a higher precision, at the price of
introducing false negatives.

Loss parametrization 2: double threshold and doubt. In
order to take into account the potential false negatives, we
introduce a second threshold value τl separating true back-
ground predictions with a very low confidence score from
the remaining predictions. The goal of this second threshold
is to create a range of confidence scores, that is [τl; τh], for
which we ignore whether the predictions belong to an actual
objects or not. For all predictions with a confidence score
in this range, we set the loss to 0 so that the proposals are
neither used as positive nor negative examples. This allows
to introduce doubt in the training process of the student for
unsure predictions of the teacher. The training loss for Dl

is the same as for the first parametrization, but now for Du,
we modify Equation (3) to introduce the new doubt range:

Lu =

Nu∑
i=1

∑
j

αj (Lcls + Lreg) , (4)

where the term αj is defined as follows:

αj =

{
0 if τl ≤ sj < τh,
1 otherwise, (5)

where sj is the confidence score associated to the jth pro-
posal. Thus, pseudo-labels whose confidence score lies be-
tween τl and τh do not contribute anymore to the loss term
Lu. By doing so, we can increase the value of τh, ensur-
ing that the positives that we introduce actually correspond
to true positives regardless of false negatives introduced in
the previous parametrization. This provides more flexibility
than for the first parametrization.



Loss parametrization 3: double threshold and progres-
sive doubt. Finally, one could argue that predictions with a
confidence score close to τh are more reliable than predic-
tions with scores close to τl. Therefore, we adapt the sec-
ond parametrization by introducing a doubt that decreases
between the two thresholds. This allows us to tune the un-
certainty from high for predictions close to τl, to low for
predictions as their confidence score approaches τh. Equa-
tions (2) and (4) stay the same, but Equation (5) becomes:

αj =

{ sj−τl
τh−τl

if τl ≤ sj < τh,

1 otherwise.
(6)

The weighting term of our three parametrizations, for
the loss associated with each positive proposal, is illus-
trated in Figure 3. Note that for the three parametrizations,
the weight loss associated with negative proposals is un-
changed, regardless of the confidence score, as the back-
ground follows a different dynamic than the foreground.
Indeed, it is not possible to assign a confidence score to a
region without proposals from the teacher. In other terms,
this means that we cannot alleviate false negatives already
present in the pseudo-labeled dataset. False negative re-
gion proposals based on video analysis as in [7], and a loss
parametrization for the rejected proposal (≤ τl) may be con-
sidered. However, they are out of the scope of this paper and
could be studied in a further work.

4. Experiments

Dataset. The SoccerNet [11] dataset provides the largest
public soccer video collection, including 550 complete
broadcast games from the six most influential soccer cham-
pionships in Europe. Recently, new annotations were re-
leased as part of SoccerNet-v3 [5] including 344,660 human
bounding boxes of players, referees, and staff, and 26,939
annotations of salient objects such as the ball. These anno-
tations are spread across 33,986 images representing salient
moments in soccer with actions such as goals, cards, cor-
ners, and their replays.

We choose the training set of SoccerNet-v3 as our la-
beled dataset, which contains 24,459 frames, its validation
set to evaluate performance during training and compare
the different loss parametrizations, with 4,797 frames, and
its test set for evaluating our final performance, with 4,730
frames. For our unlabeled set, we first retrieve the broad-
cast videos of the training set games of SoccerNet, which
accounts for about 435 hours of video, and extract images
at 1 frame per second. This amounts to almost 1,6 million
unlabeled frames across 290 different games, which is 64
times more images than the labeled training set!

For the detection task, we focus on the six most impor-
tant classes for soccer analysis: player, goalkeeper, main
referee, side referee, staff, and ball. This amounts to more
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Figure 3. Our three loss parametrizations for positive candi-
dates. Comparison of the evolution of the proposal loss weight
(corresponding to αj) with respect to the prediction confidence
score for our three parametrizations for positive candidates (in
red). (1) Simple threshold value to discriminate between the pos-
itive proposals and the background by assigning the same loss
weight to all positive samples. (2) Introduction of a second thresh-
old to delimit a doubt zone where the loss is zeroed out. (3) Soft
linear approximation for the loss weight in the doubt zone to give
more importance to predictions close to τh. Note that the loss
weight is always 1 for background proposals (in blue), regardless
of the parametrization for the positive proposals.

than 250,000 ground-truth bounding boxes with a highly
non-uniform class distribution. This dataset allows us to
study our method in many cases ranging from few to many
labeled and unlabeled data, with class imbalance and a wide
range of object sizes, covering most practical use cases.

Training setup. Both the teacher and student models are
based on the same Faster R-CNN [38] architecture with
FPN [24] and a ResNet-50 [16] backbone pre-trained on Im-
ageNet. Therefore, these networks are composed of a first-
stage region proposal network (RPN) and a second-stage
detection network, each having their own classification and
regression losses for training. Regarding Equations (1), (2),



(3) and (4), we simply equivalently consider the RPN and
detection losses as described in those equations, with the
total loss becoming the sum of all four losses.

For the first training phase of the teacher on the labeled
dataset, we use the SGD optimizer with an initial learn-
ing rate of 0.02, momentum of 0.9, and a weight decay of
10−4. We choose to evaluate our model on the validation set
with the mAP (AP50:95) metric after every epoch, which
is a common metric for object detection. If no improve-
ment is made regarding the mAP for 5 consecutive epochs,
we reduce the learning rate by a factor of 10. The mod-
els are trained using 4 GPUs with 8 images per batch per
GPU, with synchronized batch normalization layers across
the different GPUs. For both the RPN and detection mod-
ules of Faster R-CNN, we use the standard smooth L1 loss
for the regression part Lreg and the cross-entropy loss for
the classification part Lcls. Note that for the detection mod-
ule, we also weight the classification loss for each proposal
according to the class proportion in Dl, which is a common
procedure to counter the class imbalance problem. Specifi-
cally, this prevents the networks from focusing too much on
the most represented class such as players compared to less
represented ones like the balls. Furthermore, we use a sim-
ple data augmentation process in which we randomly apply
horizontal flipping and color jittering for each training sam-
ple. Finally, as an early stopping strategy, we cut off the
training of the model if no improvement is made with re-
spect to the mAP on the validation set for 10 consecutive
epochs or if the training reaches 200 epochs.

Next, during the inference phase of the teacher, we pro-
cess all frames of the unlabeled dataset and gather all detec-
tion with their confidence scores, localization, and classes,
creating the pseudo-labeled dataset. Afterwards, the student
network is trained on both the labeled and pseudo-labeled
dataset by randomly mixing the samples of both datasets.
The exact same training procedure than the one for the first
teacher is used except that for each sample of the pseudo-
labeled dataset, we parameterize the training loss according
to one of the three techniques introduced in Section 3. Once
the student finishes training, either by early stopping or by
reaching the maximal number of epochs, we fine-tune it on
the labeled dataset only.

Finally, the student network is evaluated and becomes
the new teacher network for the next iteration. The pseudo-
labeled dataset is re-computed with this new teacher and a
new student is trained following the above procedure.

Quantitative results. We evaluate our method on increas-
ing labeled dataset sizes to study scenarios ranging from
very few to lots of annotated data. In particular, we select
the following sizes: 1%, 5%, 10%, and 100% of Dl, which
corresponds to 3, 14, 29 and 290 games (193, 1,196, 2,475,
and 24,459 frames respectively). The sampling is operated
at the match level rather than at the frame level to stay close

Table 1. Best performances of the teacher and the fine-tuned
student after a single iteration. Performance of our method are
given for several labeled dataset sizes, trained with a fixed amount
of 10 extra unlabeled games (that is 55,000 frames). According
to best practices, hyper parameters such as the threshold values
of our parametric losses are optimized on the validation set only.
In addition, the performances for the test set are calculated after
training with the entire labeled and unlabeled datasets, and the op-
timal parameters obtained on the validation set. The mAP value of
52.3% is the first detection benchmark on the new SoccerNet-v3
dataset. (†corresponds to τh = 0.9)

Validation set Test set
Method τl τh 1% 5% 10% 100% 100%

Teacher - - 18.1 31.9 39.5 52.7 51.0

Param. 1 - 0.99 25.8† 38.6 44.3 53.7 −
Param. 2 0.9 0.99 26.0 38.7 44.3 53.8 −
Param. 3 0.9 1 26.2 38.9 43.7 53.8 52.3

to a real-world application in which new data comes from a
whole game. For the unlabeled dataset, it is unfortunately
too slow to train the model on the whole unlabeled dataset
for each setup. Therefore, for most of our experiments,
we sample 10 extra matches, not belonging to the labeled
matches, which represents around 55,000 frames. Never-
theless, we evaluate our method once on the entire labeled
and unlabeled datasets (corresponding to 1,596,387 frames)
for the best set of parameters found on the restricted unla-
beled dataset, which defines the first detection benchmark
on the SoccerNet-v3 dataset. Those choices follow the rec-
ommendations of Oliver et al. [31] regarding the evaluation
of semi-supervised learning methods.

For each labeled dataset size and each loss parametriza-
tion, we optimize the threshold values τl and τh using a grid
search strategy on the validation set according to good prac-
tice in semi-supervised learning. A complete ablation study
of these parameters is presented in the next subsection. The
results for the fine-tuned student models after the first itera-
tion may be found in Table 1. As can be seen, the optimal
threshold values τl and τh are quite high for the three loss
parametrizations, indicating that we select predictions for
which the teacher is extremely confident. Furthermore, for
all dataset sizes, each parametrization systematically out-
performs the teacher, which is the baseline corresponding
to a strictly supervised approach. We can also see that the
second and third parametrizations have comparable results,
but operate better than the first parametrization with a sin-
gle threshold. This indicates that doubt introduced by those
parametrizations is beneficial for training the student.

Then, we evaluate only once our method trained with the
entire labeled and unlabeled datasets on the test set, choos-
ing the best performing loss parametrization and thresholds
based on the previous experiments with the restricted unla-
beled dataset. As can be seen in Table 1, the best performing
method on 100% of the training data with 10 extra games is
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Figure 4. Optimal threshold value for the first parametriza-
tion. Comparison of the performance of the first parametrization
for different threshold values τh on various labeled dataset sizes,
with 10 extra unlabeled games. The performance of the student
increases with the threshold value indicating that only predictions
for which the teacher is certain should be considered. Also, the
student manages to surpass the teacher for each dataset size.

obtained with the third parametrization and threshold values
of τl = 0.9 and τh = 1. Therefore, we train a student model
on the whole labeled and unlabeled dataset with those pa-
rameters as well. Since this experiment has a high training
time, a single iteration is performed. We achieve an mAP
of 52.3% with the fine-tuned student, improving the per-
formance of the teacher by 1.3%, which is slightly better
than with 10 extra unlabeled games (52.0% on the test set).
This shows that our method improves the detection perfor-
mance compared with fully supervised methods, especially
when considering few annotated data and that more unla-
beled data leads to greater improvements.

Ablation study. In this analysis, we start by reviewing the
effect of fine-tuning the student, then we propose a thorough
study of τl and τh for our three loss parametrizations, and
finally, we explore the further gain one can expect when
considering multiple iterations of our method.

First, we discuss the benefit of fine-tuning the student on
Dl at the end of the training process. Table 2 shows the
performance of the student before and after fine-tuning for
each dataset sizes on the validation set (the results on the
right of the arrow are the ones of Table 1). As can be seen,
fine-tuning allows to significantly improve the performance
no matter the parametrization or the labeled dataset size.
For this reason, in this ablation study, we only consider the
performance before fine-tuning as this step takes consequent
computation time and that the important observations can
be made on the differences between the performances rather

Table 2. Fine-tuning comparison. Performance improvement
when fine-tuning the student network on the labeled dataset at the
end of the training for different labeled dataset sizes, with 10 extra
unlabeled games. After fine-tuning, the performance increase for
all dataset sizes and all parametrizations, showing the importance
of this last training step (†corresponds to τh = 0.9).

Method 1% 5% 10% 100%

Teacher 18.1 31.9 39.5 52.7

Param. 1 22.6† → 25.8 36.0 → 38.6 42.3 → 44.3 52.6 → 53.7
Param. 2 23.1 → 26.1 36.6 → 38.7 43.0 → 44.3 52.6 → 53.8
Param. 3 23.0 → 26.2 36.1 → 38.9 41.9 → 43.7 52.7 → 53.8

Table 3. Optimal threshold values for the second parametriza-
tion. Comparison of the performance of the second parametriza-
tion before fine-tuning for different threshold values τl and τh on
10% of the labeled dataset size with 10 extra games as unlabeled
data. The performance of the student increases with both threshold
values, indicating that predictions should be considered as back-
ground samples for high values of the confidence score as well.

τl 0.5 0.5 0.5 0.5 0.6 0.7 0.8 0.9 0.99

τh 0.6 0.7 0.8 0.9 0.9 0.9 0.9 0.99 0.999

mAP 38.1 39.0 39.5 40.4 40.9 41.1 41.4 43.0 41.0

than their absolute values.
Second, we investigate the influence of the threshold val-

ues on our three loss parametrizations. For the first loss
parametrization, we study the influence of τh which condi-
tions the proportion of false positive and false negative pro-
posals introduced in the pseudo-labeled dataset. The perfor-
mance of the teacher and student models for the different
sizes of labeled dataset and for values of τh ranging from
0.5 to 0.99 are shown in Figure 4. For all sizes, increas-
ing the threshold value tends to increase the performance.
Furthermore, all student models achieve better performance
than the teacher for high threshold values, indicating that
even with a simple strategy it is possible to improve on
supervised methods using unlabeled data. For the student
model trained with 5% and 10% of the labeled dataset, the
optimal threshold value corresponds to τh = 0.99, showing
that it is better to be more selective at the expense of gener-
ating false negatives, rather than introducing false positives
in the unlabeled dataset.

For the second parametrization, we analyze the influence
of τl and τh independently, and provide the results only on
10% of the labeled dataset with 10 extra unlabeled games,
since the other labeled dataset sizes lead to similar obser-
vations. Our setup is the following: (1) we vary τh from
0.6 to 0.9 with a fixed value of τl = 0.5, and (2) we vary
τl from 0.6 to 0.8 with a fixed value of τh = 0.9. We also
evaluate this parametrization with higher threshold values
(τl = 0.99 and τh = 0.999). All results are presented in
Table 3. Similarly to the first parametrization, we see that
the performance increases with τh. In addition, higher val-



Figure 5. Qualitative results. Comparison of the detections on a test set image for the first teacher (left), fine-tuned student model after
1 iteration (middle), and fine-tuned student model after 2 iterations (right). The considered labeled dataset size is 10%, with 10 extra
unlabeled games, using the third parametrization for both iterations, with the optimal threshold values presented in Table 1.

Table 4. Optimal threshold values for the third parametriza-
tion. Comparison of the performance of the third parametrization
before fine-tuning for different threshold values τl when τh = 1,
on 10% of the labeled data and 10 extra games as unlabeled data.
The performance of the student increases with τl showing that only
high confidence samples should be considered.

τl 0.5 0.6 0.7 0.8 0.9

mAP 39.1 40.1 40.8 41.3 41.9

ues for τl also lead to better performance. This means that
the transition zone between true negatives and positives is
around high confidence scores. In other words, detected ob-
jects with confidence scores lower than 0.8 should be con-
sidered as negative samples rather than being ignored. By
construction, this observation is dependent on the consid-
ered network architecture and dataset. However, it provides
good insights on how we should consider the Faster R-CNN
predictions based on their confidence scores. We can also
observe that a very high value for τl and τh reduces the per-
formance of the student.

For the third parametrization, we also study the influ-
ence of τl and τh on the performance. From our experi-
ments, we noticed that the best performance is always ob-
tained when choosing τh = 1. This means that we should
increasingly give credit to the predictions based on their
confidence score with no upper limit, independently of the
value of τl. Therefore, we show the performance when
varying τl only for this optimal threshold (τh = 1). As
can be seen in Table 4, the performance increases with the
value of τl, showing that we should consider predictions
with a higher prediction score than before (τl = 0.9). In
fact, the predictions between the thresholds are not com-
pletely ignored compared to the second parametrization, but
are simply less considered when approaching τl.

Finally, since our method may also be used in an itera-
tive fashion, we provide some insights on to what extend a
second iteration of pseudo-labelling using the first student
as the new teacher and training a second student further im-

prove the performance. In particular, we study the itera-
tive process with 10% of the labeled dataset and the third
parametrization since it gives good performance for one it-
eration and that its training time is reasonable. As men-
tioned earlier in Table 1, for this setup, the first teacher and
the first fine-tuned student have performances of 39.5% and
43.7%, respectively. After fine-tuning, the second student
model reaches an mAP of 45.1%, which further increases
the performance compared to the teacher and the first stu-
dent. In further work, we will study more deeply our itera-
tive process, especially when considering the whole labeled
and unlabeled dataset, which is computationally intensive.
Qualitative results. Illustrations of our method’s predic-
tions for consecutive iterations are shown in Figure 5 for
the first teacher, the first student, and the second student.
As can be seen, the first student does not produce false pos-
itives, unlike the teacher, but fails at correctly localizing and
classifying the goalkeeper. However, the second student
manages to correctly detect the goalkeeper. This perfectly
illustrates the detection improvements at each iteration.

5. Conclusion
In this work, we propose a new generic semi-supervised

method based on a teacher-student approach for object de-
tection. In particular, we show how unlabeled data improves
the detection performance of a model trained solely on la-
beled data. Our method consists in using a teacher trained
on labeled data to produce surrogate ground-truth annota-
tions on the unlabeled dataset, later added to the labeled
data to train a student model. To adapt the training pro-
cess to our scenario, we propose three loss parametrizations
based on the confidence score of the teacher’s predictions
to introduce doubt. By doing so, our method substantially
improves the performance compared to supervised training.
A side result is that we set the first detection benchmark on
the new SoccerNet-v3 dataset. Since our method is data and
network agnostic, we presume that it is always possible to
use available unlabeled data, a common situation in sports
analysis, to further improve a detection network.
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[1] Adrià Arbués Sangüesa, Adriàn Martı́n, Javier Fernández,

Coloma Ballester, and Gloria Haro. Using player’s body-
orientation to model pass feasibility in soccer. In IEEE
Int. Conf. Comput. Vis. and Pattern Recogn. Workshops
(CVPRW), pages 3875–3884, Seattle, WA, USA, June 2020.
2

[2] M. Archana and M. Geetha. An efficient ball and player
detection in broadcast tennis video. In Intelligent Systems
Technologies and Applications, volume 384 of Adv. in Intell.
Syst. and Comput., pages 427–436. Springer, 2015. 2

[3] David Berthelot, Nicholas Carlini, Ekin Cubuk, Alex Ku-
rakin, Kihyuk Sohn, Han Zhang, and Colin Raffel. ReMix-
Match: Semi-supervised learning with distribution matching
and augmentation anchoring. In Int. Conf. on Learn. Rep.
(ICLR), Addis Abada, Ethiopia, Apr.-May 2020. 3

[4] David Berthelot, Nicholas Carlini, Ian Goodfellow, Nicolas
Papernot, Avital Oliver, and Colin Raffel. MixMatch: A
holistic approach to semi-supervised learning. In Adv. in
Neural Inform. Process. Syst. (NeurIPS), volume 32, Van-
couver, Canada, Dec. 2019. Curran Associates, Inc. 3

[5] Anthony Cioppa, Adrien Deliège, Silvio Giancola, Bernard
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