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Errata corrige

The printed version of the ESARDA Bulletin No.61 contained some errors in equation 1, pag. 11. Moreover, some symbols referring 
to the equation were reported in the text at pag. 12 in a wrong way.  Readers interested to have the correct version of the article are 
invited to read it from the online version, that reports all the symbols correctly.

We sincerely apologize with the authors and with the readers for the inconvenience.

Dear Readers,

I am very pleased to present you the Issue 62 of the ES-
ARDA Bulletin – The international Journal for Nuclear Safe-
guards and Non-proliferation. In this issue we have very in-
teresting contributions on the following topics: 

• techniques and standards for non-destructive analysis of
nuclear material

• nuclear security, forensics and archaeology

• data analy tics for strategic trade control and
non-proliferation

• distributed ledger technologies applied to nuclear
safeguards.

As I mentioned in the previous Bulletin issue, the journal 
has been accepted by SCOPUS. The first articles can be 
found in Scopus (www.scopus.com). In order to maintain 
the ESARDA Bulletin presence in Scopus I encourage re-
searchers to continue to submit valuable contributions to 
the journal and to disseminate the work already published 
in the past issues. 

Issue 63 of the Bulletin, expected for December 2021, will 
be a special one: it will collect academic contributions on 
the topic of “Data Analytics for Safeguards and Non-Prolif-
eration”. A presentation of the issue together with instruc-
tions on how to submit contributions can be found at:
https://esarda.jrc.ec.europa.eu/news/
esarda-bulletin-n63-special-issue-call-manu-
scripts-2021-05-17_en. 

Technical contributions, i.e. articles relevant for the ESAR-
DA community with a content more technical than aca-
demic, can be considered for publication in the Connector 
newsletter by sending them to  EC-ESARDA-CONNEC-
TOR@ec.europa.eu.

In the Connector newsletter n.4, edited while I am writing 
this editorial, you can find updated news from the various 
ESARDA working groups.

Before concluding I would like to thank authors who con-
tributed to the current Issue of the ESARDA Bulletin – The 
International Journal of Nuclear Safeguards and Non-pro-
liferation. Moreover, I would like to express my gratitude to 
our reviewers that anonymously engaged to assess and 
comment the content of the received manuscripts, often 
dedicating their free time to this task: thank you very 
much. 

I also would like to thank my colleagues Andrea De Luca, 
Guido Renda and Simone Cagno for the fruitful exchanges 
and for the support they provided in the preparation of the 
current Issue of the Bulletin. Thanks also to the Editorial 
Committee colleagues who contributed in the selection of 
reviewers. 

Finally, thanks to Chris Havenga, author of the Bulletin cov-
er, who prepared the layout of the journal. 

Take care and have a pleasant read.

Editorial
Elena Stringa
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Investigating the sensitivity to irradiation history when 
predicting fuel parameters using random forest 
regression
Erik Branger, Zsolt Elter, Sophie Grape and Markus Preston,

Division of Applied nuclear physics, 
Department of Physics and Astronomy
Uppsala University, Sweden
E-mail: erik.branger@physics.uu.se 

Abstract

Safeguards verification of spent nuclear fuel assemblies is 
f requent ly done by per forming non-destruct ive 
measurements, which are used to verify the completeness 
and correctness of operator declarations such as initial 
enrichment (IE), burnup (BU) and cooling time (CT) of the 
fuel. However, different irradiation histories may result in 
the same combination of CT, BU and IE, and such fuels 
may behave differently despite identically declared values. 
The goal of this work is to investigate what effect the 
irradiation history has on the ability to predict the fuel 
parameters using random forest regression. 

Random forest regression models were trained to predict 
the fuel parameters IE, BU and CT based on combinations 
of radiation signatures calculated from a previously 
modelled Pressurised Water Reactor (PWR) spent nuclear 
fuel library. The radiation signatures studied were the 
relative gamma-ray activities of Cs137, Cs134 and Eu154, 
their total gamma-ray activity, the total neutron emission 
rate and the parametrised early die-away time τ from the 
Differential Die-away Self Interrogation (DDSI) instrument. 
The per formance of the models were tested on 
simulations of 2192 PWR fuel assemblies from the 
Ringhals 3 and 4 nuclear power plants in Sweden, which 
were simulated based on their documented irradiation 
histories. 

Despite significant dif ferences in irradiation history 
between the training and testing data sets, the Ringhals 
assembly parameters could be predicted with similar 
accuracy as for assemblies in the training set. The relative 
gamma-ray activities were sufficient to predict the CT with 
an RMSE of 2 years, and adding a total gamma or total 
neutron signature allowed the BU to be predicted with an 
RMSE of 1.4 MWd/kgU. The DDSI early die-away time τ 
enabled an accurate IE prediction, with an RMSE of 0.16 
w%. The dif ferences between irradiation histories 
introduced a systematic bias where CT was overestimated 
by about 1 year and the BU by about 1.5 MWd/kgU.

 

Keywords: Nuclear safeguards, fuel parameter prediction, 
machine learning, random forest regression, irradiation 
history

1.	 Introduction

One of the many tasks undertaken by international nuclear 
safeguards inspectors is the verification of spent nuclear 
fuel (SNF) assemblies. Such verifications are done both to 
verify that the assemblies do indeed contain nuclear mate-
rial (gross defect verification) and that parts of the fuel as-
sembly have not been diverted (partial defect verification). 
However, due to the intense radiation emission from fission 
products and minor actinides, a direct determination of the 
fissile content is challenging. As a pragmatic solution, most 
verifications are done using non-destructive assay, aimed 
at verifying that operator-declared fuel parameters, such 
as cooling time (CT), burnup (BU) and initial enrichment (IE) 
are consistent with the measured radiation emissions. 
Computer codes are then used to estimate the fissile ma-
terial inventories of the fuel assemblies using CT, BU and 
IE. These results are combined with other safeguards rele-
vant information to evaluate the completeness and cor-
rectness of declarations and compliance with international 
non-proliferation treaties. 

Before SNF assemblies are placed in difficult-to-access 
storage, such as dry storage or deep geological repository, 
the completeness and correctness of the operator 
declarations must be verified to high accuracy and 
precision, since it may not be possible to re-verify the data 
after storage. Traditionally, inspectors select an instrument 
that can measure the fuel assembly inventory at sufficient 
accuracy and precision, and bring the instrument to the 
fuel storage to perform a verification campaign. However, 
for a more thorough analys is,  such as before 
encapsulation, it may be necessary to combine data from 
multiple instruments that are sensitive to different physical 
properties, in order to verify fuel parameters and 
correctness of declarations to the best possible accuracy 
and precision. Although potential measurement systems 
which could be used for safeguards measurements have 
been investigated previously [1], these investigations often 
focused on what information a single system can provide. 
This work aims at investigating how to combine different 
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measurements using machine learning to extract more 
information from the measurements. 

Due to the complex interplay between fuel usage in a reac-
tor and the fission product and minor actinide abundance, 
machine learning has been investigated in the past few 
years for interpreting the data in a systematic way, and to 
extract safeguards-relevant information. Machine learning 
has been applied to gamma spectroscopy data from spent 
nuclear fuel [2,3,4], and for predicting fuel parameters 
based on several types of measurements [5,6]. It has also 
been used for partial defect detection purposes in spent 
fuel [7,8,9], for process monitoring at reprocessing facilities 
[10] and to classify uranium oxide fuels and mixed uranium 
oxide fuels [11].  

This work builds upon the work of [5] and investigates the 
capability of a random forest (RF) regression model to pre-
dict CT, BU and IE for the complete modelled fuel invento-
ry of the Ringhals 3 and 4 PWR reactors in Sweden. The 
objective is to investigate if a RF regression model trained 
on SNF having a simplified irradiation history (as done in 
[5]) generalizes to a realistically modelled SNF inventory, 
representing a fuel inventory to be placed in a final reposi-
tory. In order for a regression model to be useful in safe-
guards, it must be able to reliably predict the CT, BU and 
IE for a real inventory.

The motivation behind investigating the impact of the irra-
diation history is that although the radionuclide composi-
tion of a SNF is predominantly coupled to the CT, BU and 
IE of the assembly, the irradiation history may also influ-
ence the fission product and minor actinide abundance 
[12,13]. For fuel assemblies with more than a few years CT, 
which is the topic of this work, the gamma emission is 
dominated by Cs134, Cs137 and Eu154 [12]. Due to its 
half-life of 30.2 years, which is typically longer than the 
time the fuel assembly is in the reactor, Cs137 is often con-
sidered to build up linearly with BU. However, for very long 
gaps in irradiation, on the order of decades, Cs137 created 
in the cycles before the gap will have had noticeable time 
to decay during the gap. Cs134 is created through neutron 
capture by the direct fission product Cs133, hence its pro-
duction depends strongly on the neutron flux in the reactor 
core, and thus the reactor power. Due to its shorter half-life 
of 2.1 years, even a one-year gap in irradiation will allow 
Cs134 produced in earlier cycles to decay noticeably. For 
Eu154, its production path is more complicated, and a fuel 
depletion calculation using the irradiation history is re-
quired for accurate results. With respect to neutron emis-
sion, the build-up of the principal neutron-emitting radio-
nuclides depends strongly on the total neutron fluence but 
is relatively insensitive to the power level. However, the rate 
of build-up is significantly affected by the initial U235 con-
tent and any gaps in the irradiation, though the effect is the 
most significant at short CTs [12].

2.	 Methodology

To investigate what effect the irradiation history has on 
the fuel parameter predictions when using RF regression 
models, the spent fuel inventories of the Ringhals 3 and 4 
PWR reactors were modelled. Section 2.1 explains how 
the spent fuel modelling was done, section 2.2 describes 
the non-destructive assay signatures considered, and 
section 2.3 provides an overview to the RF method that 
was used to predict the fuel parameters. 

Due to the optimized usage of the nuclear fuel at nuclear 
power plants, many fuel assemblies experience a similar 
irradiation history. The achievable discharge BU strongly 
depends on the IE, where an increasing IE enables a 
higher discharge BU, and possibly more cycles spent in 
the reactor. Modern fuel assemblies, i.e. those with a 
short CT, tend to have a higher IE compared to older 
ones, and thus a higher discharge BU [14]. Since a fully-
burned fuel inventory from a commercial nuclear power 
plant represents a limited set of combinations of CT, BU 
and IE values, it cannot be used to train a model that 
should be able to predict all practically achievable fuel 
parameter values. Furthermore, although the majority of 
fuel assemblies reach their intended terminal BU upon 
discharge, some assemblies are discharged earlier, and 
have values of CT, BU and IE that significantly differ from 
the majority of the other assemblies. A reliable and ro-
bust model should be able to predict the parameters also 
in such cases.

The RF regression models in this work were trained on 
the simulated spent fuel library of [15], which covers fuel 
assemblies with CTs between 0 and 70 years, BUs be-
tween 5 and 70 MWd/kgU, and IEs between 1.5% and 
6%. Different RF regression models were trained to pre-
dict CT, BU and IE. The performances of these models 
were evaluated on two different test data sets: one test 
data set from the same fuel library, with fuel assemblies 
having the same irradiation history as in the training data, 
and one data set comprising the modelled Ringhals fuel 
assemblies. By comparing the performance of the RF re-
gression models on these two test sets, it is possible to 
identify what uncertainties are due to the models them-
selves and assumptions underlying the fuel depletion cal-
culations, and what additional uncertainty is added in the 
predictions due to the irradiation history in the Ringhals 
case. The values of CT, BU and IE from the Ringhals fuel 
assemblies all fall within the ranges of the parameters in 
the fuel library used for training, hence the RF models are 
trained on data that covers all Ringhals combinations of 
CT, BU and IE. The regression and evaluation strategy 
used in this work is summarized in Figure 1.
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2.1	 Spent fuel modelling

The spent fuel library of [15] contains in total 789 406 ura-
nium dioxide (UO2) fuel samples, and was created using 
Serpent2 [16]. In the creation of the library, a generic irra-
diation history was assumed. The fuel was simulated to 
experience a constant power level, and the desired BU 
was obtained by increasing the number of irradiation cy-
cles, and adjusting the length of the last irradiation cycle 
to obtain the desired burnup. The irradiation history in the 
library also assumed that after a period of 365 days of ir-
radiation, a 30-day cooling period followed. This approxi-
mately corresponds to the revision period at the Swedish 
nuclear power plants.  

For the Ringhals 3 and 4 fuel assemblies, the fuel assem-
bly information provided by the operator Vattenfall in-
cludes the IE, the start and end dates of each irradiation 
cycle, and the BU of each cycle. Using this data, the fuel 
depletion of each fuel assembly was simulated in 
ORIGEN [17], due to its efficiency since all assemblies 
had to be simulated individually. The result of the ORIGEN 
simulations is an estimate of the material composition 
and neutron emission of each SNF assembly. The radio-
nuclide content was then converted to a corresponding 
gamma-ray activity using the nuclide half-lives. For this 
work, it is assumed that the radionuclide gamma-ray ac-
tivities can be assessed from a gamma-spectroscopic 
measurement, hence that the RF regression models can 
be trained using the gamma-ray activities as input 
features.

The Ringhals data includes the complete SNF inventory 
of the two reactors from the start of the reactors in 
1980 and 1983 until the year 2012, and the fuel radio-
nuclide abundances were calculated to correspond to 
1st of July 2020. In this way, the modelled assemblies 
have a minimum of 8 years of cooling, enabling an in-
vestigation of the fuel parameter prediction capability 
for medium- and long-cooled fuel, which were shown in 
[5] to be more challenging than fuels with shorter CTs. 
Additionally, in the context of verification before encap-
sulation and final storage, many of the fuel assemblies 
are expected to have relatively long CT to ensure a suf-
ficiently low residual heat. The Ringhals 3 fuel assembly 
data set contains 1083 assemblies, and the Ringhals 4 
set contains 1109 assemblies, for a total set of 2192 as-
semblies. Due to the potentially sensitive nature of this 
data set, it cannot be published, and we focus on gen-
eral results and trends that may be of relevance to PWR 
reactors in general, while keeping the specifics at a 
minimum.

Investigating the Ringhals fuel assembly irradiation histo-
ries, a few general remarks can be made:

•	The PWR fuel library assumes a constant power level, 
whereas most Ringhals fuel assemblies experienced a 
roughly 20-40% higher power level in the first one or two 
cycles, as compared to the remaining cycles. As a con-
sequence, we expect that for the Ringhals assemblies 
the modelled activity of short-lived radionuclides such as 
Cs134 is lower at discharge as compared to the fuel 

Figure 1: The training of the RF regression models was done using 80% of the fuel library of [15]. The remaining 20% was used to test 
the performance of the models and investigate what uncertainties are inherent due to the models and underlying assumptions. The 
trained model performance was also tested on the Ringhals fuel inventory, to assess the performance for fuel assemblies with real 
irradiation histories.



5

ESARDA BULLETIN, No. 62, June 2021

library for the same CT, BU and IE values, since they 
were produced earlier in the Ringhals case and have had 
more time to decay before discharge.

•	The majority of the Ringhals assemblies experienced a 
very regular irradiation, without spending cycles outside 
the reactor. However, a significant fraction of the 
Ringhals assemblies were reinserted into the reactor for 
a final low-power irradiation cycle, typically after having 
spent one or two cycles outside the reactor. For the as-
semblies that were part of the first core loading, the gap 
to the final cycle could be significantly longer, up to ten 
years, and the final cycle could be of comparatively high 
power. A smaller fraction of the fuel also had a gap in the 
irradiation after the first or second cycle. This is a notice-
able difference to the fuel library, which has no gaps in 
the irradiation, and this affects the abundance of short-
lived fission products at discharge.

•	In some of the Ringhals assemblies, burnable absorbers 
were initially present. Such absorbers are not included in 
the PWR fuel library. Since the provided operator data 
on burnable absorbers is incomplete, and the absorbers 
mainly affects the beginning of the first cycle, they were 
not modelled. Note also that for depletion calculations, 
the neutron flux is set to yield the desired power level, 
which in part compensates for the effect of the burnable 
absorbers.

A summary of the CT, BU and IE of the Ringhals fuel as-
semblies is shown in Figure 2.

2.2	 Non-destructive assay signals considered

This work considers several of the non-destructive assay 
signatures used in [5], such as the relative gamma-ray 
activity of selected abundant radionuclides, the total 
gamma-ray activity of the selected radionuclides, and the 
parameterised early differential die-away time τ. Since [5] 
found that the total Cherenkov light emission carries the 
same information as the total gamma-ray signature, we 
use only the total gamma-ray activity, since it does not 

require an additional measurement instrument. In addi-
tion, we include the total neutron emission rate of the fuel 
as a new signature, to investigate what impact it has on 
the model capability of predicting the fuel parameters.

Since the fuel assemblies considered here have a mini-
mum CT of eight years, and a maximum CT of almost 40 
years, the gamma-ray activity is predominantly caused by 
Cs134, Cs137 and Eu154, which therefore are the radio-
nuclides considered in this work. These radionuclides are 
all abundant in SNF and have a long enough half-life to 
be measurable after more than eight years. For the 
Ringhals assemblies, these three radionuclides account 
for more than 99% of the total gamma-ray activity, and 
other radionuclides can therefore be neglected with a 
minimal loss of accuracy.  For the relative gamma-ray ac-
tivity, the sum of these three gamma-emitting radionu-
clide activities were scaled to 1. This corresponds to a 
measurement where an absolute calibration has not been 
made, and only the relative intensities of the gamma-ray 
emissions can be determined. The total gamma activity is 
the sum of the three gamma-ray activities, and although it 
does not correspond to the absolute intensity for the fuel 
assembly, it is proportional to it. This in turn, enables a 
comparison of the total gamma-ray activities between 
fuel assemblies.

As in [5], a minimum threshold activity was included, at 
0.1 % of the lowest Cs137 activity in the training dataset. 
The activities of radionuclides below the threshold were 
set to 0. The value of 0.1% is arbitrary, but reflects the 
fact that radionuclides with low activities may fall below 
the threshold of detectability. Based on [5], it is expected 
that Cs134 (with half-life 2.1 years) is only measurable for 
a short while after eight years of cooling using this 
threshold, and Eu154 (with half-life 8.6 years) may be 
below the threshold for long-cooled, low-BU assemblies. 
Note however that the real threshold of a measurement 
depends on both the fuel assembly and the measurement 

Figure 2: The distribution of CT, BU and IE for the Ringhals 3 and 4 spent fuel assemblies. The colour of the markers indicates the 
cumulative number of years an assembly spent outside the reactor between consecutive irradiation cycles. The assembly age is the 
number of years since first irradiation.
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setup. S ince th is work does not cons ider the 
measurement setup at all, a global threshold is a simple 
way to include the main effect of a detectability limit on 
the subsequent analysis. For shorter CTs, additional 
radionuclides are expected to contribute and their activity 
will depend even more strongly on the power level of the 
final irradiation cycle and hence the irradiation history 
[12], but such investigations are outside the scope of this 
work, and such low-CT assemblies are not part of the 
Ringhals test set.

The total neutron emission rate of the Ringhals assem-
blies were provided by the ORIGEN simulations, which 
includes spontaneous fission and (α, n)-reactions. For the 
fuel database of [15] which was generated using Ser-
pent2, the total neutron emission rate is not provided. 
The SF neutron emission rate was instead calculated 
based on the abundance of fissile radionuclides and mi-
nor actinides, and neutron emission data for these radio-
nuclides from [12]. The (α, n) neutron contribution was 
calculated based on the abundance of fissile radionu-
clides and minor actinides and data from [18]. The total 
neutron emission rate was calculated as the sum of these 
two contributions. In general, for most Ringhals fuels the 
(α, n)-reactions contribute with about 1-5% of the total 
neutron rate, however for certain long-CT, low-BU as-
semblies the contribution could reach 20%. In the fuel li-
brary, the (α, n) contribution can exceed 50% for very 
low-BU and long-CT assemblies. 

Since the neutron emission rates were calculated using 
different methods for the two fuel sets, and since the 
burnup calculations and underlying cross-sections also 
differ, additional errors and uncertainties arise when 
comparing the two data sets. A thorough benchmark of 
the two methods is outside the scope of this paper, but 
eight Ringhals assemblies with varying irradiation histo-
ries were selected and depleted with the real irradiation 
history using Serpent. The results indicate that the Ser-
pent neutron emission rates were 2-12% higher than the 
ORIGEN emission rates, primarily due to a higher Cm244 
production, which may introduce a bias in the results. 
However, since the neutron emission rates from the 
Ringhals fuel assemblies span more than two orders of 
magnitude, the bias is expected to be modest in the RF 
regression models. 

To assay the fissile content of a SNF assembly, this work 
includes the signature from the DDSI instrument, which 
measures neutrons in coincidence to determine a so-
called early die-away time τ. This feature is sensitive to 
the fissile content, making it useful for IE determination 
using machine learning [5]. To predict the early die-away 
time for a large number of fuel assemblies, the parame-
terization function of [19] was used, using an updated set 
of fit coefficients valid for a larger range of fuel parame-
ters. For fuel assemblies with more than a few years 

cooling, the updated parameters give comparable results 
to the original parameters, thus either sets of parameters 
can be used. To verify the accuracy of the parameteriza-
tion function, MCNP simulations were run for eight se-
lected Ringhals fuel assemblies with irradiation histories 
that differ significantly from the one assumed in the pa-
rameterization function. The results show that the simu-
lated and the parameterized τ values are within 1.5% of 
each other, with the exception of one fuel assembly for 
which τ differs by almost 4%. Hence, we judge the pa-
rameterized τ values to be sufficiently accurate for the 
purpose of this work.

Each signature in the training set, the fuel library test set 
and the Ringhals test set had a 1% Gaussian noise add-
ed to it, to account for measurement uncertainty. It is 
noted in [5] that such a low uncertainty is not unfeasible 
for gamma spectroscopy or the DDSI signal τ, however 
the actual measurement uncertainties will depend on the 
selected measurement setup, which is not considered in 
this work. The effect of higher levels of noise is presented 
in section 3.4.

2.3	 Random Forest Regression

The RF method [20] is a further development of the deci-
sion tree method, and can be used either for classification 
or regression, i.e. predicting the value of a continuous vari-
able. The RF method is a supervised learning algorithm, 
where the model is trained on known input-output pairs. 
The key improvement of RF over decision trees is that the 
RF predictor is made up of a number of trees, each being 
trained on a unique randomly sampled subset of the total 
training data. The output of the RF regression model is the 
mean value of the output of all decision trees. By using 
multiple trees, the RF method becomes less prone to 
overfitting compared to decision trees, where overfitting 
means a poor capability to generalize beyond the training 
data. The RF regression model implementation used in 
this work is the one from scikit-learn [21]. 

To control how the RF regression model is trained, two 
hyper-parameters were in [5] found to have an impact on 
the model performance. The first is the number of deci-
sion trees, and [5] notes that a wide range could be used 
with similar results. Here, we chose 250 trees as the de-
fault number if nothing else is specified. The second pa-
rameter is the number of features used in each node of 
the decision trees to make a decision about which leaf 
the input data belongs to. Again, [5] notes that several 
values give similar results, and this work use a default 
value of 3 in the analysis. This is large enough to be with-
in the previously found minima, and additionally the mod-
els trained in this work always contains at least three in-
put features.

Three data sets are typically used in machine learning re-
gression: a training set, a validation set, and a testing set. 



7

ESARDA BULLETIN, No. 62, June 2021

The training set is used to provide known input-output 
pairs to train the model, where the input here is some 
combination of the gamma-ray activities, the neutron 
emission rate and τ, and the output is the predicted val-
ues of CT, BU and IE. The validation set is used to tune 
the performance of the model when using different hy-
per-parameters. The testing set is used to assess the 
performance of the trained model on new data. Since it 
was found in [5] that the hyper-parameter optimum is 
rather broad, tuning the model using the validation set 
was omitted in this work. However, this work instead 
considers two test sets: one test set comprising data 
from the same fuel library used to train the model, and 
another test set comprising the modelled Ringhals fuels. 
These two test sets are used to assess what uncertain-
ties arise from the RF regression model itself and as-
sumptions made in the depletion calculations, and what 
additional uncertainty is introduced by the actual irradia-
tion history introduced in the Ringhals test set. The train-
ing set consists of 631 525 unique samples from the fuel 
library, the fuel library test set consists of the remaining 
157 881 fuel library samples, and the Ringhals test set 
consists of the 2192 samples from both reactors.

As was done in [5], all input features in the training set 
were rescaled to have a mean value of 0 and a variance 
of 1 before the analysis. The same scaling was applied to 
the training set and both test sets, to ensure that all val-
ues after rescaling were directly comparable to each oth-
er. Since the fuel library and the modelled Ringhals as-
semblies were modelled using different depletion codes, 
the ORIGEN data for the Ringhals assemblies were con-
verted from emissions per ton uranium to emissions per 
cm3 to match the Serpent data in the fuel library, before 
the standard scaler was applied.

3.	 Results 

In this section we present prediction results for the two test 
sets. For a given set of input signatures, three RF regres-
sion models were trained: one for predicting CT, one for BU 
and one for IE. Each model used the same training data 
and hyper-parameters. Following the work of [5], we first 

considered different combinations of gamma-ray signa-
tures, and then added neutron signatures to the analysis.

3.1	 Analysis using gamma-ray signatures

RF regression models were trained to predict IE, BU and 
CT for two scenarios: i) using the relative gamma-ray ac-
tivities of Cs134, Cs137 and Eu154 as input, and ii) using 
in addition the total gamma-ray activity as input.

Table 1 reports the average and root mean square error 
(RMSE) of the difference between the predicted and true 
values of the CT, BU, and IE for the two test sets. The av-
erage difference (or error) indicates if there is a systemat-
ic bias in the predictions and reflects the accuracy of the 
models. The RMSE provides an indication of the preci-
sion. Figure 3 shows the predicted parameter values ver-
sus the true values for scenario ii). The marker colour 
shows the cumulative outage time between consecutive 
irradiation cycles, to highlight assemblies that spent cy-
cles outside the reactor before reinsertion. Figure 3 also 
shows a histogram of the errors in the predicted CT, BU 
and IE for the fuel library test set and the Ringhals test 
set. 

The overall results in Table 1 match those found in [5]. 
Using only the relative activities of the selected radionu-
clides, CT can be predicted with good accuracy and pre-
cision. However, fuel assemblies with a gap in their irradi-
ation history are systematically over-predicted, as shown 
in Figure 3. Table 1 also shows that the RMSE for the CT 
prediction of the fuel library test set is higher than the 
RMSE for the Ringhals test set, which can also be seen 
in the histogram in Figure 3. The cause is that the training 
data includes low-BU high-CT fuels, where both the 
Cs134 and Eu154 activities are below the detectability 
threshold, and only Cs137 remains. Almost all Ringhals 
assemblies have reached a high BU at discharge, and 
are more likely to include these two radionuclides with 
activities above the detection threshold. There are how-
ever some long-CT, high-BU assemblies in the Ringhals 
test set, which are under-predicted, as shown in the CT 
plot in Figure 3.

The large bias and RMSE in the BU reported in Table 1 
reveal that the BU of the Ringhals assemblies cannot be 

Features Data set CT [days] BU [MWd/kgU] IE [w%]
Avg. error RMSE Avg. error RMSE Avg. error RMSE 

Relative radio- nuclide activities Fuel library 3.3 2159 0.03 12.4 0.03 1.2

Ringhals 425 608 8.88 12.1 0.35 1.13

Relative radio- nuclide activities 
and total gamma

Fuel library 1.2 683 0.001 0.90 0.001 0.92

Ringhals 227 448 0.66 1.39 0.42 0.94

Table 1.Average error and RMSE in the fuel predictions for the fuel library test set and the Ringhals test set, with different input features 
considered in the analysis. The uncertainties in the values due to randomness in the training of the regression models is around 1% of 
each value. 
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predicted by only considering relative gamma-ray activi-
ties. When the total gamma feature is included, this bias 
and spread is largely eliminated. The BU plot in Figure 3 
shows that some assemblies are under-predicted by 
around 2-4 MWd/kgU, and these are the ones with a sig-
nificant gap in their irradiation history. This group of fuels 
also causes the skewed error distribution seen in the er-
ror histogram plot. 

Finally, the IE predictions fail since none of the gamma-
ray activities depend strongly on it. Additional input fea-
tures are needed to predict IE, such as neutron-based 
features, described in the next section.

3.2	 Analysis using gamma-ray and neutron 
signatures

Two different neutron signatures were considered: the 
gross total neutron emission rate and the parameterized 
early die-away time τ from the DDSI instrument. RF re-
gression models were trained for two sets of input fea-
tures: i) using relative radionuclide gamma-ray activities, 

the total gamma-ray activity and total neutron rate, and ii) 
using in addition τ.

Table 2 shows the average error and the RMSE for the 
predictions of CT, BU and IE as a function of input fea-
tures for the two test data sets. Figure 4 shows plots of 
the predicted and true parameter values. The colour of 
the markers shows the cumulative outage time in be-
tween irradiation cycles. Figure 4 also shows histograms 
of the errors in the predictions. 

As can be seen when comparing Table 1 and Table 2, in-
cluding the total neutron emission rate as an input feature 
improves the CT prediction slightly, the BU prediction re-
mains unchanged, and the IE prediction is significantly 
improved. For the fuel library test set, the IE predictions 
are not significantly improved by adding τ when the total 
neutron emission rate is available. However for the 
Ringhals test set the precision of the IE predictions are 
noticeably improved by adding τ, although the accuracy 
is somewhat worsened due to adding a systematic devia-
tion in the predictions. Hence, for the more realistic 

Figure 3. Performance of the RF regression models trained on the relative activities of selected radionuclides, and the total gamma-ray 
activity. Top row: the true and predicted values of CT (left), BU (centre) and IE (right), for the models. The red line is a guide for the eye, 
indicating where the regression matches the real values. The colour of the markers shows the cumulative number of years of cooling 
between consecutive irradiation cycles. Bottom row: Histograms of the errors in predictions of CT (left), BU (centre) and IE (right). The 
training errors were calculated based on the fuel library test set (labelled “Library”), and the Ringhals test set (labelled “Ringhals”).
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Ringhals test set, τ provides valuable information useful 
in determining IE. 

The plots in Figure 4 show that the bias in the predicted 
CT for long-cooled Ringhals fuel assemblies, caused by a 
lack of data at long CT, is removed when additional input 
features are used. However, the over-prediction of CT 
and under-prediction of BU for Ringhals assemblies hav-
ing a gap in their irradiation history remain. This group of 
assemblies also causes the error histogram plots in Fig-
ure 4 to be skewed, where a symmetric distribution 
would be expected if the errors were random. Additional-
ly, Table 2 shows that the RMSE values for the predic-
tions of the Ringhals test set tend to be a factor 2-5 high-
er compared to the predictions of the fuel library test set, 
and this additional uncertainty is also introduced by the 
irradiation history. Furthermore, the histograms in Figure 
4 show that the most likely error in CT is around 1 year, 
and the most likely error in BU is around 1.5 MWd/kgU. 
This bias is caused by the differing irradiation histories, 
and that the final low-power cycles in the Ringhals case 
resulted in a different abundance of radionuclides at dis-
charge, as compared to a fuel assembly from the library 
with identical values of CT, BU and IE. Hence, the irradia-
tion history introduces both a bias and an uncertainty in 
the predictions, when the models are trained on a simpli-
fied irradiation history.

3.3	 Hyper-parameter selection considerations

Since there are differences in irradiation history as well as 
in the software used to produce the data sets, it must be 
verified that the RF regression models are not fitting to 
features in the training data set that do not generalize to 
the Ringhals test set. Such a lack of generalization could 
be due to the choice of hyper-parameters. For the hyper-
parameter study, we used all six features (three relative 
radionuclide activities, their total gamma-ray activity, total 
neutron emission rate and τ) to predict the fuel assembly 
parameters. The two hyper-parameters that were investi-
gated here were the number of decision trees used by 

the RF regression models and the number of features 
used in each node to make the decision. The default val-
ues used in the previous section was 250 trees per RF, 
and splitting on three features. 

For the number of trees, values in the range 50 to 300 in 
steps of 50 were evaluated. The results show that just as 
in [5], changing the number of trees has little impact on 
the performance of the RF regression models. Consider-
ing the uncertainty introduced by the randomness in the 
data sampling, different values of the hyper-parameters 
do not result in significant differences in fuel parameter 
prediction capability.

For the number of features used to split each node in the 
decision tree, values between 1 and 6 were evaluated. 
For BU and IE, the results are again similar to [5], with lit-
tle change in performance as a function of the number of 
features. For CT however, the results improves slightly for 
the fuel library test set with increasing number of fea-
tures, but the corresponding per formance for the 
Ringhals test set is a worsened performance with an in-
creasing number of features. This suggests that the RF 
regression model predicting CT may be fitting to struc-
tures in the fuel library that do not generalize to the 
Ringhals test set, and that splitting using fewer features 
may be preferred. However this needs to be verified us-
ing other test sets before the choice of splitting on one 
feature can be selected as default.

3.4	 Noise considerations

In the previous analysis, a default 1% Gaussian noise was 
added to all input features in both the training and two 
test sets, to include the effect of counting statistics and 
measurement uncertainties. However, depending on the 
measurement situation, the level of noise may vary. To in-
vestigate the impact of also other levels of noise, RF 
models were trained and then tested when 1%, 5% and 
10% noise was applied to all data, with all features used 
for training. The results are shown in Table 3. 

Features Data set CT [days] BU [MWd/kgU] IE [w%]
Avg. error RMSE Avg. error RMSE Avg. error RMSE 

Relative radio-nuclide 
activities, total gam-
ma and total neutron

Fuel Library -0.18 157 0.001 0.53 0.001 0.12

Ringhals 271 380 0.74 1.40 0.05 0.23

Relative radio-nuclide 
activities, total gam-
ma, total neutron and 
τ

Fuel Library 0.16 79 0.001 0.52 0.001 0.11

Ringhals 270 378 0.72 1.33 0.08 0.16

Table 2.  Average error and RMSE in the fuel predictions for the fuel library test set and the Ringhals test set, with different input features 
considered in the analysis. The uncertainty in the values due to randomness in the training of the regression models is around 1% of each value.



10

ESARDA BULLETIN, No. 62, June 2021

Overall, the behaviour of the fuel library test set with in-
creasing levels of noise is similar to [5], where the aver-
age error changes little, and the RMSE increases with in-
creasing noise. For the Ringhals test set, the RMSE 
values are higher at lower noise, but the increase as a 
function of noise is similar to the fuel library test set. 
Thus, the noise appear to have comparable effects to the 
precision of the predictions for both test sets. For the 
Ringhals test set, the average error however increases 
somewhat with noise. In general, as in [5], the CT predic-
tion is not too sensitive to increased noise, the BU pre-
diction is a bit more sensitive but is manageable also at 
higher noise levels, but the IE predictions are highly sen-
sitive to the addition of noise. Hence for accurate fuel pa-
rameter predictions, effort should be made to have a 
well-characterized and low-noise DDSI measurement, or 
a total neutron emission measurement if the DDSI is not 
used. 

4.	 Conclusions

In this work, we have trained RF regression models to 
predict the fuel parameters CT, BU and IE of modelled 
PWR fuel assemblies, based on non-destructive data 
that could be obtained through gamma and neutron 
measurements. The models were trained on modelled 
PWR assemblies from a fuel library with a wide range of 
CT, BU and IE values, which was created assuming a 
standardized, simplified irradiation history. The RF re-
gression models were tested on both data from this li-
brary, as well as modelled PWR fuels from the Swedish 
commercial nuclear power reactors Ringhals 3 and 4, to 
investigate what impact a realistic fuel irradiation history 
has on the prediction capabilities of RF regression mod-
els. In the analyses, input features corresponding to rela-
tive radionuclide activities, total gamma-ray activity, total 
neutron emission rate and the parametrised early die-
away time τ from the DDSI instrument were considered.

Based on the results, a gamma-spectroscopic measure-
ment should be sufficient to allow a RF regression model 

Figure 4. Performance of the RF regression models trained on the relative activities of selected radionuclides, the total gamma-ray 
activity, the total neutron emission rate and τ. Top row: the true and predicted values of CT (left), BU (centre) and IE (right), for the models. 
The red line is a guide for the eye, indicating where the regression matches the real values. The colour of the markers shows the 
cumulative number of years of cooling in between irradiation cycles. Bottom row: Histograms of the errors in predictions of CT (left), BU 
(centre) and IE (right). The training errors were calculated based on the fuel library test set (labelled “Library”), and the Ringhals test set 
(labelled “Ringhals”).
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to predict CT well, and a well-calibrated setup that also 
provides enough information to allow a comparison be-
tween fuel assemblies of the absolute total gamma-ray 
activity will improve the results further. For a good BU 
prediction, both the relative radionuclide activities and the 
total gamma-ray activity are required, whereas the total 
neutron emission rate signature can be added to slightly 
improve the predictions. For the IE predictions, τ is the 
input feature considered of highest importance, since it is 
the only one which probes the fissile content, and hence 
IE. While the total neutron was sufficient for IE predictions 
of the fuel library test set, the more realistic Ringhals test 
set showed that τ provides more information as com-
pared to the total neutron feature. Using the total neutron 
emission rate instead of τ worsens the results, since the 
RMSE of the predictions increase. This is because the 
abundance of neutron-emitting radionuclides does not 
only depend on the IE but also on the irradiation history, 
which differs for the training and Ringhals test set. 

Due to the differences in irradiation history, the simulated 
Ringhals fuel assemblies have comparatively lower abun-
dance of radionuclides such as Cs134 at discharge, 
compared to fuel assemblies from the fuel library with 
equivalent values of CT, BU and IE. As a consequence, 
the RF regression models systematically overestimate CT 
and underestimate BU for the Ringhals assemblies. How-
ever, the systematic deviation is rather modest, typically 
around 2-5% of the values. Fuel assemblies that were 
outside the reactor for some time before a final low-pow-
er cycle are in general predicted to have a CT that is 1-3 
years too long, even if the time spent outside the reactor 
before the final irradiation cycle could be up to ten years. 
Overall, the predicted fuel parameter values are rather 
similar to the true values and may therefore be of use to a 
safeguards inspector despite the fact that fuel irradiation 
histories may differ from what is assumed in the predic-
tions. As in the previous work, the choice of hyper-pa-
rameters has a negligible impact on the performance of 
the predictions, though the CT predictions do seem to 
benefit from choosing a low number of features to split 
nodes on.

Noise level Data set CT [days] BU [MWd/kgU] IE [w%]

Avg. error RMSE Avg. error RMSE Avg. error RMSE 

1% Fuel Library 0.16 79 0.001 0.52 0.001 0.11

Ringhals 270 378 0.72 1.33 0.08 0.16

5% Fuel Library -0.56 298 -0.001 1.94 0.001 0.36

Ringhals 311 442 1.40 2.36 0.17 0.39

10% Fuel Library -1.32 509 -0.002 3.16 0.001 0.59

Ringhals 359 541 2.04 3.84 0.30 0.66

Table 3. Average error and RMSE in the fuel predictions for the fuel library test set and the Ringhals test set, with different input features 
considered in the analysis. The uncertainty in the values due to randomness in the training of the regression models is around 1% of each 
value
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Abstract

Under the Next Generation Safeguards Initiative, several 
different nuclear safeguards measurement techniques 
were studied. One of them was the Differential Die-Away 
Self-Interrogation technique, and the research showed 
that its early die-away time τ was proportional to the fuel 
assembly multiplication and thus sensitive to the fissile 
content of the fuel assembly under assay. A prototype 
instrument was later built and tested in the field, and the 
measurements showed that the instrument could be used 
successfully in the field. 

This work builds on previous efforts, and systematically 
studies the ef fects of assumptions about the fuel 
properties (such as its dimensions) and its irradiation 
conditions in the reactor, on the Rossi-Alpha Distribution 
(RAD) and τ. The motivation is twofold, firstly to better 
understand if and what impacts such assumptions have 
on the RAD and τ, and secondly to investigate how well 
the simulation model used to estimate the RAD and τ is 
able to generalize to other fuel types and irradiation 
conditions than those modelled. 

20 spent nuclear fuel assemblies currently residing in the 
Swedish interim storage for spent nuclear fuel were 
measured by the prototype DDSI instrument. The 
assemblies were modelled using Serpent2 and MCNP6 in 
this work. Fuel depletion calculations were performed 
assuming both a standard irradiation cycle and the actual 
irradiation history as provided by the operator. Fuel 
properties and irradiation conditions were also modified 
and their effect studied. 

Based on the simulated DDSI instrument response in 
MCNP6, the RADs were created and τ determined. The 
analysis shows that each modelling assumption on its 
own affects both the RAD and the τ value. However, 
some of the individual effects work in opposite direction 
and cancel out when considered at the same time. For 
this reason, the default model is considered to be a good 
and valid approximation of the more complex one and 
results are expected to generalize well. 

Keywords: Nuclear safeguards, DDSI, neutron coinci-
dence, tau (τ ), modelling 

1.	 Introduction

The DDSI instrument detects neutrons emitted from spent 
nuclear fuel. The detected neutrons originate from sponta-
neously fissioning radionuclides which act as a neutron 
source, interrogating the fissile content of the spent nucle-
ar fuel. Depending on the nuclide inventory of the spent 
nuclear fuel, fission chains of various lengths develop and 
give rise to a distribution which describes the time evolu-
tion of the neutron population and is known as the Rossi-
Alpha Distribution (RAD) [1]. That distribution is then used 
to determine the die-away time, τ, of the neutron popula-
tion inside the nuclear fuel. 

The DDSI technique was studied in detail under the Next 
Generation Safeguards Initiative, a project aiming to devel-
op non-destructive assay instrumentation to verify opera-
tor declarations and fuel parameters, detect diversion of 
fuel material, estimate plutonium mass and decay heat, 
and to determine the reactivity of spent fuel assemblies [2]. 
Simulated responses were analysed to investigate the ca-
pability of the DDSI instrument to reach these goals (see 
for instance [3, 4]). A prototype DDSI instrument was also 
built and tested in the field, and it was shown that several 
algorithms developed to determine fuel assembly charac-
teristics worked successfully on measured data [5,6]. 

The parameter τ is sensitive to the balance of fissile mate-
rial and neutron absorbing isotopes, and has a high rele-
vance in safeguards evaluations. The nuclide inventory of a 
spent nuclear fuel (and thus τ) depends on several things 
such as the fuel assembly’s initial enrichment, burnup and 
cooling time. This work aims at investigating if and to what 
extent the RAD and τ are also affected by parameters 
which are often not (well)known to a nuclear inspector in 
the field, such as the fuel geometry, the irradiation history, 
and irradiation conditions. It does not aim at confirming 
previous results or predict safeguards-relevant properties. 

Although results on the sensitivity of τ to modelling as-
sumptions have not been published before, the sensitivity 
in calculated nuclide inventories due to approximations or 
uncertainties in the input (such as key design features and 
operating conditions) has been investigated extensively, 
see e.g. [7] and references therein. The power history has 
been found to be of minor importance for most actinides 
and fission products at the time of discharge, but the 
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moderator temperature (and its density) has been identi-
fied as important in the physics calculations. The boron 
concentration has also been found to be important as it in-
fluences the neutron spectrum in the fuel. The impact of 
the fuel temperature is more difficult to assess as it is not 
measured directly, and it is associated with major uncer-
tainties. Other works, such as [8], have also studied the ef-
fects of the UO2 mass density, power levels and irradiation 
history on uranium and plutonium concentrations and 
found them to be of little importance. Actinide inventories, 
and particularly short-lived nuclides, were however found 
to be the most sensitive to irradiation history variations. 
Reference [9] reported on small effects on a number of 
calculated isotopic concentrations due to changes in fuel 
temperature, and [10] showed that for BWR burnup credit 
calculations, the control blade position is important be-
cause it affects the 239Pu concentration in the fuel. 

In safeguards assessments, it is rare to have access to de-
tailed information about the fuels under assay and it may 
be necessary to make assumptions similar to those made 
in the simulations here. In the event that an inspector has 
access to detailed information about the fuel, an accurate 
model can be created, but at the expense that the model 
probably does not generalize well to fuels with other prop-
erties. In this work we investigate how systematic uncer-
tainties from various modelling assumptions affect the 
RAD and the predictions of τ. We do this by studying the 
implications of various modelling assumptions on the Ros-
si-Alpha Distribution (RAD) and τ, for 20 spent nuclear fuel 
assemblies of Pressurized Water Reactor (PWR) type. The 
scope of this work does not cover investigations on if and 
how the modelling assumptions impact the DDSI capbility 
to detect diversion of fuel material, estimate plutonium 
mass, decay heat, or determine the reactivity of spent fuel 
assemblies.

2.	 The DDSI principle and instrument design

The DDSI technique is a passive non-destructive assay 
technique, relying on neutron coincidence counting, that 
has been developed to study nuclear material such as 
spent nuclear fuel. In such fuel, radionuclides such as 
244Cm undergo spontaneous fission and act as an internal 
neutron source that interrogates the fissile content of the 
fuel. Some of the neutrons emitted by e.g. 244Cm thermal-
ize in the water surrounding the fuel rods, and induce fis-
sions in primarily 235U, 239Pu, and 241Pu. Depending on the 
nuclide inventory of the spent nuclear fuel (and thus the 
fuel assembly multiplication), fission chains with various 
lengths will develop. This affects the possible detection of 
the correlated neutrons, and therefore of the RAD and its 
decrease over time as quantified by the early die-away 
time τ. 

The value of τ can be determined from the RAD, which is 
a histogram describing the number of subsequent 

neutrons detected within a certain time window after the 
trigger neutron. The distribution can be described by a sin-
gle exponential function in a limited time span, although 
the underlying physics can be explained by two different 
physical processes, each of which can be described by an 
exponential function. One process concerns neutrons 
coming from the same fission event, or from fast fission 
processes where the neutron has not thermalized before 
inducing fission. These neutrons typically have a fast die-
away time (or a fast time component) which is determined 
mainly by the time needed for the neutron to reach the 
DDSI detectors and thermalize in the polyethylene around 
them (the die-away time of the detectors is approximately 
19 μs). The second process concerns time-correlated neu-
trons coming from fission reactions in the same fission 
chain, where at least one second fission was induced by a 
thermal neutron. The second process may take much 
longer time than the first process, and its die-away time 
may extend up to hundreds of μs. The so-called early die-
away time τ is a function of both processes and can be 
determined in a specific time range of the RAD, where 
properties of the spent nuclear fuel (such as abundance of 
fissile and neutron absorbing material) as well as proper-
ties of the DDSI instrument design, play a role. Reference 
[4] showed that in the time window of 4-52 μs, τ was 
found to be quadratically related to the SFA multiplication, 
which makes τ interesting in the context of spent nuclear 
fuel verification for nuclear safeguards purposes.

A model of the DDSI prototype instrument design is shown 
in Figure 1. There are four detector pods, symmetrically lo-
cated around the FA. Each of them contains 14 3He-detec-
tors, surrounded by polyethylene and encased in steel 
containers filled with air. Between the detector pods and 
the FA, there is a lead shield and a funnel which guides the 
fuel assembly into position, as it is inserted into the instru-
ment from above.

 
 

 
 
 

Figure 1. The DDSI instrument as implemented in MCNP. The fuel 
assembly is shown in the centre, surrounded by a lead shield 
(brown) and four detector pods. The 3He detectors are shown in 
blue inside the pods, and the polyethylene surrounding them is 
shown in purple.
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3.	 Modelling spent nuclear fuel and the DDSI 
instrument response 

The 20 studied spent nuclear fuel assemblies are all PWR 
17x17 fuel assemblies irradiated at the Ringhals nuclear 
plant in Sweden. They are produced by five different fuel 
manufacturers, but according to the fuel information in [11], 
17 out of the 20 fuel assemblies are very similar with re-
spect to fuel dimensions, while the remaining three have 
fuel rod dimensions which deviate from the other 17 fuel 
assemblies by less than 10%. The initial enrichment of all 
20 fuel assemblies ranges between 2.1-3.9 %, the burnup 
ranges between 20-48 GWd/tU and the cooling times are 
approximately 10-35 years. The information provided to 
the authors at the time of this work does not include any 
information on whether or not there are Gd rods present in 
any of the fuel assemblies, and thus Gd rods were not 
modelled. Should additional information indicate that there 
are indeed such rods present, their impact would need to 
be studied using a different model since the burnup calcu-
lations in this work are made with a single-pin model, and 
thus assumes that all fuel rods are identical in the subse-
quent steps. 

The Serpent2 code [12] was used to define a fuel pin mod-
el, deplete it and estimate its material composition. The 
fuel pin was placed in an infinite 2D lattice in Serpent2, 
and run in criticality source mode. 

MCNP6 [13,14] was then used to construct a model of the 
DDSI instrument in water, sample spontaneous fission 
neutrons emitted by the spent nuclear fuel, transport the 
neutrons from the source to the DDSI instrument and esti-
mate its response. A full fuel assembly was assumed, con-
sisting of identical fuel rods where the material composi-
tion was taken from the output of the Serpent2 
calculations. A spontaneous fission source was evenly dis-
tributed across all fuel pins, but restricted in the axial di-
rection to 145 cm centred on the DDSI, because it was 
found that regions farther from the instrument do not con-
tribute to the detector signal. It can be pointed out that the 
simulations do not include background contributions from 
e.g. (α, n)-reactions, which are randomly distributed in time 
and thus neutrons from such reactions do not contribute 
to the rate of time-correlated neutrons. The neutron detec-
tion was simulated with neutron coincidence capture tal-
lies (F8 CAP in MCNP6) in the 3He tubes. One hundred F8 
tallies, each with 2 μs gates were used to make the RAD of 
true neutron coincidences. 5 million neutron histories were 
simulated, which was sufficient for most of the tallies to 
pass the ten statistical checks performed by MCNP6 (in a 
few tallies there were not enough hits to reliably estimate 
the slope of the probability density function). In order to 
determine τ, the RAD was created, showing the time dif-
ference between detected neutrons. A single exponential 
function was fitted to the RAD in the time window of 4-52 
μs, as indicated in [4]. 

3.1	 Modelling the fuel irradiation and DDSI 
instrument response

For the 20 studied fuel assemblies, two types of irradiation 
histories were considered in this work: a default irradiation 
and its actual irradiation. The default irradiation scheme 
was defined as 365 days of irradiation in the reactor, fol-
lowed by 30 days of downtime. The reactor power was set 
so that a burnup of 10 GWd/tU per full cycle was achieved. 
The duration of the last cycle was adjusted to result in the 
desired discharge burnup value. The burnup step used 
was 0.5 GWd/tU. With respect to the actual irradiation 
scheme, this information was provided by the operator. It 
showed that the fuels had indeed undergone varying irra-
diation histories, ranging from some fuel assemblies hav-
ing resided in the reactor only for two cycles, to others 
having been irradiated for up to five cycles. The burnup 
per cycle also varied both between fuel assemblies and 
between cycles. In the burnup calculations, the accurate 
irradiation histories as provided by the operator were used 
together with information on the average power level in 
each cycle, and 50-day burnup steps were used. 

In order to systematically study the impact of also other 
changes than the fuel irradiation, the impact of the other 
parameters were studied in isolation. In Serpent2, the bo-
ron concentration in the water during irradiation was 
changed from 0 in the default case to 200 ppm, 630 ppm 
and 1100 ppm in three different simulations. The fuel tem-
perature was 1500 K in the default case and 900 K in the 
realistic case; the fuel pellet density was 10.5 g/cm3 in the 
default case and 10.41 g/cm3 in the realistic case; the wa-
ter density was 0.75 g/cm3 in the default case and 0.723 g/
cm3 in the realistic case, and the fuel pellet radius was ad-
justed according to the values in [15]. With respect to the 
fuel pellet and fuel rod dimensions, either a default geome-
try representative of PWR fuel in general, or geometry and 
irradiation conditions based on the Westinghouse 17x17 
Standard fuel in the Scale 6.1 manual [15], was used. Ref-
erence [11] conveys that dimensions for fuels from the oth-
er manufacturers are similar to those of Westinghouse 
17x17 Standard fuel. 

Also in MCNP6, changes were done to the model used to 
investigate the impact of the individual changes as well as 
their total effect. The effect of having guide tubes and a 
central instrumentation tube present (or not) was studied, 
and the fuel density and pellet radius were adjusted to 
match the values used in the corresponding Serpent2 cal-
culations. In the final case, the total effect of all assump-
tions in both Serpent2 as wel l as MCNP6 was 
investigated. 

The identified cases and details on model properties in 
Serpent2 and MCNP6 are shown in Table 1.
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4.	 Results

For three of the 20 fuel assemblies, representing fuels with 
both regular and irregular irradiation history, the impact of 
the modelling assumptions were studied in greater detail 
by implementing them one at a time to see their individual 
effects. These results can be found in section 4.1. For the 
remaining 17 fuel assemblies, three of the nine cases were 
investigated: the default case (case 1), the actual irradiation 
history (case 2) and when all assumptions are changed at 
once (case 9, denoted as “change all”). These results can 
be found in section 4.2.

4.1	 Results from detailed investigations

This section presents separately the results on the RAD 
and τ from the studies of the three selected fuel 
assemblies. 

4.1.1	 Results on the RAD

Figure 2 shows the RADs and the fits to determine τ for 
the three fuel assemblies denoted fuel 1, 2 and 3. 

One thing to immediately notice is the difference in RAD 
amplitudes between the fuels. The fuel with the highest 
RAD amplitude has an initial enrichment almost twice as 

large as of the other two fuel assemblies, but also a dis-
charge burnup which is approximately twice as high. The 
fuel with the highest initial enrichment experienced an irra-
diation history similar to what was assumed in the default 
case, while the fuel with the lowest RAD amplitude experi-
enced a very long first irradiation cycle and then a short 
period outside the reactor before being re-irradiated a sec-
ond time. The authors acknowledge that this irradiation 
scheme seems out of the ordinary and could possibly be 
due to a reporting error by the operator; nevertheless, it is 
the information made available and it was therefore as-
sumed to be true in this work. The fuel with a RAD ampli-
tude between the other two fuel assemblies, experienced 
the same irradiation history as the fuel with the lowest RAD 
amplitude during the first two cycles and then resided out-
side the reactor for approximately ten years before being 
re-irradiated for two more cycles. Figure 2 also shows that 
the RAD for the default case (shown with black triangles) it 
is found roughly in the middle of all RADs, meaning that 
the various modelling assumptions separately result in 
both increased and decreased RAD amplitudes. However, 
for all three fuel assemblies:

•	Increased boron content results in a higher RAD ampli-
tude, as compared to the default case,

Modelling property Software Default properties Realistic properties

1. �Default irradiation 
history

Serpent2 Ideal irradiation history with 10 GWd/tU 
per 365-day irradiation cycle, followed 
by a 30-day outage. 

-

2. �Actual irradiation 
history

Serpent2 - Actual irradiation history and power 
density as provided by the operator.

3. �Boron concentra-
tion during 
irradiation 

Serpent2 0 ppm 200 ppm  
630 ppm 
1100 ppm 
In case 9, 630 ppm was used.

4. �UO2 fuel 
temperature 

Serpent2 1500 K 900 K

5. H20 density Serpent2 0.75 g/cm3 0.723 g/cm3

6. �Guide tubes and 
central instrumen-
tation tube

MCNP6 No tubes 24 water-filled guide tubes and one 
central instrumentation tube

7. UO2 fuel density Serpent2/
MCNP6

10.50 g/cm3 10.41 g/cm3

8. �UO2 fuel 
dimension

Serpent2/
MCNP6

0.41 cm fuel pellet radius.  
0.1 mm gap (void).  
Cladding outer radius equal to 0.48 mm. 
Pitch 1.26 cm.

0.4025 cm fuel pellet radius.  
0.085 mm gap (void). 
Cladding outer radius equal to 0.475 mm. 
Pitch 1.26 cm.

9. �All of the above 
assumptions

Serpent2/
MCNP6

All of the above default settings in Ser-
pent and MCNP 

All of the above realistic settings in Ser-
pent2 and MCNP6.

Table 1. Default as well as more realistic properties used in the Serpent2 and MCNP6 modelling. The realistic values are taken from the 
Scale manual [15]).
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•	Lower water density leads to a higher RAD amplitude, as 
compared to the default case,

•	Decreasing the pin radius to more realistic values results 
in a lower RAD amplitude likely because this implies less 
material to assay, and 

•	Lowering the fuel temperature from 1500 K to 900 K 
changes the cross sections in the depletion calculations, 
which in turn results in a lower RAD amplitude.

The impact of the guide tubes is negligible, as is slightly 
lowering the UO2 density to a more realistic value. The im-
pact of the actual irradiation history is different in all three 
cases, probably because the default irradiation history is 
varying to different degrees from the actual irradiation 
history. 

Interestingly enough, Figure 2 shows that for fuel 2, some 
of the modelling effects cancel out when all assumptions 
are changed simultaneously (case 9, change all). For fuel 1 
and 3, case 9 results in a lower RAD amplitude (but not as 
pronounced as when changing only the fuel pellet radius, 
probably because the boron content offset partly compen-
sates for this). For one of the fuels (fuel 3), the more realis-
tic assumptions in the modelling, results in the lowest RAD 
amplitude of all cases (although it is close to changing only 
the irradiation history).

In order to better understand why the RAD changes in the 
way it does, the changes of eight selected nuclide con-
centrations, identified to be of most importance when de-
termining τ, were studied in detail. The isotopes, as identi-
fied in [16], are 239-241Pu, 241Am, 235U, 238U, 155Gd and 149Sm. 

In addition, we decided to include 242Cm and 244Cm be-
cause they contribute to both spontaneous fission and a 
constant background in a real measurement situation. Fig-
ure 3 shows how the selected nuclides vary for the differ-
ent cases (not including the case where guide tubes are 
included in MCNP 6, since the depletion calculations in 
Serpent2 are the same as for the default case), for fuel 1. 
However, for all three fuel assemblies studied here, the 
concentrations change in practically the same way. One 
can note that the concentrations for several of the nuclides 
in Figure 3 change in very similar ways as the RADs in Fig-
ure 2. 

In absolute terms, the nuclide concentrations change the 
most for 238U, followed by 239Pu and 235U for all three fuel 
assemblies. In relative terms, there are variations among 
the three fuel assemblies, but large relative increases are 
typically seen for the fission products 149Sm and 155Gd and 
the two Cm-isotopes, 242Cm in particular (especially for fuel 
3). Figure 3 shows that the concentrations of 239Pu, 241Pu 
and 235U grow with increasing boron concentration, and 
that a lower water density also leads to a higher concen-
tration (both changes make the neutron spectrum harder). 
Making the fuel pellet radius smaller or lowering the fuel 
temperature, gives lower plutonium concentrations than in 
the default case. Changing the UO2 density does not im-
pact the plutonium concentration much, neither does the 
actual irradiation history except in the cases of the 242Cm 
and 241Pu concentrations for fuel 3 (the same fuel assem-
bly for which the RAD amplitude changes as a function of 
i r radiat ion h istor y).  The lowest 239Pu and 241Pu 

Figure 2. Resulting RAD distributions for the three fuel assemblies studied in greater detail: fuel 1 (left), fuel 2 (centre) and fuel 3 (right).
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concentrations are found for a fuel temperature of 900 K 
and when all model assumptions are changed at the same 
time (case 9).

4.1.2	 Results on τ 

Values of τ for the simulated cases are shown in Table 2. 
They do not necessarily change in the same way as the 
RADs, since τ depends on the structure of the RAD. The 
values of τ for the fuel assembly with the highest initial en-
richment (fuel 1) are consistently larger than for the two 
other fuel assemblies. It is not clear that increasing the bo-
ron content from 0 ppm (the default case), has an impact 
on τ. However, lowering the fuel temperature, the UO2 
density or making the fuel pellet radius smaller all seem to 
lower τ, although the magnitude of the effects are small in 
some cases. Lowering the water density has either a weak 
impact or no impact at all on τ. Making all changes at 
once, lowers τ in all three cases.

As seen in Table 2, modelling the actual irradiation history 
doesn’t have a significant impact on τ, which remains the 
same when the uncertainties in the fits are taken into ac-
count, for all three fuel assemblies. The same holds true 
for changing the water density (even if this impacts the 
concentration of the three plutonium isotopes) or inserting 
guide tubes and an instrumentation tube. Increasing the 
boron content impacts τ, but differently for the different 
fuel assemblies. For fuel 1, a boron content of 200 ppm 
appears to considerably lower τ while increasing the bo-
ron content further restores τ to the same value as for no 
boron at all. For fuel 3, a boron content of 630 and 1100 
ppm gives τ values, which are higher than for the default 
case. A lower fuel temperature gives a lower τ value for 
fuel 1, but not for the other two fuel assemblies. Lowering 

the fuel density lowers and decreasing the pellet radius 
lowers τ  for fuel 1 and 3, but not for fuel 2. 

4.2	 Results for all fuel assemblies 

For the remaining 17 fuel assemblies, three of the eleven 
assumptions were investigated: case 1, 2 and 9. For com-
pleteness, the results from the three fuels above can be 
found here as well. 

4.2.1	 Results on the RAD

The trend among the 17 spent nuclear fuel assemblies is 
that the irradiation history (case 2) has a low impact on the 
RAD amplitude. For the vast majority of the fuel assem-
blies, a visual inspection of the RAD data points reveal that 
these are the same within error bars, which show the un-
certainty due to the number of simulated events in the 
Monte Carlo calculations, over the time interval 0-120 μs. 
In a few cases, the RADs do not completely overlap for 
times below 15 μs (fuels 19, 6 and 9), while the distribu-
tions sometimes overlap and sometimes not for another 
fuel (fuel 15). Only for one single fuel assembly (fuel 16), is 
the RAD associated with the actual irradiation history con-
sistently lower than for the default irradiation. Inspecting 
the irradiation history for fuel 16 shows that it has under-
gone five irradiation cycles of rather varying length and cy-
cle burnup, and resided outside the core for two years be-
fore being reinserted for a last irradiation cycle. For all fuel 
assemblies, the RAD amplitude for the most realistic case 
(case 9) is lower than, or approximately as large as, the 
RAD amplitude for the default case (case 1). 

 
Figure 3: The subplots show how the selected nuclide concentrations (in units of 1024/cm3) vary for the different cases. 
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4.2.2	Results on τ

With respect to the τ values, these are shown in Table 3 

for all 20 fuel assemblies. One fuel assembly has a consid-

erably higher τ than the other fuels; this fuel assembly has 

a relatively high initial enrichment and a medium discharge 

burnup after having been irradiated only two cycles. The 

fuel assembly with the lowest τ value is found to have a 
medium initial enrichment and a high burnup, having been 
irradiated for four cycles. 

With respect to variations in τ with the modelling assump-
tions, the τ values for the default case (case 1) and the 

Cases investigated Fuel 1 Fuel 2 Fuel 3

τ Unc. τ Unc. τ Unc.

1. Default case 42.8 0.5 40.2 0.5 39.8 0.5

2. Actual irradiation 41.9 0.5 40.8 0.5 38.9 0.5

3.1. Boron concentration during irradiation = 200 ppm 41.3 0.4 40.8 0.5 39.7 0.5

3.2. Boron concentration during irradiation = 630 ppm 42.6 0.5 40.5 0.5 40.6 0.5

3.3. Boron concentration during irradiation = 1100 ppm 42.2 0.4 41.5 0.5 40.6 0.5

4. UO2 fuel temperature = 900 K 40.8 0.5 39.7 0.5 38.6 0.5

5. H2O density = 0.723 g/cm3 42.3 0.5 40.6 0.5 39.8 0.5

6. Guide tubes and instrumentation tube present 41.9 0.5 41.0 0.5 38.9 0.5

7. UO2 fuel density in Serpent and MCNP =10.41 g/cm3 41.6 0.5 40.8 0.5 38.6 0.5

8. UO2 fuel pellet radius in Serpent and MCNP=0.4025 cm 41.1 0.5 39.5 0.5 38.3 0.5

9. All of the above assumptions at once 40.9 0.4 39.6 0.5 37.6 0.4

Table 2. Determined τ values and the one sigma uncertainties in τ as determined by the fits, for the three selected fuel assemblies and 
the cases investigated in this work. All values are given in [μs].

Fuel Default irradiation (case 1) Actual irradiation (case 2) Change all (case 9)

τ Unc. τ Unc. τ Unc.

1 42.8 0.5 41.9 0.5 40.9 0.4

2 40.2 0.5 40.8 0.5 39.6 0.5

3 39.8 0.5 38.9 0.5 37.6 0.4

4 38.2 0.4 38.2 0.4 37.3 0.4

5 39.3 0.4 39.8  0.4 38.8 0.4

6 40.1 0.4 40.5 0.4 40.1 0.4

7 41.5 0.5 41.6 0.5 40.5 0.5

8 36.9 0.4 36.8 0.4 35.7 0.4

9 40.8 0.5 40.6 0.5 40.0 0.5

10 48.0 0.5 47.9 0.5 47.5 0.5

11 39.9 0.4 40.1 0.5 38.5 0.4

12 39.7 0.5 40.0 0.5 39.0 0.5

13 40.0 0.5 40.0 0.5 38.6 0.4

14 35.5 0.4 35.3 0.4 34.4 0.4

15 39.6 0.4 40.5 0.5 38.7 0.4

16 39.5 0.4 38.9 0.4 38.8 0.5

17 37.9 0.4 37.7 0.4 37.5 0.4

18 39.9 0.4 40.6 0.4 40.5 0.4

19 39.8 0.5 38.6 0.4 38.7 0.5

20 36.8 0.4 36.7 0.4 35.3 0.4

Table 3. The early die-away times τ and the one sigma uncertainties in τ as determined by the fit, for the 20 fuel assemblies and the three 
cases. All values are given in [μs].
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actual irradiation (case 2) are the same when the uncer-
tainties in the fits are taken into account, for all fuel assem-
blies except fuel 19. For fuel 19, the three RADs do not 
overlap below 15 μs, which results in a slightly different 
slope of the exponential fit and therefore also in τ. The τ 
values for case 9 appear, when compared to those in the 
default case (case 1), to be biased towards lower values 
for 18 of the 20 fuel assemblies. For ten fuel assemblies, 
the τ values for case 9 are in fact lower than for those of 
case 1, and in ten cases they are the same when the un-
certainties in the fits are taken into account. This means 
that for 50% of the fuel assemblies, changing the fuel ge-
ometry and irradiation conditions results in a τ value which 
is lower when compared to the default case, with an aver-
age difference of 1.36 μs. 

4.2.3	Relating effects in RAD and τ 

Figure 4 plots τ versus the RAD amplitudes to visualize 
their interdependence. It shows τ versus the values of the 
RAD amplitudes at 5 μs, the data point closest in time to 
when the τ fit begins (at 4 μs), for all 20 fuel assemblies. 

Comparing the RAD amplitudes for the two irradiation his-
tory cases (case 1 and case 2), shows that the largest im-
pact on the RAD amplitude is found for one specific fuel 
assembly (fuel 16) and that minor discrepancies can be 
found for a small number of fuel assemblies. It can also be 
seen that for a large fraction of the fuel assemblies, mainly 
those with a relatively high RAD amplitude, the difference 
in RAD amplitude for the default case and the realistic 

case is noticeable. It can also be seen in Figure 4 that the 
RAD amplitudes in case 9 are considerably lower than for 
case 1 (the default case).

With respect to τ, Figure 4 shows that although the RAD 
amplitude does not change much with irradiation history, τ 
is seen to vary in all directions (remain the same, decrease 
and increase). Inspecting the irradiation histories of the fuel 
assemblies for which τ increases the most (fuels 2, 15, 5) 
or decreases the most (fuels 3, 19, 16, 1), provides no 
clear explanation for how τ changes. Both groups contain 
fuel assemblies with similar values of initial enrichment, 
burnup and cooling time. With respect to irradiation history 
and irradiation conditions, there is also no clear difference 
between the fuel assemblies in the two groups. Both of 
them contain fuel assemblies with unusually long and unu-
sually short irradiation periods, low as well as high neutron 
fluxes, and fuel assemblies that have spent long periods of 
time outside the reactor before being reinserted. Only one 
of these seven fuel assemblies (fuel 19) has experienced 
an irradiation history similar to that in the default case. 
However, considering statistical uncertainties of Monte 
Carlo simulations, it is not surprising that the τ values fall 
outside the range of uncertainty from the fits in about a 
third of the cases. We have also made ten repeated simu-
lations of the same case and seen that an average of the  
τ predictions are indeed normally distributed around  
the mean.

When comparing the RADs and the τ values for the de-
fault case (case 1) and the most realistic case (case 9), it is 

Figure 4: TValues of τ versus the RAD amplitude at 5 μs for all 20 fuel assemblies. The different markers denote the different cases: 
circles=case 1, x=case 2, and triangles=case 9. The different colours correspond to different fuel assemblies and the labels show the fuel ID. 
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seen that the RAD amplitude decreases for all fuel assem-
blies, and more so the higher the RAD amplitude is to start 
with. Among the nine fuel assemblies for which τ decreas-
es the most (fuels 1, 3, 4, 7, 11, 13, 14, 15, 20), all but one 
fuel assemblies (fuel 1) have a fuel geometry consistent 
with that assumed in case 9. This indicates that using a 
more accurate fuel model leads to a lower τ value. The 
decrease in RAD amplitude seen for the 20 fuel assem-
blies in case 9 (as compared to case 1) is on average 2254 
counts, and the decrease in τ is on average 0.92 μs. 

For individual fuel assemblies, the largest change in τ be-
tween case 2 and case 1 (ie due to the irradiation history) 
is found for fuel 19, and it is 1.24 μs (or 3.12%). The largest 
change in τ between the case 9 and case 1 is found for 
fuel 3, and it is 2.22 μs (or 5.57%). The average change in 
τ between case 1 and 2 is 0.41 μs, and the average 
change in τ between case 1 and case 9 is 0.97 μs.

5.	 Summary and conclusion

The DDSI measurement technique offers a way to non-de-
structively assay the fissile material in spent nuclear fuel 
assemblies. It does so by quantifying the die-away time τ 
of the neutron population in a spent nuclear fuel assembly. 

In this work, we have investigated how assumptions made 
in the modelling affect the resulting RADs and the τ values 
from the DDSI instrument. We have modelled a default ir-
radiation history as well as the actual irradiation history, 
and we have made changes in the fuel geometry and the 
fuel irradiation conditions.

The results show that although each assumption in itself 
affects the RAD, most strikingly its amplitude, the τ values 
are less sensitive. The irradiation history, which can be 
both very difficult to obtain in practise and which for princi-
pal reasons should not be relied upon in safeguards evalu-
ations, has very little or no impact on neither the RAD nor 
τ. However, lowering the fuel temperature, the fuel density 
or the pellet radius has an impact on both the RAD and τ. 
When making all changes simultaneously, the RAD ampli-
tude is lowered for all fuel assemblies and τ is lowered for 
ten fuel assemblies (as compared to the default case). The 
largest change seen in τ between case 1 (the default case) 
and case 9 (change all) is 2.22 μs or 5.57%. The average 
change in τ is much lower, 0.97 μs. Based on these re-
sults, we consider the default model to be sufficiently good 
to estimate τ for different types of spent nuclear fuel as-
semblies with a 17x17 fuel geometry. However, consider-
ing that one of the objectives for developing the DDSI in-
strument was to estimate plutonium mass, we note that 
the modelling assumptions made in this work have a (vary-
ing) effect on the plutonium content of the spent nuclear 
fuel. The effect on the two fissile plutonium isotopes (239Pu 
and 241Pu) is larger than the resulting changes in τ. Al-
though this may not be surprising, as τ captures the 

balance between fissile materials and neutron-absorbing 
materials and not the fissile material alone, it could be in-
vestigated in future work whether or not the simple model 
is suitable for estimating e.g. the plutonium mass or not. 

Finally, we note that the depletion step in the model used 
for this work is based on a single-pin model, representa-
tive of all fuel rods in a fuel assembly. If there is information 
that indicates that this is not a valid assumption, such as 
the presence of Gd fuel rods in certain locations of the fuel 
assembly, a new model that does not assume that all fuel 
rods are identical needs to be developed to assess the im-
pact of this on the RAD and τ.
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Summary

For safeguards evaluators to provide credible assurance 
that States are honoring their safeguards obligations, 
quantitative conclusions regarding non-diversion from 
States’ nuclear material flows and inventories are needed. 
The statistical analysis used to reach these conclusions 
requires that each measurement method undergo 
uncertainty quantification (UQ). Training for safeguards 
inspectors includes measurement error models that must 
account for variation within and between groups, where a 
group is defined to be a calibration or inspection period. A 
typical model for multiplicative errors for the inspector 
is  with and 

 where  is the inspector’s measured 
value of item  in group ,  is the true value of item  
from group ,  is a random error of item  from group 
,  is a short-term systematic error in group . The 

notation  means that values of  are 
assumed to have a normal distribution with mean  and 

variance . This paper describes three main inspector 
UQ-related training topics. Topic one is analysis of 
variance to estimate the relative standard deviations 

(RSDs)  and  (and the corresponding RSDs for the 
operator). Topic two is an example involving the uranium 
neutron coincidence collar (UNCL) to illustrate the need 
for inspector UQ training to include an understanding of 
the most important factors that impact the RSDs, which in 
turn also affect the rejection limits for comparing operator 
declarations to inspector measurements. For the UNCL 
method, it is important for inspectors to understand the 
fuel assembly design and IAEA neutron coincidence 
counting (INCC) software input requirements. Incorrect 
INCC declaration input is thought to be among the largest 
contributors to the observed UNCL uncertainty (as 
quantified by the RSDs). In response to needs arising from 
IAEA measurement evaluations, improved UQ methods 
have recently been developed, and the new methods 
described in topics one and two are beginning to be 
presented in training for safeguards inspectors, as will be 
described. Topic three is to use the estimated RSDs to 
evaluate material balances and to plan inspector sample 
sizes based on estimated material loss detection 
probabilities. 

Keywords: Nuclear Safeguards, Statistical Methodologies, 
Approximate Bayesian Computation (ABC), Data Analytics,  
Non-Destructive Assay (NDA)

1.	 Introduction

Inspector measurements are a cornerstone of IAEA safe-
guards, so it is important for inspectors to have a basic 
understanding of UQ. For example, suppose the opera-
tor’s declared nuclear material (NM) mass for an item is 1.1 
kg, and the inspector’s measurement is 0.95 kg.  Whether 
the 0.15 kg difference is a cause for concern depends on 
the uncertainty in the 1.1 kg and the 0.95 kg values. Effec-
tive UQ is critical in order to make quantitative safeguards 
conc lus ions  based on  i nspec to r  ve r i f i ca t i on 
measurements.

 This paper describes three UQ topics presented in train-
ing courses for safeguards inspectors. For background, 
the Guide to the Expression of Uncertainty in Measure-
ment (GUM) provides guidance on the expression of 
measurement uncertainty [1]. UQ can be approached by 
comparing multiple measurements of the same item (top-
down) or by assessing each step in the measurement pro-
cedure (bottom-up). The GUM briefly addresses top-down 
methods, but is most known for a bottom-up option using 
the measurement equation

	 	  (1)

 
where  is the estimate of the measurand, and 

 are inputs. The inputs can be measurement 
or adjustment factors, and can be regarded as having a 
joint probability distribution that can include covariances 
among the inputs. For example, some of the inputs can be 
estimated calibration parameters, others can be measured 
values, and others can be adjustment factors. The GUM 
applies uncertainty propagation to  and the 
function  in Eq. (1) to estimate the uncertainty in the as-
say, defined as the standard deviation of . Informally, 
standard deviation quantifies measurement variability, de-
fined as the square root of the variance, which is the aver-
age squared distance of the  value from the mean of the 
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 values. Safeguards metrology routinely partitions total 
variability into variability around the mean and variability 
around the true value into “random” and “systematic” com-
ponents, respectively, and the GUM [1] combines random 
and systematic into a total variability as explained in in-
spector UQ training.

For verification purposes, paired (Operator , Inspector  
 ) data are collected from inspections performed during 

site visits that occur once or a few times per year, and then 
for top-down UQ, several years of paired  data are 
analysed. An effective measurement error model must ac-
count for variation within and between groups, where a 
group is an inspection period. A typical top-down multipli-
cative error model used for the  (and similarly for ) is

   (2)

where  is the inspector’s measured value of item  in 
group ,  is the true but unknown value of item  from 

group ,  (IIDN is independently and 
identically distributed normal) is a random error of item 

from group ,  is a short-term systemat-
ic error in group  [1-10]. Short-term systematic error re-
mains constant for a short term when measurement con-
ditions or settings, i.e., parameters of calibration curves, 
normalizations, and/or subtracted background etc. are not 
altered, but vary in a random way over the long term [2]. 
Long-term systematic error is sometimes also referred to 
as bias.  In applications, the normality assumption is not 
usually critical in the error model depicted in Eq. (2); the 
important aspect of the modelling assumptions are that 
there are systematic and random components with RSDs 

 and , respectively, that both bottom-up and 

top-down UQ aim to estimate [1-10]. Often, Top-down esti-
mates   and  are larger than bottom-up estimates, 
and the gap is called “dark uncertainty” [2-8]. Note that in 
Eq. (2) the same number of measurements n per group is 
assumed for simplicity of presentation.

Figure 1 plots  simulated values of   for 
e a c h  o f   g r o u p s  w i t h  p a r a m e t e r s 

 
and . The within-group means are indicated by 
the horizontal within-group lines.

The need for quality control within UQ approaches pro-
vides motivation for excellent ongoing communication and 
collaboration among inspectors to reduce and better un-
derstand error variance components, which in turn pro-
vides partial validation that safeguards is properly imple-
mented. Periodically, bottom-up and top-down estimates 

 and  should be compared (here the subscript I is 
dropped because the discussion also applies to operator 
measurements).  It is not surprising that bottom-up UQ 
tends to lead to smaller estimates of  and  than does 
top-down, because small sources of variation are often 
neglected in bottom-up UQ. However, until the gap be-
tween top-down and bottom-up estimates is acceptably 
small, the fielded assay system is not fully understood. For 
example, Fig. 2 plots the estimated probability density of 

the bottom-up and top-down estimates  of the total  

RSD  for the Uranium Neutron Coinci-
dence Collar (UNCL) [5,11] measurement using approxi-
mate Bayesian Computation (ABC) [12-16]. The UNCL is 
the bottom-up UQ example in Section 3 that uses thermal 
neutrons to measure the 235U content in fresh fuel assem-
blies. These measurements exhibit a gap between the 

bottom-up and top-down estimates of  [5,11]. The verti-
cal lines are the best point estimates, lying in the middle of 
the distribution, and the width of the distribution 

Figure 1: Ten simulated values of    for each of g=5 groups.
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characterizes how well  is estimated. Figure 2 indicates 
that the bottom-up estimate of  is optimistically low 
compared to the top-down estimate because the two dis-
tributions have very little overlap (Section 3). Data sets hav-
ing repeated measurements of the same item use top-
down UQ to separately estimate variance arising from pure 
random effects from variance arising from item-specific ef-
fects (Section 2).

Inspectors need to understand both bottom-up and top-
down UQ. Bottom-up UQ provides guidance regarding 
best measurement practice and protocol to understand 
and possibly reduce measurement uncertainty. This paper 
describes three main inspector UQ-related training topics. 
Topic one in Section 2 is analysis of variance to provide 
top-down estimate of the relative standard deviations 
(RSDs)  and  and (and the corresponding RSDs for 
the operator). Topic two in Section 3 is a bottom-up UQ 
example involving the UNCL to illustrate the need for in-
spector UQ training to include an understanding of the 
most important factors that impact the RSDs, which in 
turn also affect the rejection limits for comparing operator 
declarations to inspector measurements (Section 4.2). For 
the UNCL method, it is important for inspectors to under-
stand the fuel assembly design and INCC (neutron coinci-
dence counting software) input requirements. Incorrect 
INCC declaration input is thought to be among the largest 
contributors to the observed UNCL uncertainty (as quanti-
fied by the RSDs). Topic three in Section 4 is to use the es-
timated RSDs  and  for both the operator and inspec-
tor to evaluate material balances (MB) and to plan 
inspector sample sizes based on estimated material loss 
detection probabilities. Partitioning into random and sys-
tematic components has important implications for sample 
planning and MB evaluation. 

2.	 Uncertainty Quantification (UQ) – an 
empirical (top-down) approach (ANOVA)

To be conservative (with regard to reducing false alarms), 
the IAEA’s data evaluation group (nuclear fuel cycle infor-
mation analysis) uses top-down-based UQ (rather than 
bottom-up UQ) to estimate the inspector’s random and 
short-term systematic uncertainty components (RSDs) [2]. 
As explained in Section 4, the estimated RSDs are used in 
calculations to achieve target detection probabilities (DP) 
[17,18], and to perform error variance propagation in order 
to estimate the standard deviation of each material bal-
ance (MB) [1-12,19,20]. The published international target 
values (ITVs) for  and  are updated approximately eve-
ry 10 years and the next updates are scheduled to be is-
sued in early 2022 [2].

The basis of the top-down approach to UQ is an analysis 
of variance (ANOVA) with random effects based on opera-
tor-inspector relative differences. Such paired data arise 
when the operator and the inspector measure the same 
object once without measurement repetition. One goal is 
to estimate  and  for the 
relative differences. Another goal is to partition the total 
variance into four components,  and .

Figure 1 illustrated an example in which paired operator 
 measurements (typically using Destructive Assay (DA)) 

and inspector (I) measurements (typically using Non-De-
structive Assay (NDA)) from five previous inspection peri-
ods are used to estimate   and  for both the operator 
and inspector, and then to set alarm thresholds to detect 
possible data falsification in period six. The within-period 
variance is regarded as the random error variance, which 
includes the effects of item-specific bias. The between-pe-
riod variance includes both random error variance (divided 

Figure 2: Uranium Neutron Collar example with a gap between top-down and bottom-up RSD estimates.
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by the number of measurements per period) [1-12] and 
short-term systematic effects such as instrument recali-
bration. Therefore, in Eq. (2), the errors  and  in-
clude “item-specific” bias because in verification data used 
for metrology, the measured items are not true replicates, 
that is, the relevant physical properties of the item being 
measured may vary randomly among items. 

2.1	 Estimating the variances of the relative 
differences D 

For a balanced dataset with n paired differences in each of 
g groups  and under the assumption that no data 
are falsified by the operator, Eq. (2) yields for the relative 
differences 

	
=

−
≈

−

( )
= +  , 

	              
(3)

where  and  and  de-
notes the expected value of . Therefore, for the  
sets of  groups values of  as in Figure 

1, standard ANOVA [21] can be applied to estimate  and 

 . The validity of the approximation in Eq. (3) is shown in 
[10].

From standard ANOVA, it is well known that unbiased esti-

mators of   and  are given by

 	
(4)

  

                               

where  is the overall unweighted 

average and  is the average measure-
ment for item . These formulas assume the same sample 
size (number of measurements is n) per group for simplici-
ty of presentation here. Because the actual sample sizes 

 often vary across groups, weighted averages are actu-
ally used [21-24]. 

In standard one-way random effects ANOVA [10], if the rel-
ative error variances are not constant (which would mean 

that that the assumptions  and/or 

 regarding the error variances in Eq. (2) 
a re  not  cor rect),  then i t  can be shown that 

 is an unbiased esti-

mate of the average relative variance  and 
 is an unbiased es-

timate of the average relative variance  [21,22]. 
Note from Eq. (4) that it is possible that the estimate 

, in which case  is set to 0 (in a non-Bayesian 
framework, as presented here).

This same standard random-effects ANOVA just explained 
can also be applied to data sets for which there are re-
peated measurements on the same item in another com-
mon top-down approach to UQ [9]. In this case, the 
groups are not inspection periods, but are items, and the 
between-group variance is the variance of item-specific bi-
ases [9].

Typically, it is assumed that short-term systematic errors 
change across inspection periods from the groups used in 
the ANOVA. However, it may appear that the short-term 
systematic errors change at other times and thus the 
groups are unknown. The impact of unknown groups on 
the estimates of the variances of random and systematic 
errors in ANOVA is discussed in [24].

2.2	 Grubbs estimator for paired (operator, inspector) 
data to estimate  and 

One-way ANOVA based on paired data allows us to esti-
mate the measurement error variances of operators and 
inspectors. ANOVA requires the data to fall in groups, so 
that within-group and between-groups variances can be 
defined and estimated. In this example, the groups are the 
inspection periods. The basis of a Grubbs-based estima-
tor [3-6,23,24] as applied to data assumed to be generat-

ed according to Eq. (2) in order to estimate  and  
(   can be estimated accordingly) is that the covari-
ance between operator and inspector measurements 
equals , so can be estimated using (with  used to esti-
mate the average true value )

   (5)

Note that the variance of the true values is estimated using 
the covariance between the operator and inspector meas-
urements, and this provides a “teaching moment” in that 
the assumed error model in Eq. (2) implies zero covariance 
between operator and inspector measurements unless 
there is variability in the true values. 

The measurement error model   
in Eq. (2) is the random variable  multiplied by the com-

posite random variable . Therefore, a 
class exercise is to show that the variance of  condition-
al on the value of  is given by the random variable 

,  w h i c h  h a s  a n  
ex p e c te d  va l u e  ove r  i n s p e c t i on  p e r i ods  o f   
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. Therefore, the expected 
between-group and within-group sums of squares involve 

both  and . Provided that , , and  are each 
less than approximately 0.15 (typically true for most  
safeguards measurements),  the approx imat ion 

 is ade-
quate and will be used here. Then, the sample covariance 
between operator and inspector measurements can be 
subtracted from the sample variance of the inspector 
measurements to estimate  (and similarly for estimating 

. That is, within a single inspection period (group j), a 
reasonable estimate of  is 

  

The final estimate of the inspector’s random error relative 
variance is then the average over groups,

		     	 (6)

T h e  v a r i a n c e   o f   i s  g i v e n  b y 
, 

so the variance of the between group means (equal sam-
p le  s i ze  w i th  n  obse r va t i ons  pe r  g roup)  i s 

, which yields by 
Eqs. (5) and (6)

	  	 (7)

There is no guarantee that  or  are non-negative, 
but the corresponding true quantities are non-negative 

, so constrained versions of 
the Grubbs’ and ANOVA-based estimators are available; 
see [12-16] for Bayesian-type constraints and [23-24] for 
non-Bayesian constraints.

The original Grubbs’ estimate [25] is for additive error mod-
els. The ABC framework [12-16] makes Grubbs’ type esti-
mation straightforward (constrained according to the prior 
distribution for each parameter) for either additive or multi-
plicative models. Using Eqs. (5), (6) and (7), the five sum-
mary statistics used in this application of ABC for n (O,I) 
pairs in each of g groups are . 

As an example, Figure 3 plots the ABC-based posterior 
probability density function (pdf) for  using the ABC 
threshold  0.001,0.02,0.1. The ABC-based [12-16] esti-
mate of the pdf for  is computed as follows. First, ABC 
simulates synthetic data from Eq. (2) using many (105 in 

this example) candidate RSD values from a wide prior pdf, 
Second, ABC accepts all those candidate RSD values into 
the posterior pdf for which the corresponding five summa-
ry statistics above are close (within some small tolerance 
denoted ) to those in the test data computed in this case 
as simulated data from Eq. (2). Regarding whether ABC is 
well calibrated, for  0.005,0.01 or 0.1, the predicted root 
mean squared error (RMSE) is 0.027 and the observed av-
erage standard deviation is 0.028, and the actual posterior 
probability coverages are 0.99, 0.96, and 0.91. The nomi-
nal interval coverages are 0.99, 0.95, and 0.90, so ABC is 
well calibrated. However, using  0.001 leads in this ex-
ample to a few unreasonably large accepted trial values of 

, which shifts the mean upward from the true value of 
0.027. Fortunately, the calibration check comparing nomi-
nal to actual coverages detects that  0.001 leads to 
poor calibration, and so it is to be avoided.  References 
[5,12,14-16] describe calibration checks for ABC in safe-
guards measurement applications, anticipating that the 
user will experiment to find an effective value of  such that 
ABC is well calibrated. All analyses presented here are 
done in R [24].

Inspector training currently presents the original Grubbs’ 
estimate [23] above in Eqs. (5)-(7) in a non-Bayesian frame-
work. This paper emphasizes the need for all Safeguards 
professionals, including inspectors, to have a basic under-
standing of bottom-up and top-down UQ. The fact that 
dark uncertainty typically exists is most easily illustrated 
using a plot such as Fig. 2, where uncertainty in the bot-
tom-up and top-down RSD estimates is also provided so 
that apparent gaps can be assessed for statistical signifi-
cance. This section used simulated data from Eq. (2) to il-
lustrate ABC as an effective option to provide a pdf for the 
top-down estimate of . A Bayesian framework 
[3,4,54,7,8,12] naturally provides the uncertainty in the RSD 
estimates and is beginning to be presented as an option in 
training courses. Note that the non-negativity constraint on 
true RSDs forces truncation of negative estimates whether 
a Bayesian or non-Bayesian approach is used. Note also 
that while top-down UQ might lead to more realistic RSD 
estimates, there can be large uncertainty (wide posterior 
pdf) in top-down RSD estimates. Also, bottom-up RSD es-
timates are continually being improved, which leads to bet-
ter understanding of the measurement process. It should 
be emphasized that the IAEA has unique opportunities to 
assess the quality of top-down and bottom-up UQ be-
cause inspector measurements are typically made using 
NDA while operator measurements are typically made us-
ing DA. As a consequence, dark uncertainty such as item-
specific bias that is different for NDA than for DA of the 
same item is exposed when comparing operator declara-
tions to inspector verification measurements of the same 
items.  Therefore, topics one and two describe recent im-
provements to UQ methods, and the new methods are be-
ginning to be presented in inspector training, which is 
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helping to overcome communication challenges involving 
the expression and quantification of uncertainty.

One of the main data sources used to estimate the IAEA’s 
ITVs, is paired operator-inspector data such as that in Fig. 
1 and analysed here without repeated measurements of 
items [2-5,21]. Recall that item-specific bias is often evi-
dent from applying Grubbs’ estimation to paired data such 
as that used to generate the  values in Fig. 
1. The evidence for item-specific bias is that the estimated 

 is larger than predicted from bottom-up UQ (on the ba-
sis of non-overlapping pdfs such as in Fig. 2, but for ). 
As a result of such evidence, bottom-up UQ has only re-
cently begun to consider sources of item-specific bias, 
such as departures from calibration items [2-5] or model-
ling assumptions [5,11,12]. Item-specific bias is random 
across items, so the effective random error RSD is 

The reported ITV values include item-specific bias effects 
if they are based on such paired data, and so   is actually  

.

3.	 A bottom-up UQ example: Uranium Neutron 
Coincidence Collar (UNCL)

The UNCL uses an active neutron source to induce fission 
in 235U in fresh fuel assemblies [3,5,8]. Neutrons from fis-
sion are emitted in short bursts of time, and so exhibit 
non-Poisson bursts in detected count rates. Neutron coin-
cidence counting is used to measure the “doubles” neu-
tron coincidence rate Y, which can be used to estimate the 
linear density of 235U in a fuel assembly (grams 235U per 
cm) using calibration parameters  and . The rate  is 

the observed rate of observing two neutrons in very short 
time gates, each of approximately 10-6 sec, and is attrib-
utable to fission events. The equation commonly used to 
convert the measured doubles rate  to an estimate of 
(grams 235U per cm) is

		  	
(8)

where  and  are to be estimated, and  
is a product of correction factors that adjust Y to item-, de-
tector-, and source-specific conditions in the calibration 
[5,11]. Therefore, Eq. (8) is a special case of GUM’s Eq. (1), 
but with  and  reversed here compared to that used by 
the GUM in Eq. (1) because conventionally in calibration,  
is the measurand and  is the measurement data, such as 
the neutron count rate. In Eq. (8), the net doubles rate , 
the two calibration parameters a_1 and a_2, and the cor-
rection factors in    are among the  ’s in 
Eq. (1).

Reference [8] showed that calibration is most effective 
(leading to smallest RMSE in the estimate of , denoted ) 
if there is no adjustment for errors in the predictor , and 
that errors  should be included in synthetic 
calibration data. Note that by working with 1⁄  and 1⁄ , 
one can convert Eq. (8) to one that is linear in the trans-
formed predictor 1⁄ .

Several recent UNCL measurements have exhibited a gap 
between the bottom-up and top-down total RSD estimate, 

 [3,5,8]. Recall that Figure 2 is an example 
of the estimated pdf for  using approximate Bayesian 
computation (ABC, see Section 2) for both the top-down 

Figure 3: The posterior pdf for Grubbs’-type estimation of . The posterior mean is 0.023 and the true value of   is 0.027 as was used 
to simulate the data in Fig. 1.
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and bottom-up RSD estimates [3-5,7]. The bottom-up esti-
mate shown in Fig. 2 was presented in [3,8] using ABC ap-
plied to simulated data from Eq. (8), where  is the 235U 
content, and the item-specif ic adjustment factor 

 is a product of correction factors that 
adjust the measured neutron doubles rate   to item-, de-
tector-, and source-specific conditions in the calibration. 
The correction factors are currently being examined more 
closely using modelling [3,5,8,11] and [5] indicates the need 
for better inspector training on measurement protocol, in-
cluding the importance for inspectors to understand the 
fuel assembly design and the INCC software input be-
cause these requirements impact some of the factors in 

. Incorrect INCC declaration input is 
thought to [5] be among the largest contributors to the ob-
served UNCL uncertainty (as quantified by the RSDs), and 
consistent source positioning is also a non-negligible con-
tributor to item-specific ef fects on 
[3,5,8,11].

Another potential contributor to the observed UNCL uncer-
tainty (and more generally the uncertainty on any NDA 
measurement) is the purely random uncertainty associated 
with the measurement. A large factor that drives random 
error variance is measurement time. Given that the inspec-
tor determines UNCL measurement duration, an important 
aspect in training inspectors on UQ is to promote an un-
derstanding of how uncertainty quoted by INCC software 
(or any analysis software used for NDA techniques) relates 
to the total RSD  that is calculated based on a top-down 
analysis using operator-inspector paired data. In the case 
of the UNCL, the uncertainties quoted by INCC are based 
on a bottom-up approach that takes into account estimat-
ed uncertainties in the calibration constants, uncertainties 
that are known for the various correction factors, as well as 
the random uncertainties associated with the doubles co-
incidence counting rate. To ensure that the quality of the 
current measurement is consistent with the historical 
that was determined for this particular set of UNCL meas-
urements, the inspector is encouraged to compare the 
quoted uncertainty from the INCC code to the top-down 
historical  for this measurement. If the bottom-up uncer-
tainty estimation produced by the analysis software is sim-
ilar in size to, or smaller than, the historical RSD, the quality 
of the current measurement is presumed to be consistent 
with the historical data used in modelling the top-down 
historical RSD for this measurement technique. On the 
other hand, if the bottom-up uncertainty estimation is sig-
nificantly larger than the top-down historical RSD, it is pre-
sumed that the random uncertainty of the current meas-
urement is unacceptably high which requires an increase 
in the measurement time to reduce the bottom-up uncer-
tainty estimation. Training inspectors how to perform a 
quality control check on each measurement using such a 

simple guideline helps reduce the chances that the histori-
cal  will become large over time due to the inclusion of 
poor-quality data.            

4.	 Two main applications for RSD estimates of 
 and 

Within safeguards, there are two main applications for the 
estimated values of  and . The first applica-
tion is material balance evaluation where  and 

 are used in variance propagation to estimate the 
standard deviation of the material balance. The second 
application is designing inspection plans to have a desired 
detection probability.

4.1	 Material balance evaluation 

The MB sequence is fundamental to material accounting 
[19,20]. For example, in a sequence of 12 monthly MBs 
over a one-year analysis period, a key task is to classify 
the period as having no loss or having non-zero loss. Nu-
clear material accountancy (NMA) at a facility that pro-
cesses nuclear material requires measuring facility input 
transfers , output transfers , and inventory I to 
compute a material balance defined for balance period  
as ,  which equa ls 
“book inventory” minus “physical inventory,” where 

 is the book inventory. 

Typically, many measurements are combined to estimate 
the terms , ,  and  in the MB; therefore, 
the central limit effect and years of experience suggests 
that MBs will be approximately normally distributed with 
mean equal to the true NM loss  and standard deviation

, which is expressed as , where  de-
notes the MB [19,20]. Therefore, a sequence of n MBs are 
assumed to have approximately a multivariate normal dis-
tribution, , where the n×n 
covariance matrix is

, 

with variances on the diagonal and covariances on the 
off-diagonals. 

One common goal is for the loss DP to be at least 0.95 if 
 SQ (significant quantity, which is 8 kg Pu or Urani-

um-233 or 25 kg of uranium-235 in HEU), which is accom-
pl ished i f   (F igure 4).  The factor 
3.61=1.96+1.65 where the alarm rule  is 
used in two-sided testing (testing for either loss or gain of 
NM) for approximately a 0.05 false alarm probability. 
Therefore, if a loss of  occurs, then the DP is only 
0.50. But if a loss of (1.96+1.65) , then the DP is 0.95  
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(Figure 4). If , this can be mitigated either 
by reducing the typical magnitude of measurement errors 
to achieve  (if feasible), and/or by closing 
the balances more frequently so there is less nuclear ma-
terial transferred per balance period, which reduces  .

In order to address large throughput facilities Near Real 
Time Accountancy (NRTA) was introduced in the mid 
1990’s. NRTA is frequent material balance closure, such 
as one per 10 to 30 days instead of only annually in con-
junction with the annual physical inventory taking at the 
time of plant shutdown. As explained in inspector UQ 
training, large throughput facilities cannot typically achieve 
DP  for a loss of  SQ over a long time period 
such as one year. And, NRTA is not a panacea, because, 
as shown in [20], if a facility slowly diverts NM over, for ex-
ample, one year, then a single yearly statistical test based 
on the annual cumulative material balance (known as CU-
MUF),   has larger DP than frequent statistical test-
ing during the year. Of course, if the facility diverts NM 
abruptly, such as over one day, then NRTA will have much 
larger DP than a single annual statistical test. It is therefore 
generally accepted that NRTA is a valuable safeguards 
measure, despite leading to slightly smaller DP than in us-
ing annual MBs for protracted loss detection. Most safe-
guards studies consider a yearly analysis period, corre-
sponding to the time of the annual scheduled physical 
inventory. But, if the facility diverts material, for example, 

 in year one and  in year two, then the DP is 
lowered compared to diverting one SQ in the analysis year. 
See Figure 5; however, the required diversion time would 
be longer than one calendar year, in this figure, lasting 
from period 7 to 18. 

Grubbs’ estimation [23] (or ABC based on Grubbs’) pro-

duces the parameter estimates , ,  and , 
which, as just explained, are needed for MB evaluation. 
Note that verifications rely on relative difference  
and  and  as given by Eq. (4) are the only parameters 
required for verification checks as described in Section 
4.2. However, because MB evaluation is conducted sepa-
rately for the operator, the estimates  and  are 
required.

The law of error propagation is described in the GUM [1] in 
the context of bottom-up UQ. The original law of error 
propagation by Gauss was designed for random errors 
only. Gauss realized after his publication that this was not 
always adequate. Therefore, the law of error propagation 
was modified to allow for measurement values to be corre-
lated. The mode of error propagation for correlated values 
is a minor extension from purely independent (random) val-
ues. Specifically, formula (E.3) of JCGM 100:2008 [1] illus-
trates error propagation applied to the measurand equa-
tion  using the approximate result 
(based on a linear Taylor series approximation)

   (9)

where  is the variance of ,  is 
the correlation coefficient of  and , and  is the 
covariance of  and . The first term on the right side of 

Figure 4: A    and a  distribution with threshold 1.96 for 2-sided testing.
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Eq. (9) is the original law of Gauss for independent errors. 
The second term allows for correlated errors. 

It is instructive in UQ training to illustrate how the MBE as-
sumptions implement propagation of variance. Suppose 
that the total material mass declared by the operator is 
simply  where  is the mass of 
item . Assuming this model, then the variance of  denot-
ed by  is given by applying Eq. (9) and accounting  
for the fact that the random and systematic error  

estimates propagate differently. Note that  for 
, and also note 

that the variance of an individual item is assumed to be the 
same for all items, that is  for all , and the correla-
tions  are also assumed constant for each . It then 
follows that Eq. (9) is an exact expression, and

	
(10)

because in nuclear safeguards the total error variance for 
measurement of one item is assumed as in Eq. (10) to be 

 and  is the vari-
ance of the short-term systematic measurement errors. 
Note that Eq. (10) is assuming negligible variation in the 
true values, so assuming ,  
the same resul t  is obta ined by us ing Eq. (2),           

which has variance . Similarly, the abso-
lute variance of  is easily shown in a course 

exercise reviewing variance propagation to be  

,  w h i c h  e q u a l s 

 for the case .

4.2	 Sample size calculations for verification tests

Data such as the paired  data in Figure 1 are collect-
ed for verifying operator declarations. Recall the example 
from Section 1: suppose the operator’s declared NM mass 
for an item is 1.1 kg, and the inspector’s verification meas-
urement is 0.95 kg.  Whether the 0.15 kg difference is a 
cause for concern depends on the uncertainty (as quanti-
fied using RSDs as explained in Section 2) in the 1.1 kg 
and the 0.95 kg values. 

Section 2.2 described how Grubbs’ estimation can be ap-
plied to such   data to estimate the four RSDs 

. Section 2.1 applied standard ANOVA to 

estimate the total RSD   of 
. The IAEA has historically used zero-defect 

sampling, which means that the only acceptable (passing) 
sample is one for which no defects are found according to 
the pass/fail test  [17,18]. Because here we con-
sider the case that the operator overstates the amount of 
NM present in a defective item by a certain amount (see 
below), the pass/fail test is one-sided: An alarm is raised if 
and only if . 

The non-detection probability  is the probability that no 
defects are found in a sample of size  when  (  is one or 
more) true defective items are in the population of size . 
For one-item-at-a-time testing and under the assumption 
that only one measurement method is applied (extensions 
to more than one method see [18]), the non-detection 
probability  is given by

Figure 5: TMB sequences over 36 months using fixed-period (annual) decision periods.
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 (11)	

			           

where the selection probability term  is the probability 
 that the selected sample contains  truly de-

fective items, which is given by the hypergeometric distri-
bution, i.e.,

  

The non-identification probability, , is the probability that 
none of the  truly defective items is inferred to be defective 
based on the individual tests whether . The value 
of  depends on the metrology, the defect size (defined as 
the amount by which the declared item nuclear material 
mass differs from its best accountancy value), and the 
alarm threshold (which is typically ). Assuming a purely 
random error model, i.e., a multiplicative error model as in 
Eq. (2) for the inspector measurement (and similarly for the 
operator) with no systematic errors, and the case that the 
operator overstates the material present by the amount 

 in each defective item, the non-identification 
probability [17,18] is

  

where  is the total RSD (random plus systematic) for the 
one measurement method,  is the diverted amount of 
NM (usually  is the significant quantity),  is the average 
amount of NM per item, and  is the cumulative normal 
distribution function.

Using Eq. (11), the non-detection probability  is given by

 

	

(12)

For simplicity, sample size calculations currently regard all 

errors as random, but the total RSD  in-
cludes the effects of both systematic and random errors 

[17,18]. From Section 2, it is evident that  must be esti-
mated using , which has estimation error; therefore be-
cause the DP is estimated by substituting  in Eq. (12) for 

, the calculated DP also has estimation error and confi-
dence bands can be constructed around plots of DP ver-
sus sample size or plots of DP versus the number of de-
fective items for a chosen sample size .  Also, reference 
[10] uses concepts from tolerance interval construction to 
show how to control the false alarm rate in future meas-
urements when  and  are estimated from a few previ-
ous inspection periods as in Figure 1. 

It is to be emphasized that Eq. (11) is quite general; it al-
lows for the non-identification probability  to be a user-
defined probability density function, such as the familiar 
normal density, or any other specified density that is sug-
gested by measurement evaluations. Most commonly, 
as given above is assumed. Also, the requested sample 
size  is then based on the minimum detection probability 
(maximum non-detection probability) over a range of pos-
sible  values (  is the true number of defective items in the 
population of size ), assuming each defective item has 
the same defect size.

5.	 Summary

IAEA safeguards training courses serve many types of stu-
dents, including inspectors, who need to understand bot-
tom-up and top-down UQ. Bottom-up UQ is primarily pre-
sented in NDA training. Top-down UQ is presented by the 
statistical analysis team and includes Grubbs’ estimation 
as described in Section 3. Grubbs’ estimation training in-
cludes related topics such as screening for outliers, 
choosing the appropriate groups if by inspection period is 
not the appropriate grouping [24], alternatives to Grubbs’ 
estimation to reduce variability in RSD estimates, and sub-
sampling to make more homogeneous strata if item mass-
es have large variability (which increases the variability in 
the Grubbs’ estimates). Section 4 briefly described two 
main applications for the estimates of the four main RSDs, 

. 

As UQ utilizes a holistic means to assess and estimate to-
tal uncertainty, performing a proper UQ can be challenging 
and tedious. Effective bottom-up and top-down UQ help 
to further reveal the so called “dark uncertainty” which ex-
ists in-between. Without this complete assessment, all 
sources of uncertainty cannot be properly identified and 
accounted for. The aim for effective UQ is part of ongoing 
quality control for measurements, and collaborations re-
garding any gaps between bottom-up and top-down RSD 
estimates (with attention to uncertainty in the RSD esti-
mates – see Fig. 2) which can lead to fruitful communica-
tion among nuclear safeguards professionals.



33

ESARDA BULLETIN, No. 62, June 2021

6.	 References

[1] 	 Evaluation of measurement data — Guide to the ex-
pression of uncertainty in measurement, JCGM 
100:2008

	 GUM 1995 with minor, https://www.bipm.org/utils/
common/documents/jcgm/JCGM_100_2008_E.pdf, 
2008.

[2] 	 Zhao, K., et al., International Target Values 2010 for 
Measurement Uncertainties for Safeguarding Nuclear 
Safeguards, STR 368, IAEA, 2010.

[3] 	 Burr, T., Croft, S., Jarman, K., Nicholson, A., Norman, 
C., Walsh, S., Improved Uncertainty Quantification in 
NonDestructive Assay for Nonproliferation, Chemo-
metrics, 159, 164-173, 2016.

[4] 	 Bonner, E., Burr, T., Krieger, T., Martin, K., Norman, 
C., Comprehensive Uncertainty Quantification in Nu-
clear Safeguards, Science and Technology of Nucle-
ar Installations, 1-16, 10.1155/2017/2679243, 2017.

[5] 	 Bonner, E., Burr, T., Guzzardo, T., Krieger, T., Nor-
man, C., Zhao, K., Beddingfield, D., Geist, W., Laugh-
ter, M., Lee, T., Ensuring the Effectiveness of Safe-
guards through Comprehensive Uncer tainty 
Quantification, Journal of Nuclear Materials Manage-
ment 44(2), 53-61, 2016.

[6] 	 Walsh, S., Burr, T., Martin, K., Discussion of the IAEA 
Error Approach to Producing Variance Estimates for 
use in Material Balance Evaluation and the Interna-
tional Target Values, and Comparison to Metrological 
Definitions of Precision, Journal of Nuclear Materials 
Management, 45(2), 4-14, 2017.

[7] 	 Burr, T., Croft, S., Favalli, A, Krieger, T., Weaver, B., 
Bottom-up and Top-Down Uncertainty Quantification 
for Measurements, Chemometrics and Intelligent 
Laboratory Systems 209, 104224, 2021.

[8] 	 Burr, T., Croft, S., Krieger, T., Martin, K., Norman, C. 
Walsh, S., Uncertainty Quantification for Radiation 
Measurements: Bottom-Up Error Variance Estimation 
Using Calibration Information, Applied Radiation and 
Isotopes, 108,49-57, 2015.

[9] 	 Burr, T., Sampson, T., Vo, D., Statistical Evaluation of 
FRAM Gamma-ray Isotopic Analysis Data, Applied 
Radiation and Isotopes 62, 931-940, 2005.

[10] 	 Burr, T., Bonner, E., Krzysztoszek, K., Norman, C., 
Setting Alarm Thresholds in Measurements with Sys-
tematic and Random Errors, Stats 2(2), 259-271, doi.
org/10.3390/stats2020020, 2019.

[11] 	 Croft, S., Burr, T., Favalli, A., Nicholson, A., Analysis of 
Calibration Data for the Uranium Active Neutron Co-
incidence Counting Collar with Attention to Errors in 
the Measured Neutron Coincidence Rate, Nuclear In-
struments and Methods in Physics Research A 811. 
70-75, 2016.

[12] 	 Burr, T., Krieger, T., Norman, C., Approximate Bayesi-
an Computation applied to Metrology for Nuclear 
Safeguards ESARDA Bulletin No. 57, 52-59, 2018. 

[13] 	 Carlin, B., John, B., Stern, H., Rubin, D., Bayesian 
Data Analysis (1st ed), Chapman and Hall, 1995.

[14] 	 Burr, T., Skurikhin, A, Selecting Summary Statistics in 
Approximate Bayesian Computation for Calibrating  
Stochastic Models, BioMed Research International, 
Vol20 2013, Article ID 210646, 10 pages, 2013. 
doi:10.1155/2013/210646, 2013. 

[15] 	 Blum, M., Nunes, M., Prangle, D., Sisson, S., A Com-
parative Review of Dimension Reduction Methods in 
Approximate Bayesian Computation, Statistical Sci-
ence 28(2), 189–208, 2013.

[16] 	 Nunes, M. Prangle, D., abctools: an R package for 
Tuning Approximate Bayesian Computation Analy-
ses, The R Journal 7(2), 189–205, 2016.

[17] 	 Krieger, T., Burr, T., Avenhaus, R., Statistical tests for 
verification sampling plans, Proceedings 61st Annual 
INMM meeting, 2019.

[18] 	 Burr, T., Krieger, T., Norman, C., Zhao, K, The Impact 
of Metrology Study Sample Size on Verification Sam-
ple Size Calculations in IAEA Safeguards, European 
Journal Nuclear Science and Technology, 2, 36, 
2016.

[19] 	 Picard, R., Sequential Analysis of Material Balances, 
Journal of Nuclear Materials Management 15(2), 38-
42, 1987.

[20] 	 Avenhaus, R., Jaech, J., On Subdividing Material Bal-
ances in Time and/or Space, Journal of Nuclear Ma-
terials Management, 10, 24-34, 1981.

[21] 	 Miller, R., Beyond ANOVA: Basics of Applied Statis-
tics, Chapman & Hall, 1998.

[22] 	 Vardeman, S., Wendelberger, J., The Expected Sam-
ple Variance of Uncorrelated Random Variables with 
a Common Mean and Some Applications in Unbal-
anced Random Effects Models, Journal of Statistics 
Education 13, 1, 2005, available online at lib.
d r . i a s t a t e . e d u / c g i / v i e w c o n t e n t .
cgi?article=1064&context=stat_las_pubs.



34

ESARDA BULLETIN, No. 62, June 2021

[23] Martin, K., Böckenhoff, A., Analysis of variance of 
paired data without repetition of measurement, Allge-
meines Statistisches Archiv, volume 90, pages 365–
384, 2006.

[24] 	 Burr, T., Martin, K., Norman, C., Zhao, K., Analysis of 
Variance for Item Differences in Verification Data with 
Unknown Groups, Hindawi, Science and Technology 
of Nuclear Installations, Volume 2019, Article ID 
1 7 6 9 1 4 9 ,  1 0  p a g e s ,  h t t p s : / / d o i .
org/10.1155/2019/1769149, 2019.

[25] 	 Grubbs, F., On Estimating Precision of Measuring In-
struments and Product Variablity, Journal of the 
American Statistical Association, 43, 243-264, 1948.

[26] 	 R Core Team. R: A language and environment for 
statistical computing. R Foundation for Statistical 
Computing, Vienna, Austria. ISBN 3-900051-07-0, 
www.R-project.org, 2017.



35

ESARDA BULLETIN, No. 62, June 2021

Fast neutron dose rate monitoring using off the shelf 
Helium-4 scintillation detectors
Paolo Tancioni, Rico Chandra, Marco Panniello, Ulisse Gendotti

Arktis Radiation Detectors Ltd
Räffelstrasse 11, 8045 Zürich, Switzerland 

Abstract

The capability to measure neutron dose rate with an 
accuracy of +/- 20% is demonstrated for the helium-4 fast 
neutron scintil lation detector model s670 by Arktis 
Radiation Detectors. Measurements were performed 
utilizing quasi-monoenergetic neutron fluxes in an energy 
range between 0.144 and 14.8 MeV as well as using 
calibrated Cf-252 and Americium-Beryllium (Am-Be) 
sources.

The elastic scattering reaction between neutrons and 
(_^4)He enables detection of neutrons whilst preserving 
the information about their energy. This measurement 
technique does not require neutron moderators, resulting 
in a remarkably lighter configuration. The readings from 
the detector were plotted against neutron energy to 
obtain energy calibration curves. Neutron fluence rates 
measured by certified laboratory detectors were used to 
calculate intrinsic efficiency values for various irradiation 
energies.

Fluence per unit dose equivalent factors were used to 
derive the ambient dose equivalent rate values from the 
measured neutron energy spectra. The results are used 
to implement a dose rate calculation in the system 
software, capable of providing neutron ambient dose 
equivalent rate values. The accuracy of the computed 
values is validated with calibrated Cf-252 and Am-Be 
sources. This work highlights the versatility of such a 
system, which extends to applications where not only 
simple neutron counting is required but neutron energy 
information is also of interest to assess the radiological 
risk caused by a neutron flux. This system can be used in 
a variety of applications ranging from dose monitoring in 
nuclear power plants to risk-assessment of nuclear waste 
drums coming from the decommissioning of nuclear 
facilities.

Keywords: neutron; safety; helium-4; dose

1.	 Introduction

Fast neutrons fluxes are generally coming from sealed ra-
dionuclide sources, nuclear power plants, fuel enrichment 
facilities and particles accelerators. Neutron sources are 
also used for various industrial purposes.

The major difficulties in detecting fast neutron and meas-
uring their energy arise from the wide energy range a neu-
tron flux can present, the important dependence of the 
medium cross section with neutron energy and the possi-
ble presence of different types of radiation in the same en-
vironment, especially gamma rays. The system described 
in this work, a high-pressure 4He gas scintillation detector 
model s670 by Arktis Radiation Detectors Ltd, was irradi-
ated with quasi-monoenergetic neutron fluxes ranging 
from 0.144 to 14.8 MeV. In this region, the most probable 
interaction of neutrons with light nuclei such as helium is 
elastic scattering.

He-4-based neutron detection technologies, characterized 
by higher availability and lower cost of the scintillation gas 
medium compared to 3He, have been gaining increasing 
interest as a reliable and affordable neutron detection 
technology. Moreover, unlike 3He detectors which rely on 
the absorption of a thermal neutron, 4He detectors exploit 
excellent fast neutron elastic scattering properties of the 
gas. This enables the manufacturing of detection systems 
without utilizing moderators, thus preserving neutron ener-
gy information. Using helium-4 as a detection medium, a 
fast neutron can lose up to around 64% of its initial kinetic 
energy in a single elastic scattering interaction. This infor-
mation was used to characterize the detector response at 
different irradiation energies, allowing to obtain accurate 
energy calibration curves.

Moreover, helium’s low atomic number (Z = 2) results in a 
low electron density, which reduces the probability of 
gamma interaction. Additionally, gamma interactions in the 
active volume generate recoil electrons, which are charac-
terised by low rate of energy deposition. These electrons 
will be more likely to hit the detector wall before depositing 
all of its energy. Gamma rays are also characterised by 
lower light yield in helium scintillation if compared to neu-
tron interactions, which makes this detection technique 
more advantageous than liquid scintillation detection sys-
tems when operating in intense gamma field. In gaseous 
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helium, these combined effects result in the slow compo-
nent of the scintillation pulse of a gamma event being up to 
8 times smaller than that of a neutron event [1], allowing 
pulse shape discrimination (PSD).

For neutron spectrometry applications, 4He scintillation 
techniques have the additional advantage of having an 
elastic scattering cross section of the scintillation medium 
which is characterized by a peak for the scattering angle 
resulting in the maximum energy deposit. This behaviour is 
not visible for other neutron detection techniques which 
relies on proton-recoil interactions, being characterized by 
an elastic scattering cross-section that is almost constant 
for increasing scattering angles [3].

In this work, pressurized 4He fast neutron scintillation de-
tector model s670 by Arktis Radiation Detectors Ltd is 
used to implement an ambient dose equivalent rate calcu-
lation for dose monitoring purposes, highlighting the possi-
bility to exploit this technology in every environment that is 
characterized by a high fast neutron radiation component, 
improving radiological safety of workers.

2.	 The detection system

Arktis Radiation Detectors model s670 fast neutron detec-
tor, shown in figure 1, consists of a stainless-steel tube 
filled with pressurized 4He, divided into three optically de-
coupled and identical segments, each containing 8 Silicon 
Photomultipliers (SiPM) for light collection. The electronic 
board for signal processing is mounted on one end of the 
tube, where the TTL output is visible as well.

2.1	 Working principle and operational parameters

When fast neutrons interact with helium nuclei through 
elastic scattering, kinetic energy is transferred from the 
neutron to the target helium nucleus. The nucleus slows 
down in the pressurized gas, producing excited and ion-
ized species that de-excite emitting scintillation light. 

The 24 SiPMs operating in the s670 fast neutron detector 
convert the light pulse into an electric signal, which is sub-
sequently processed by the electronic board.

Figure 1: High-pressure He-4 scintillation detector model s670 by Arktis Radiation Detectors Ltd.
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The output information of the detector is a Time-over-
Threshold (ToT), i.e. the time duration during which the re-
sponse amplitude of the signal coming from the SiPMs is 
above a tunable threshold. This electronic threshold is 
called offset, and it can be adjusted separately for each 
segment to tailor the sensitivity to the specific application. 
The offset value is set such that only signals of a certain 

height are accepted as valid and hence are stored for post 

analysis. Depending on the value of the ToT signal generat-

ed by one event inside the tube, a different TTL signal is 

produced.

A schematic description of these parameters is shown in 

Figure 2.

Figure 2: Definition of the parameters “Time-over-Threshold” and “offset”.

Figure 3: Output histogram showing background count rate versus ToT channel for the three segments of the s670 neutron detector. 
Different ToT regions are identified by the low-cut (red), mid-cut (green) and high-cut (coinciding with the right end of the x-axis).
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Another parameter of importance acting on the ToT histo-
grams is the cut. Applying a “low-cut”, “mid-cut”, and 
“high-cut” on the ToT signal width, it is possible to define 
an optimal gamma-rejection ToT region for the detector 
and to focus on well-defined regions of interest based on 
the width of the signals that generate counts in those 
regions.

A typical output of a background measurement reporting 
count rate versus ToT channel is shown in Figure 3 for 
each of the three optically decoupled segments. The de-
sired gamma-rejection is set by the low-cut (red), while 
mid-cut (green) and high-cut (here coinciding with the right 
end of the x-axis) can be set to focus on a particular ToT 
region of interest.

3.	 Measurement campaign

3.1	 Irradiation tests with monoenergetic neutron 
fields

To assess the detector performance for various neutron 
energies, an extensive experimental campaign was  
conducted at the neutron irradiation facility (PIAF) at  
Physikalisch-Technische Bundesanstalt (PTB) in Berlin, 
Germany [5].

Quasi-monoenergetic neutron fields were utilized to irradi-
ate an array of s670 neutron detectors and acquire data 
for neutron energies of 0.144, 0.565, 1.2, 2.5, 5, 14.8 MeV.

The measurements took place in a low-scattering meas-
urement hall, where two s670 detectors were positioned at 

Figure 4: Picture of the experimental set-up in the low-scattering measurement hall at PTB. Target-to-detector distance is indicated by the 
red line.

reaction target θn En [MeV] ΔEn [keV] φsc/φdir
7Li(p,n)7Be LiF 75 µg/cm2 0° 0.144 12 0.020(5)
7Li(p,n)7Be LiF 75 µg/cm2 0° 0.565 8 0.016(4)
3H(p,n)3He Ti(T) 0.955 mg/cm2 0° 1.2 74 0.034(8)
3H(p,n)3He Ti(T) 0.955 mg/cm3 0° 2.5 52 0.015(4)
3H(d,n)4He Ti(T) 1.076 mg/cm4 0° 14.8 434 0.015(4)

Table 1. Informational data on the monoenergetic neutron fields at PTB.
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a distance of 300 cm from the neutron generator. The de-
tectors were supported and enclosed by foamed material, 
and the distance from the detectors to the neutron pro-
duction target was measured along the direction of the ion 
beam between the plane containing the axis of the detec-
tor housings and the neutron production target. The direc-
tion of the ion beam hits this plane in the middle between 
the centers of the sensitive volumes. The experimental set-
up is shown in Figure 4.

Table 1 shows informational data on the monoenergetic 
neutron fields, such as the type of nuclear reaction 

exploited to generate the neutron field, nominal values of 
neutron energies and FWHMs of the irradiation fields.

In Table 1, the neutron emission angle θn, the neutron field 
energy En, and the width ∆En (FWHM) of the direct neutron 
distribution are nominal values. Standard measurement 
uncer ta int ies  (k  = 1)  a re  g iven fo r  the rat io  
(∅sc/∅dir) of the fluence values of scattered and direct neu-
trons.  As for the measured neutron fluence values that 
were used as a reference for each irradiation field, the re-
lated uncertainties are expanded measurement uncertain-
ties obtained by multiplying the standard measurement 
uncertainties by a coverage factor (k = 2). They have been 

Detectors numbers MS number t (s) φdir (105 cm-2

#100413 / #100497 4 299.6 0.80(4)

#100413 / #100497 5 308.6 0.84(4)

#100413 / #100497 6 316.7 0.86(4)

#100413 / #100497 7 298.3 0.80(3)

#100508 / #100520 8 896.7 2.41(10)

#100508 / #100520 9 630.7 1.70(7)

#100508 / #100520 10 51.8 0.140(6)

#100508 / #100520 11 601.0 1.62(7)

#100508 / #100520 12 410.9 1.11(5)

#100508 / #100520 13 522.1 1.41(6)

Table 2. Measurement time duration and direct neutron fluence rate for irradiation tests with a monoenergetic 2.5 MeV neutron field.

Figure 5: Intrinsic efficiency values calculated for 1.2, 2.5, 14.8 MeV neutron energies, together with the analytical fit.



40

ESARDA BULLETIN, No. 62, June 2021

determined in accordance with the Guide to the Expres-
sion of Uncertainty in Measurement (GUM) [7]. The value 
of the measurand then normally lies, with a probability of 
95%, within the attributed coverage interval.

These neutron fluence measured values, together with the 
time duration of the test and the generator-to-detector dis-
tance, were used to calculate the neutron fluence rate at 
the detector surface in units of cm-2s-1.

For each measurement performed with the s670 neutron 
detector, the detector output is a histogram in which for 
every event generating a signal that is above the offset, a 
count is stored in a histogram and distributed over 255 ToT 
channels depending on the amplitude of the light pulse 
generated by that event. By summing over all the counts 
above the low-cut (set to achieve the desired gamma-im-
munity) and dividing by the measurement time duration, 
the measurement count rate is calculated for each irradia-
tion energy. By subtraction of the background count rate, 
the net neutron count rate has been calculated for all the 
irradiation tests.

Moreover, by multiplying the neutron fluence rate at the 
detector surface by the sensitive cross-sectional area of 

the tube, the number of neutrons hitting the detector per 
unit time was calculated.

From the ratio between the net neutron count rate and the 
number of neutrons hitting the detector per unit time, the 
intrinsic efficiency of the detector was calculated for all the 
irradiation energies.

In Table 2 the reference neutron fluence values and irradia-
tion time for the 2.5 MeV irradiation tests are shown as an 
example.

3.2	 Intrinsic efficiency assessment and energy 
calibration

The intrinsic efficiency values calculated for energies of 
1.2, 2.5 and 14.8 MeV are plotted in figure 5, where the an-
alytical fit is shown as well. 

This analytical fit was then used when implementing the 
dose rate calibration in the system software, in order to 
calculate the neutron fluence rate from the detector count 
rate for neutron energies in this range.

In Figure 6, the response of the s670 detector to irradiation 
energies of 1.2, 2.5, 5.0 and 14.8 MeV are shown in terms 
of the cumulative count rate versus ToT channel.

The response curves are clearly characterised by an in-
creasing cut-off ToT channel number with increasing irradi-
ation energy. The positions of these cut-off points were 
then used to calibrate in energy the ToT histograms in or-
der to have direct information about the neutron field ener-
gy out of a measurement histogram.

From the physics of the elastic scattering interaction be-
tween a neutron and a helium nucleus, it is easily calculat-
ed that a neutron can deposit up to 64% of its initial kinetic 
energy to the target nucleus [3].

Thus, it is straightforward to associate the maximum de-
posited energy (and then the initial neutron energy) to the 
ToT channel where the irradiation of the detector with a 
field of that energy would show a cut-off. The energy cali-
bration points, and the related analytical fit implemented 
into the system software are shown in the graph in figure 7.

Neutrons effective dose per fluence factors (in units of pSv 
cm-2) from ICRP Publication 116 (Table A.5, mono-energet-
ic particles incident in various geometries) were used to 
implement the dose rate calculation in the system software 
[4]. For each energy region resulting from the ToT histo-
grams calibration, a set of neutron effective dose per flu-
ence factors was used to estimate the dose rate delivered 
by neutrons belonging to that region. 

After the implementation of this dose-rate calculation in the 
detector software, the final tests were performed at Paul 
Scherrer Institut (PSI) Calibration Laboratory [6]. A 

Figure 6: Detector response to various monoenergetic neutron 
fields in terms of cumulative count rate versus ToT channel.
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spontaneous fission 252Cf and an alpha-neutron 241Am—Be 
source were used.

Characteristics of these neutron sources are shown in Ta-
ble 3.

The PSI Calibration Lab uses a Berthold LB6411 neutron 
detector with an UMO LB 123 neutron dosimeter as a sec-
ondary standard. The expanded combined uncertainty  
(k = 2) of the dose rate values used as reference was esti-
mated by PSI to be 6% for 252Cf and 7-8% for 241Am-Be for 
distances larger than 50 cm. Higher uncertainty for 241Am-
Be is due to the uncertainty of a field-specific correction 
factor to the calibration of the secondary standard LB6411, 
which was calibrated in a direct neutron field from a  252Cf 
source.

4.	 Results

Defining the Response Factor (RF) as the ratio between 
the measured ambient dose rate value at distance d from 
the source and the reference ambient dose rate value at 
the same distance certified by PSI for each source, the de-
tector performance was evaluated for both sources at var-
ious source-to-detector distances and for various meas-
urement duration. Two s670 detectors were irradiated 
(serial numbers 100488 and 100509, as shown in Table 4).

The acceptance range for the Response Factor is set as to 
have a maximum error of +/- 20% with respect to the dose 
rate value declared by PSI. Results of the ambient dose 
equivalent rate measurements for these two sources are 
shown in Table 3 for source-to-detector distances of 1 m 
and 3 m and measurement duration of 60 s and 10 s. The 
measurement at 3 m with duration of 10 s is shown to rep-
resent the worst-case scenario for this fixed source activi-
ties and measurement setup.

5.	 Conclusions 

The results presented in Table 4 show that the accuracy of 
the dose rate calculation is inside the defined acceptance 
range for both sources and for different source-to-detector 
distances and durations of the measurements, giving an 
overall average accuracy of 92.5% calculated over all the 

Figure 7: Energy Calibration points and analytical fit in the energy range 1.2 – 14.8 MeV..

Nuclide 241Am-Be 252Cf

Nominal Activity [GBq] 185 19.68

Neutron source strength [n/s] 9.15E+06 2.29E+09

Reference Date 10.10.59 05.12.01

Table 3. Characteristics of the neutron  
sources used at PSI Calibration Laboratory [5].
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measurements shown in Table 4. This clearly shows how 
this fast neutron detection system can serve as a neutron 
dose meter for radiological safety purposes in environ-
ments where neutron dose rate of neutron fluxes in the fis-
sion energy range must be constantly monitored, such as 
nuclear power plants, fuel reprocessing facilities and nu-
clear waste analysis laboratories. The National Institute of 
Metrology of China (NIM) certified the first s670 fast neu-
tron detector as a neutron dose meter in China in 2020. 
Avoiding the use of helium-3 and the employment of large 
volumes of moderating material, the s670 fast neutron de-
tector can represent a robust, compact and versatile alter-
native to these detectors, with the additional feature of 
providing an accurate dose rate calculation for fast neu-
trons in the fission energy range.
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Abstract

Research subject to dual-use trade controls may play an 
important role in proliferation programmes because the 
exchanges among research entities are traditionally open 
and prone to be exploited by third countries’ il l icit 
developments. 

For these reasons, apart from information “in the public 
domain” or “basic scientific research”, transfers of nuclear 
technology are subject to expor t author isat ion 
requirements and government-to-government assurances 
like the export of tangible goods, as specified by the 
Nuclear Suppliers Group’s guidelines and national export 
control laws.

Also the requirements of the Model Additional Protocol to 
the Agreement(s) between States and the International 
Atomic Energy Agency for the Application of Safeguards 
include declarations about national research and 
development activities related to the nuclear fuel cycle, 
but do not require declarations of technology transfers to 
third countries. 

The European Commission JRC, in collaboration with 
Liege University, has developed the Tools for Innovation 
Monitoring Dual-use (TIM DU) platform that can facilitate 
the identification of entities publishing research with a 
dual-use potential in the various countries. Together with 
many dual-use goods and emerging technologies, TIM 
DU maps nuclear-fuel cycle activities’ results included in 
scientific abstracts, patents, and EU-funded projects, 
a l lowing analysts to gather l ists of documents, 
geographical distributions, collaborations, and authors 
related to these activities. 

These results can help the national authorities submitting 
declarations to IAEA in accordance with Additional 
Protocol’s Article 2.a, both to identify also previously 
unknown national research actors and their collaboration 
networks, as well as to raise the awareness of national 
research entities about potential sensitivities with external 
collaborators. The IAEA could also use TIM DU to support 
the verification of the completeness and correctness of 
the declarations concerning nuclear fuel cycle research.

Keywords: export control; nuclear safeguards; non-prolif-
eration; dual-use; research; strategic trade; intangible 
technology transfers.

1.	 Research and technology

Research is essential to support technological develop-
ment as well as education. It is usually divided into funda-
mental - more typical of the academic sphere - and ap-
plied, in support to industry. This distinction is however not 
so clear-cut, especially considering the increasing collabo-
rations between academia and industry, which will be dis-
cussed when analysing the TIM DU results in the second 
part of this article [1, 4].

Various actors are involved in research, ranging from uni-
versities to research and development organisations, as 
well as governmental agencies, industries, consulting 
companies, and even hospitals.

Research can share technological developments in multi-
ple ways, primarily involving intangible technology transfers 
(ITT) through international projects and collaborations, ex-
changes of researchers, training, technical assistance, and 
scientific publications [5].

Transfers of sensitive dual-use technology are subject to 
export controls, both from the civil and the military side, 
respectively represented in the EU by the so-called “EU 
Dual-use Regulation” (i.e. EC Regulation 428/2009, about 
to be Recast in 2021 [6,7]) and the EU Common Military 
List. 

Export control of ITT is particularly challenging because 
they are difficult to monitor and stop, as there is no cross-
ing of borders of physical goods. 

The EU Dual-use Regulation contains in its Annex I the du-
al-use items, definitions, and various decontrol notes de-
riving from the Nuclear Suppliers Group - as well as the 
Wassenaar Arrangement, Missile Technology Control Re-
gime, Australia Group, and the Chemical Weapons Con-
vention [8-12], integrated into the annually amended Com-
mission Delegated Regulation [13]. 
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The definitions used are therefore essentially the same 
both in the Dual-use Regulation and the Nuclear Suppliers 
Group, which will be considered as references in this pa-
per, in particular referred to nuclear technology.

2.	 Important definitions related to dual-use 
research controls

According to the EU Dual-use Regulation, ‘dual-use items’ 
shall mean items, including software and technology, 
which can be used for both civil and military purposes, 
and shall include all goods which can be used for both 
non-explosive uses and assisting in any way in the manu-
facture of nuclear weapons or other nuclear explosive 
devices.

Dual-use technology is the specific knowledge or informa-
tion needed for the development, production or use of du-
al-use goods. Together with software, it is hence subject 
to export controls just like tangible goods, such as sys-
tems, equipment, components; test, inspection and pro-
duction equipment; or materials.

Technology can take the form of technical assistance or 
technical data. 

2.1	 Technical data

Technical data include blueprints, models, formulae, ta-
bles, engineering designs and specifications, manuals and 
instructions written or recorded on media or devices.

The approval of any dual-use item for export also authoris-
es the export to the same end-user of the minimum “tech-
nology” required for the installation, operation, mainte-
nance, and repair of the item.

Important to notice is that according to the Nuclear Suppli-
ers Guidelines and the EU Regulation, controls on “tech-
nology” transfer do not apply to information “in the public 
domain”1  or to “basic scientific research”2.

These are key decontrol notes that, save verification of 
their actual relevance, may apply to most research activi-
ties, making them not subject to export authorisations and 
traceability requirements.

Compliance by organisations engaged in research subject 
to dual-use controls is a topic of increasing concern. To 
assist researchers, the EU is about to issue a Commission 
Recommendation tailored to the needs of academic  
and research communities, providing guidance for 

implementing internal compliance controls in different re-
search settings. The draft of the Recommendation was 
supported  by a public consultation of all concerned stake-
holders (e.g. academia and research institutions) that was 
closed on 30 November 2020 [14]. This follows a previous 
Commission Recommendation dedicated to dual-use sup-
pliers in general [15]. 

2.2	 Technical assistance

“Technical assistance” includes instructions, skills, training, 
working knowledge, consulting services and may involve 
the transfer of technical data.

Also the provision of technical assistance and associated 
technology transfer to third countries is subject to national 
authorisation.

The Dual-use Regulation’s recast expected in 2021 will di-
rectly include technical assistance, not only provided 
abroad but also to third country’s nationals “temporarily 
present in the customs territory of the Union” [7].

Technical assistance is also an activity performed by the 
IAEA itself through its Technical Cooperation programme 
with third countries [16].

3.	 Strategic export control and nuclear 
safeguards

After this preamble about dual-use research, it is impor-
tant to briefly recall that, as already described in [17], stra-
tegic export control is a barrier against proliferation called 
for by United Nations Security Council Resolution 1540 
[18], aiming at preventing unauthorised access to strategic 
technology and goods. 

Export control and nuclear safeguards developed in paral-
lel, as two intimately linked elements of the non-prolifera-
tion framework. This link is evident in both the Non Prolifer-
ation Treaty [19] and the Nuclear Suppliers Group (NSG) 
Trigger List guidelines [20]:

•	The Non Proliferation Treaty’s Art. III.2., conditions the 
export of equipment or material especially designed or 
prepared for the processing, use or production of spe-
cial fissionable material to any non-nuclear-weapon 
State to international nuclear safeguards;3 

•	The Nuclear Suppliers Group’s Trigger List guidelines 
state that safeguards are a condition of supply for nucle-
ar goods [20, Art. 4]. 

1	 “Technology” or “software” that has been made available without restrictions upon its further dissemination.

2	 Experimental or theoretical work undertaken principally to acquire new knowledge of the fundamental principles of phenomena and observable facts, not primarily 
directed towards a specific practical aim or objective.

3	 Similar obligations are provided for in regional non-proliferation treaties (e.g. the Tlatelolco Treaty, the Rarotonga Treaty, the Bangkok Treaty and the Pelindaba Treaty), 
EURATOM.
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The “NSG Guidelines for transfers of nuclear-related dual-
use equipment, materials, software and related technolo-
gy”, containing in annex the Dual-Use List (DUL) [21] were 
developed after the discovery of undeclared proliferation 
activities in Iraq in 1991. This determined also another turn-
ing point in the international safeguards framework, lead-
ing to the introduction in 1997 of the “Model Protocol Addi-
tional to the Agreement(s) between State(s) and the 
International Atomic Energy Agency for the Application of 
Safeguards” (AP - INFCIRC/540) [22]. 

This event highlights the complementarity between the 
IAEA safeguards system and strategic export controls. 
Thanks to more comprehensive States’ reports and in-
spections, the IAEA can obtain a better insight into a 
State’s nuclear fuel cycle-related activities and capabilities 
[23-25]. Yet, this does not include the control of nuclear ex-
ports, which is of course left to the states, organised - or 
not – according to principles and control lists set by multi-
lateral arrangements such as the NSG [26].

The controls set by the NSG and other export control re-
gimes on technology needed for the development, pro-
duction or use of WMD are as important, or even more im-
portant, than strategic commodities themselves because 
technology is critical to the use of the controlled goods 
and the development of indigenous WMD-related produc-
tion capabilities, as the A.Q. Khan proliferation case dem-
onstrated [17 5, 6, 2].

4.	 Nuclear Suppliers Group and technology 
controls

Most of the provisions of the NSG guidelines are incorpo-
rated into the EU Regulation, it is however interesting to 
comment on those related to technology.

The NSG Part 1 guidelines speak extensively of technolo-
gy, as e.g. “facility, or equipment or technology therefor”.

The same applies to NSG Part 2 guidelines, mentioning 
“equipment, materials, software, and related technology”.

According to both Nuclear Suppliers Group guidelines, 
“Technology” directly associated with any controlled item 
will be subject to as great a degree of scrutiny and control 
as will the item itself, to the extent permitted by national 
legislation. 

In addition to controls on “technology” transfer for nuclear 
non-proliferation reasons, suppliers should promote pro-
tection of technology for the design, construction, and op-
eration of trigger list facilities in consideration of the risk of 
terrorist attacks, and should stress to recipients the ne-
cessity of doing so.

5.	 Model Additional Protocol’s requirements

The Additional Protocol (AP) [22] expanded the set of infor-
mation that States are required to transmit to the Agency 
under their report¬ing obligations and expanded the verifi-
cation toolkit at the IAEA disposal to exclude the presence 
of possible unde¬clared nuclear material and activities in a 
State. 

5.1	 Additional Protocol and nuclear research

While INFCIRC 153 does not make any reference to tech-
nology and research, the AP does not explicitly refer to nu-
clear technology, but implicitly includes technology in con-
nection to the provision of information about research 
activities, or – indirectly - description about facilities, sites 
and locations, as important indicators of the overall coun-
try’s potential and declared list of activities. 

The Additional Protocol’s Article 2.a. requires that States:

....... shall provide the Agency with a declaration 
containing:

(i) A general description of and information 
specifying the location of nuclear fuel cycle-
related research and development activities not 
involving nuclear material…

2.a.(i) allows the IAEA to get information about 
research activities which could also involve 
technology subject to export control provisions. 

Important to note are also AP art. 2.a.(x)’s requirements to 
provide:

(x) General plans for the succeeding ten-year 
period relevant to the development of the 
nuclear fuel cycle (including planned nuclear 
fuel cycle-related research and development 
activities) when approved by the appropriate 
authorities

And art. 2.b.(i) concerning the provision to the Agency of:

(i) A general description of and information 
specifying the location of nuclear fuel cycle-
related research and development activities not 
involving nuclear material which are specifically 
related to enrichment, reprocessing of nuclear 
fuel or the processing of intermediate or high-
level waste containing plutonium, high enriched 
uranium or uranium-233… that are carried out 
anywhere in .......... but which are not funded, 
specifically authorized or controlled by, or 
carried out on behalf of, .......... .
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Article 18 illustrates the research areas of interest men-
tioned throughout the Additional Protocol:

a. Nuclear fuel cycle-related research and development 
activities means those activities which are specifically relat-
ed to any process or system development aspect of any of 
the following:

—— 	conversion of nuclear material,

—— enrichment of nuclear material,

—— nuclear fuel fabrication,

—— reactors,

—— critical facilities,

—— reprocessing of nuclear fuel,

—— processing (not including repackaging or condi-
tioning not involving the separation of elements, 
for storage or disposal) of intermediate or high-
level waste containing plutonium, high enriched 
uranium or uranium-233

 
Echoing the NSG guidelines, also the AP specifies that 
these activities do not include activities related to theoreti-
cal or basic scientific research, or to research and devel-
opment on industrial radioisotope applications, medical, 
hydrological and agricultural applications, health and envi-
ronmental effects and improved maintenance.

5.2	 Additional Protocol Annex I 

A key requirement in article 2.a is the provision of:

(iv) A description of the scale of operations for 
each location engaged in the activities specified 
in Annex I to this Protocol.

Where Annex I lists fifteen key manufacturing steps in the 
nuclear fuel cycle:

i.	� The manufacture of centrifuge rotor tubes or 
the assembly of gas centrifuges.

ii.	 The manufacture of diffusion barriers.

iii.	� The manufacture or assembly of laser-based 
systems.

iv.	� T he  ma nu fac tu re  o r  a s se mb l y  o f 
electromagnetic isotope separators.

v.	� The manufacture or assembly of columns or 
extraction equipment.

vi.	� The manufacture of aerodynamic separation 
nozzles or vortex tubes.

vii.	�The manufacture or assembly of uranium 
plasma generation systems.

viii.	�The manufacture of zirconium tubes.

ix.	� The manufacture or upgrading of heavy 
water or deuterium. 

x.	 The manufacture of nuclear grade graphite. 

xi.	The manufacture of flasks for irradiated fuel. 

xii.	�The manufacture of reactor control rods. 

xiii.	�The manufacture of criticality safe tanks and 
vessels. 

xiv.�The manufacture of irradiated fuel element 
chopping machines.

xv.	The construction of hot cells.

 
Besides being captured by the requirement of art. 2.a.(i), 
R&D and university sites - or other actors outside the spe-
cific facilities - might also be relevant to the declarations 
under art. 2.a.(iv) because of their involvement in research 
supporting the actual manufacturing activities, i.e. “tech-
nology” for the “development, production or use” of con-
trolled items. To acquire a more comprehensive overview 
of information suitable for the AP declarations, it is there-
fore useful to analyse also research publications related to 
these activities. This may also bring to the attention of the 
authorities unknown relevant national research actors, 
which could be contacted to raise their awareness about 
the risk of sensitive technology transfers involved in inter-
national research collaborations.

5.3	 Additional Protocol Annex II 

The AP also requires export declarations of items listed in 
its Annex II. 

Art. 2.a.(ix) of the AP requires that States:

…shall provide the Agency with a declaration 
containing the following information regarding 
specified equipment and non-nuclear material 
listed in Annex II:

For each export: the identity, quantity, location 
of intended use in the receiving State and date 
… of export;

Upon specif ic request, conf irmation as 
importing State of information provided by 
another State concerning the export of such 
equipment and material.

Annex II lists the items contained in the NSG Trigger List 
(INFCIRC 254/Part 1) available in 1995 (Rev. 2). Unfortu-
nately, AP Annex II list has not been amended thereafter, 
unlike the NSG Trigger List, amended already several 
times (the current version being Rev. 14 of 2019). This 
omission creates discrepancies to exporters and 
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authorities which is addressed in various practical ways as 
outlined in [23,26]. 

More relevant to the scope of this paper, is also the fact 
that Annex II refers only to EQUIPMENT AND NON-NU-
CLEAR MATERIAL and not to “technology” (except for one 
occurrence). It is therefore strictly limited to tangible items, 
unlike the NSG “Guidelines for the Export of Nuclear Mate-
rial, Equipment and Technology” which already in 1995 ex-
tensively referred also to “technology”.

5.4	 Comments to this section

According to the Model Additional Protocol, the informa-
tion about technology required to be reported to the IAEA 
is hence limited to the information provided under art. 2.a. 
and possibly also associated to Annex I’s activities, as well 
as art. 2.b.(i). 

Although the availability of technology (and software to 
model, assist the processes) may be described in associa-
tion to AP Annex I’s list of indigenous activities, their trans-
fer to third country’s entities is not due to be declared to 
IAEA. There is therefore an inconsistency and distortion 
with respect to the national export control systems and the 
NSG guidelines. Moreover, the extent of research activities 
within the specific country, which must be described to 
IAEA, may also involve international collaborations and 
hence technology transfers which could be captured by 
scientific documents, and which might not be reported in 
States’ declarations.

The verification of the completeness and correctness of 
the declarations to the IAEA is an important element of the 
analyses and inspection activities leading to the conclu-
sion about the absence of undeclared activities. 

From the IAEA’s verification perspective, it would therefore 
be useful also to analyse the research publications related 
to the AP Annex I’s list of activities, as well as Annex II’s 
items. This may bring additional information about relevant 
research actors, as well as their possible international re-
search collaborations.

6.	 TIM Dual-use 

TIM Dual-Use is a web-based platform focused on dual-
use research developed by the European Commission 
Joint Research Centre in collaboration with the European 
Studies Unit of the University of Liège [27]. 

It is part of the broader Tools for Innovation Monitoring 
(TIM) developed by the Joint Research Centre to support 
policy-making in the European Institutions in the field of in-
novation and technological development. 

The TIM DU’s database contains three types of 
documents:

•	All the scientific publications contained in SCOPUS, 

which is the largest abstract and citation database of 

peer-reviewed literature, covering over 45 million publica-

tions in all languages provided that at least the title and 

the abstract are written in English;

•	World-patents from the European Patent Office PAT-

STAT, covering more than 22 million patents issued by 

more than 90 patent authorities, including all the major 

countries, published in English;

•	all EU - funded research projects throughout various re-

search Framework Programmes, retrieved from the 

CORDIS web-site.

The documents date back to 1996, and the database is 

regularly updated twice a year.

TIM DU has been designed to map scientific abstracts, 

patents and EU-funded projects against the EU dual-use 

control list, including of course the nuclear-fuel cycle activ-

ities under Category 0. 

The data are retrieved on the basis of queries combining 

keywords related to the controlled items, which are 

searched in some specific fields, such as the title, the text 

of the article abstracts, the authors or the organisations’ 

name. Boolean operators (AND, OR, NOT) connect these 

terms to maximise the number of meaningful results and 

minimise the irrelevant ones.  

TIM DU presents the results and the associated informa-

tion in various formats, such as connectivity network 

charts, heatmaps, tables, bar graphs, lists of relevant doc-

uments (linked to the original sources, e.g. journals, in 

which case the access to the full paper depends on the 

user subscriptions), organisations with their geographical 

distributions and even authors’ names. 

A module based on disambiguation algorithms, called En-

tity Matcher, is applied in order to associate the organisa-

tions’ names to a location (e.g. in case of an umbrella or-

ganisation or daughter companies  is the headquarter or 

the most frequent location in the data that characterises 

the geographical affiliation), to harmonize the information 

of the various databases (Scopus, Patstat, and Cordis), as 

well as to adjust duplicates and mistakes which are some-

times present in the original data of these databases. In 

addition to that, any residual error can be reported to the 

TIM administrators and manually fixed.
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7.	 TIM DU analyses of AP Annex I activities

The analysis that follows is based on the mapping of some 
of the fifteen key nuclear fuel cycle-related activities listed 
in Annex I to the Model Additional Protocol. The results 
presented are only a fraction of the data collected by TIM 
DU, considering the limits and the purpose of this paper.

(i) �The manufacture of centrifuge rotor tubes or the 
assembly of gas centrifuges

This paragraph will focus on the research activities and as-
sociated technology relative to the manufacture of centri-
fuge rotor tubes or the assembly of gas centrifuges.

Type of activities

On the basis of the constructed query, TIM Dual-Use re-
trieved 485 documents. The graph below shows the type 
of activities carried and their evolution over time between 
1996 and 2020.

Around 38% of the activities are scientific publications, 
34% patents, and 28% conference proceedings. No EU-
funded projects were retrieved by TIM Dual-Use on the ba-
sis of our query.

Involved countries

These documents were produced by entities based in the 
following 21 countries: Australia, Austria, Belgium, Brazil, 
China, Czech Republic, Egypt, France, Germany, India, 
Iran, Italy, Japan, Netherlands, Pakistan, Russian Federa-
tion, South Africa, Republic of Korea, Turkey, United King-
dom, and United States of America.

Russia is the leading country with 84 documents associat-
ed (35 articles, 30 conference proceedings and 19 pat-
ents), whereas the United States, the country with the 2nd 
largest number of documents, presents mainly scientific 
publications, with only 2 patents dating back to the ’90. 
China, with 40 associated documents, is the third most 
active country with 23 articles, 13 conference proceed-
ings, and 4 recent patents.

Figure 1: Type of activities related to (i) Gas centrifuges and their evolution over time.

Figure 2: Countries involved in activities related to (i) Gas centrifuges
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Figure 3: Organisations involved in activities related to (i) Gas centrifuges.

Figure 4: Collaborations between MEPhI and Tsinghua University

Figure 5: Countries’ collaborations

Top 10 involved organisations and their international 
scientific collaborations

TIM DU identified more than 300 organisations undertak-
ing research & development activities related to gas centri-
fuges. Among them the top 10 are:

1.	 National Research Nuclear University MEPhI (Russia); 

2.	 Tsinghua University (China);  

3.	 University of Virginia (USA); 

4.	 Los Alamos National Laboratory (USA); 

5.	 Siberian Chemical Combine - Sibirskij Khimicheskij 
Kombinat (Russia);

6.	 Princeton University (USA);

7.	 National Research Centre Kurchatov Institute (Russia);

8.	 Oak Ridge National Laboratory (USA);

9.	 National Research Tomsk Polytechnic University 
(Russia);

10.	Tsentralnoe Konstruktorskoye Byuro Mashinostroyeniya 
- Design Bureau for Special Machine-Building (Russia).

 
It is interesting to note that China, and to a lesser extent 
also Russia, displays a high level of concentration of the 
activities, carried out by a few organisations, with Tsinghua 
University at the top.
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TIM DU identifies Russia as the most active country and 
China as its main partner. The National Research Nuclear 
University MEPhI, the most active organisation, shares five 
collaborations with the Tsinghua University (China), the 
second most active organisation. 

The collaborations are quite recent, dating from 2018 to 
2019, and they concern the optimization of separation cas-
cades for uranium enrichment and the scoop heating ef-
fect of a gas centrifuge in numerical simulation. It’s also in-
teresting to note that the authors of the publications are 
almost always the same ones. 

MEPhI also collaborated twice with the University of Virgin-
ia (USA) even though it dates back to 1999 and 2008. 
Once again, the authors are the same in both publications, 
noticing as well that the two Russian authors are also the 
same ones collaborating with China, even though this time 
the research focused on the separation of multi-isotope 
mixtures. The last international collaboration of MEPhI is 
with the University of Sidney (Australia), an article pub-
lished in 2020 exploring a new type of plasma centrifuge 
for isotope separation.

In addition to the collaborations with the MEPhI, the Tsing-
hua University co-published a study with the University of 
Virginia (USA) in 2015 on the simulation of the feed, with-
drawals, and scoops in the flow field of a gas centrifuge by 
using Onsager’s pancake. 

Besides the publications with the MEPhI and Tsinghua 
University, the University of Virginia has also led a joint 
study with the Saclay Nuclear Research Centre (France) 
on the optimization of separative performance using the 
hypothetical gas centrifuge parameters of the so-called 
“Iguacu machine”. Also here, the American author is still 
the same one.

The rest of the scientific collaborations of the other organi-
sations, all took place at the national level.

Top 10 authors’ names

TIM DU not only can tell which author worked on a topic 
and with whom, it can also gather all the documents data 
and elaborate a list of the authors or inventors in order of 
their level of activity, showing on how many documents 
they participated. Figure 7 is an extract of the top 10 au-
thors/inventors’ names.

(iii) The manufacture or assembly of laser-based 
systems

Types of activities

For the research activities related to (iii) Laser-based iso-
topes separation, TIM DU retrieved 68 documents, which 
might be indicative of a lesser interest in the topic. This 

Figure 6: Top 10 authors’ names

Figure 7: Types of activities related to (iii) Laser-based isotopes separation
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Figure 8: Countries involved in activities related to (iii) Laser-based 
isotopes separation

consideration might be even more applicable for other ac-
tivities listed in Annex I to AP, such as the ones related to 
electromagnetic isotope separators, aerodynamic separa-
tion nozzles or vortex tubes, or uranium plasma generation 
systems. For these topics, TIM DU suggests an even lower 
level of activity.

Among these 68 documents, the outright majority are sci-
entific articles, while no EU-funded project was found.

Involved countries

TIM DU identified 18 countries as being involved in re-
search and development activities related to (iii)

Laser-based isotope separation: Argentina, Australia, Bra-
zil, Canada, China, Cyprus, Finland, France, India, Iran, Is-
rael, Japan, Portugal, Russian Federation, South Africa, 
South Korea, United Kingdom, United States of America.

Among these countries, only Japan and the United States 
own patents.

Top 10 involved organisations

TIM Dual-Use identified more than 70 organisations. 
Among them the top 10 are:

1. 	 Russian Academy of Sciences (Russia);

2. 	 University of Missouri (USA);

3. 	 University of California (USA);

4. 	 Lawrence Berkeley National Laboratory (USA);

5. 	 University of Michigan (USA);

6. 	 Inst. of Phys. and Chemical Research (Japan);

7. 	 Power Reactor and Nuclear Fuel Development Cor-
poration (Japan);

8. 	 Pacific Northwest National Laboratory (USA);

9.	 Bhabha Atomic Research Centre (India);

10.	 Pennsylvania State University (USA).

The Russian Academy of Sciences is at the first place with 
nine scientific publications, followed by the University of 
Missouri with three. However, the Russian Academy of 
Sciences seems to have only national collaborations, 
namely with the Troitsk Institute for Innovation and Fusion 
Research and the company ‘Lad’ Research and Produc-
tion Association.

Whereas, the University of Missouri co-published a study 
in 2010 with the Korea Atomic Energy Research Institute 
on the separation of gaseous molecules in supersonic free 
jets by laser-assisted selective condensation repression.

The University of California realized two joint studies in 
2013, one with the South China University of Technology 
and one with the Bhabha Atomic Research Centre, both 
focus ing on laser  ab lat ion molecu lar  isotop ic 
spectrometry.

While the Lawrence Berkeley National Laboratory co-pub-
lished with the Spanish Instituto Tecnológico e Nuclear in 
2009 a study on the laser synthesis of uranium oxide ani-
ons in the gas phase, and in 2015 collaborated with the 
Ocean University of China on a zirconium isotope analysis 
using laser ablation molecular isotopic spectrometry. In 
2017 the American Laboratory published a joint study with 
the Korea Institute of Nuclear Safety focusing on uranium 
optical isotopic analysis in laser induced plasma 
spectrometry.

The rest of the scientific collaborations were all with na-
tional partners.

(x) The manufacture of nuclear grade graphite

Type of activities

Among the 273 documents almost 80% consist in articles 
and conference proceedings retrieved from SCOPUS, 
while the rest are patents, with the exception of a single 
EU project. In fact, as the connectivity graph  of the organ-
isations will show, a significant part of the entities are 
companies.

Involved countries

TIM DU lists 32 countries as involved in activities related to 
(x) Nuclear grade graphite: Argentina, Australia, Austria, 
Brazil, Bulgaria, China, Denmark, France, Germany, 
Greece, Hong Kong, India, Indonesia, Iran, Italy, Japan, 
Lithuania, Luxembourg, Pakistan, Poland, Romania, Rus-
sian Federation, Saudi Arabia, Singapore, South Africa, 
South Korea, Spain, Taiwan, Turkey, Ukraine, United King-
dom, United States of America.

The United States ranks at the first place with 86 docu-
ments, consisting of scientific publications and participa-
tion in the EU-funded project.
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The connectivity graph particularly highlights some strong 
connections between the country and the United King-
dom, Japan and the Republic of Korea. 

Top 10 involved organisations

The organisations identified by TIM DU as being the most 
active in activities related to (x) nuclear grade graphite are:

1.	 Tsinghua University (China);

2.	 Idaho National Laboratory (USA);

3.	 University of Manchester (UK);

4.	 Oak Ridge National Laboratory (USA);

5.	 Korea Atomic Energy Research Institute (Rep. of 
Korea);

6.	 University of Missouri (USA);

7.	 Chinese Academy Of Sciences (China);

8.	 University of Oxford (UK);

9.	 University of New Mexico (USA);

10.	 University of Bristol (UK).

The Tsinghua University had an international scientific col-
laboration with the University of Hong Kong and University 
of Minnesota. In 2013 they co-published a study on the 
fracture properties of two types of nuclear-grade graphite, 
the Japanese IG11 graphite and Chinese NG-CT-01 
graphite. While more recently in 2019, it realized a joint 
study with the Tokyo Institute of Technology on the kinetic 
recovery process of low dose neutron-irradiated graphite.

The second most active organisation is the American Ida-
ho National Laboratory. In 2015 it co-published an experi-
mental investigation of the cross flow of the Prismatic 

Modular Reactor (PMR) with the Seoul National University 
and Hanyang University.

In 2017 the Laboratory realized a study with the Helmholtz 
Research Centre (Germany) and University of Leeds (UK) 
on the neutron irradiation-induced structural changes in 
nuclear grade graphite types PCEA and PCIB.

While in 2020, it published an article in collaboration with 
the European Commission JRC based in Karlsruhe (Ger-
many), the Royal School of Mines (UK) and the company 
EDF Energy Nuclear Generation Ltd (UK) investigating the 
thermal properties of unirradiated nuclear grade graphite 
between 750 and 2500 kelvin.

At the third place stands the University of Manchester, 
which realized in 2011 a joint study with the University of 
Cape Town (South Africa) and University of Oxford analys-
ing the damage, crack growth and fracture characteristics 
of nuclear grade graphite using the double torsion 
technique.

In 2013, it published a study realized with the Celâl Bayar 
University (Turkey) and still the University of Oxford on the 
flexural strength and defect behaviour of polygranular 
graphite under different states of stress.

In 2020 the British University also participated in an EU 
funded project along with other European organisations 
from Spain, France, Italy and Lithuania aiming at studying 
innovative tools for the dismantling of graphite moderated 
nuclear reactors.

The Oak Ridge National Laboratory collaborated several 
times with the Japanese Tokai Carbon Co. Ltd.. In 2011 
they published along with the Japan Atomic Energy Agen-
cy a conference proceeding on the development of new 
nuclear grade graphite (Fine-grained isotropic graphite) for 

Figure 10: Type of activities related to (x) Nuclear grade graphite
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application to Very High Temperature Reactor (VHTR). In 
2013 they published another conference proceeding, a mi-
crostructural analysis of nuclear grade graphite materials. 
While in 2016 they co-published an article analysing the 
property changes of g347a graphite due to neutron 
irradiation.

In 2011, the Oak Ridge National Laboratory also collaborat-
ed with the Korea Atomic Energy Research Institute, they 
co-published a study on the characterization of tensile 
strength and fracture toughness of nuclear graphite nbg-18 
using subsize specimens.

In addition to the collaboration with the Oak Ridge National 
Laboratory in 2011, the Korea Atomic Energy Research In-
stitute also collaborated with the Japan Atomic Energy 
Agency in 2013, publishing a study on the oxidation behav-
iour and property degradation of nuclear-grade c/c com-
posites oxidized in air.

Besides the publications with the University of Cape Town 
and Celâl Bayar University realized along with the University 
of Manchester, the University of Oxford, co-published in 
2017 a study on damage tolerance of nuclear graphite at 
elevated temperatures with the University of Bristol (UK), 
the American Lawrence Berkeley National Laboratory, Uni-
versity of California, and the Australian School of Mechani-
cal and Manufacturing Engineering.

(xii) The manufacture of reactor control rods

Type of activities

The constructed query resulted in 1980 documents, with 
the peculiarity of having more than half of them constituted 
by patents, distributed almost homogeneously over the 
years.

Both the amount of results and their distribution over time 
suggest an active interest on the technology associated to 
the topic.

Involved countries

TIM DU detected the involvement of 51 countries in the re-
search and development activities related to (xii) Reactor 
control rods: Argentina, Australia, Austria, Bangladesh, Bel-
gium, Brazil, Bulgaria, Canada, China, Croatia, Czech Re-
public, Egypt, Finland, France, Georgia, Germany, Ghana, 
Greece, Hong Kong, Hungary, India, Indonesia, Iran, Italy, 
Japan, Jordan, Lithuania, Malaysia, Mexico, Netherlands, 
Nigeria, Norway, Pakistan, Poland, Romania, Russian Fed-
eration, Saudi Arabia, Singapore, Slovakia, Slovenia, South 
Africa, South Korea, Spain, Sweden, Switzerland, Syria, 
Taiwan, Turkey, Ukraine, United Kingdom, United States of 
America.

However, taking into consideration only the patenting activ-
ities, the map limits the number of countries to fifteen (see 
figure 16 here below).

Figure 11: Countries involved in activities related to (x) Nuclear grade graphite
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At the first place is China with 628 documents, half of 
which are made up of patents. The same proportion ap-
plies to the United States, even though Chinese activities 
are three times more than the ones associated to US or-
ganisations. While for Japan, patents account for more 
than 85% of its 586 activities.

Top 10 involved organisations

Among the top 10 organisations listed by TIM DU, seven of 
them are companies: 

1.	 Toshiba Corp (Japan);

2.	 Hitachi Ltd (Japan);

3.	 Nuclear Power Institute of China (China);

4.	 Tsinghua University (China);

5.	 Mitsubishi Group (Japan);

6.	 CHINA GENERAL NUCLEAR POWER(China);

7.	 CGN POWER CO., LTD. (China);

8.	 WESTINGHOUSE ELECT CO LLC (USA);

9.	 CHINA NUCLEAR POWER ENG CO LTD (China);

10.	 Korea Atomic Energy Research Institute (Rep. of 
Korea).

Both Tohiba Corp and Hitachi Ltd realized almost exclu-
sively patents and without any international collaboration. 

Also the Nuclear Power Institute of China had only domes-
tic collaborations. While the Tsinghua University realized 
only one international scientific collaboration with the Ger-
man Karlsruhe Institute of Technology and the American 
Washington University in Saint Louis. It took place in 2020 
and concerned a review of sensors to measure control rod 
position for nuclear reactor.

The WESTINGHOUSE ELECT CO LLC published a confer-
ence proceeding with the Taiwanese National Tsing Hua 
University on the analysis of PWR reactor vessel upper ple-
num sections (flow simulation in control rod guide tubes), 
and a collective conference proceeding with the participa-
tion of institutes from Mexico, Japan, Brazil, Italy and Croa-
tia concerning the integral design description of the Interna-
tional Reactor Innovative and Secure (IRIS), including its 
control rod drive mechanisms.

The Korea Atomic Energy Research Institute contributed to 
a conference proceeding with several Japanese institutes, 
including the Japan Atomic Energy Agency, dating back to 
2011. The study analysed the fracture behaviour of 2d-c/c 
composite for application to control rod of very high tem-
perature reactor.

While in 2018, the Korea Atomic Energy Research Institute 
co-published a study with the Saudi research and govern-
mental entity “King Abdullah City for Atomic and Renewa-
ble Energy”. The paper studied the applicability of reed 
switch type rod position indicator for a nuclear reactor.

Figure 12: Organisations, shown per type, involved in activities related to (x) Nuclear grade graphite
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8.	 Comments on the TIM DU analyses

The analyses show how TIM DU can provide useful insights 
both to the national authorities, in charge to provide to the 
IAEA the information required by the Model Additional Pro-
tocol, and to the IAEA to verify the completeness and cor-
rectness of the information.

National authorities could get a more complete information 
about the research carried out in the country about Trigger 
List related items, including also international research col-
laborations previously not known and worthwhile to be 
considered as potential sources of technology transfers.

Figure 13: Types of activities related to (xii) Reactor control rods

Figure 14: Countries involved in activities related to (xii) Reactor control rods
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Figure 15: Countries involved in activities related to (xii) Reactor control rods

Figure 15: Countries involved in activities related to (xii) Reactor control rods
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For the IAEA, the analyses could be interesting to look at 
the big picture of indigenous research in connection to in-
ternational scientific collaborations, possibly involving also 
technology transfers and technical assistance.

As a starting point, we considered to assess publications 
and patents related to Annex I’s fifteen key nuclear fuel cy-
cle-related activities, because although related to “manu-
facturing”, they have of course also to encompass research 
activities and the associated technology, i.e. technical data 
and possibly also technical assistance (art. 2.a.iv).

To be more complete, one could also look at the entire 
breadth of nuclear research and associated technology by 
checking with TIM DU the results related to the entire NSG 
TL, for which queries are also available (Category 0).

By extension, also the verification of the declarations con-
taining export-related information regarding specified 
equipment and non-nuclear material listed in Annex II (art. 
2.a.ix) could be complemented by assessing possible nu-
clear technology transfers by TIM DU datasets covering 
both the NSG lists, noting also that the minimum technolo-
gy for installation and maintenance is automatically includ-
ed in the export authorisation of tangible goods.

Along this line, we would add as a final observation that, al-
though not called for by the AP, we consider essential to 
verification also checking the items listed in the Nuclear 
Suppliers Group Dual-Use List, including goods, software 
and technology. As shown by the most notorious prolifera-
tion cases, dual-use items are indeed integral, and some-
times alternative, key elements for undeclared illicit manu-
facturing activities, that could involve also research and 
intangible technology transfers.

TIM DU is also a valuable export compliance support to re-
searchers, called to comply with export regulations. By de-
tecting past scientific production potentially involving dual-
use items, TIM DU could be a valuable help for better 
targeting specific research entities to raise their awareness 
and encourage them to tailor their internal compliance pro-
grammes .

An in depth assessment of the material obtained (full paper 
of the abstracts, public patents) is anyway needed, also be-
fore concluding that the documents might have required 
export authorisations. TIM DU’s datasets include the list of 
abstracts retrieved by the query, with hyperlinks to the orig-
inal journal, where the full article may be available or pur-
chased. For patents, the hyperlink leads to the information 
contained in PATSTAT; the same happens for an EU-funded 
project stored in the CORDIS database. 

A disclaiming note is also necessary: TIM DU’s queries al-
low retrieving documents possibly related to dual-use con-
trolled items, but a certain degree of uncertainty is inher-
ently present. The collections of datasets retrieved may not 
be complete, nor always fully relevant to the object of the 
query. As previously outlined, at times, there might be er-
rors deriving from incorrect downloading of the database 
records. Depending on the original information provided to 
the journals and then sent to SCOPUS, organisations’ 
names might differ for the use of full titles, acronyms etc. 
Part of the analysis is dedicated to cleaning the data 
accordingly. 

Figure 16: Organisations, shown per type, involved in activities related to (xii) Reactor control rods
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9.	 Conclusions

Strategic export controls are a barrier against proliferation 
and the unauthorised access to strategic technology and 
goods, which developed in parallel to nuclear safeguards 
for decades.

The verification of the completeness and correctness of the 
declarations to the IAEA is an important element of the 
analyses and inspection activities leading to the conclusion 
about the absence of undeclared activities, as summarised 
in Figure 17. 

Besides manufacturing activities and exports of tangible 
items, also research activities and transfers of nuclear tech-
nology may play an important role in proliferation 
programmes. 

Various types of information are required by the Model Ad-
ditional Protocol, including nuclear research in areas per-
taining to the nuclear fuel cycle, also not involving nuclear 
materials.

Together with many dual-use goods and emerging technol-
ogies, TIM DU maps nuclear-fuel cycle activities’ scientific 
abstracts, patents, and EU-funded projects, allowing to 
gather lists of documents, geographical distributions, 

collaborations, and authors, providing a quantitative and 
qualitative overview of the potential issues and to identify 
areas of possible risk.

These results can be helpful to the national authorities sub-
mitting declarations to IAEA in accordance to Additional 
Protocol’s Article 2.a, both to identify previously unknown 
national research actors and to raise the awareness of na-
tional research entities about potential sensitivities with ex-
ternal collaborators. 

The IAEA could also use TIM DU to support the verification 
of the completeness and correctness of declaration con-
cerning research about the nuclear fuel cycle.

Research organisations and other involved entities could 
also consult TIM DU to identify their past scientific produc-
tion, which could include dual-use aspects and tailor their 
compliance programmes accordingly.

TIM DU has been launched in January 2021 and is under 
continuous testing and validation. Any useful feed-back will 
be precious and enabling our future improvements. While 
the nuclear controls are extensively mapped, more queries 
may be necessary to complete the other dual-use 
categories. 

Figure 17: Matching State’s declarations and verification activities.
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Abstract

We present our preliminary findings from the exploratory 
research project Shared Ledger Technologies for Nuclear 
Safeguards (SLT4SFG) conducted at the Joint Research 
Centre of the European Commission. As long as nuclear 
fuel (fresh or spent) is stored in facilities of a state, that 
state should always comply with the international non-
proliferation treaty. Safeguards’ verification processes will 
be af fected also by the digital transformation. The 
exploratory research project SLT4SFG, has the objective to 
provide an evidence-based analysis on the benefits and 
challenges of Distributed Ledger Technology (DLT) 
systems for the nuclear sector, with special emphasis on 
safeguards. After presenting background knowledge on 
DLT systems, we discuss three key properties adding 
value to nuclear safeguards processes: (1) practical 
immutability can improve security of sensors identity 
management; (2) data anchoring through decentralised 
timestamping can provide proofs of existence and non-
alteration of relevant data; and (3) auditability can increase 
efficiency in data sharing and become a source of forensic 
evidence to help determine legal liability. We inferred these 
three properties of DLT systems by endorsing a deductive 
methodology for the definition of nuclear sector use cases 
on containment and surveillance and radiation protection. 
Our aim is to frame a Proof-of-Concept strategy of 
software implementations intended to be ultimately 
exploited in nuclear safeguards. We conclude pointing to 
future research on performance tests simulated on the 
JRC Experimental Infrastructure for Internet Contingencies. 
We will aim at offering metrics to quantitatively measure 
the performance and derive added value of DLT systems 
properties applied to nuclear safeguards

Keywords: Distributed Ledger Technology; blockchain; 
safeguards; immutability; timestamping; auditability.

1.	 Introduction

In the nuclear industry, the regulatory requirement to avoid 
the diversion of nuclear material from its intended uses 
shall be met for many years to come [1]. Indeed, nuclear 
safeguards will be required in both the near and distant fu-
ture to ensure that nuclear material will be used only within 
regulatory constraints. In order to lower operational costs 
and increase efficiency in the management of nuclear safe-
guards business processes such as – but not limited to – 
containment and surveillance and nuclear material ac-
countancy, the digital transformation in the nuclear industry 
will arguably have a significant impact also on safeguards. 

Among many technologies such as robotics, the Internet of 
Things or still Artificial Intelligence, the European Commis-
sion considers also Distributed Ledger Technology (hence-
forth, DLT) systems, such as blockchains, as innovations 
with a high transformative potential. In this context, the Eu-
ropean Union is promoting initiatives such as the European 
Blockchain Partnership [2], the EU Blockchain Observatory 
and Forum [3] together with open consultations for the Eu-
ropean Blockchain Services Infrastructure [4] and the Euro-
pean Blockchain Pre-Commercial Procurement [5].

As a contribution to a strategy on “continuity of knowledge 
and data for very long periods”, the European Commis-
sion’s Joint Research Centre is providing insights and fore-
sight on DLT systems in various domains. While we leave 
political and legal considerations to future research, the 
scope and purpose of this paper is exclusively to present 
our preliminary evidence-based technical research outputs 
from the exploratory research project Shared Ledger Tech-
nologies for Nuclear Safeguards (SLT4SFG) [6]. The objec-
tive of the SLT4SFG explorative research project is to pro-
vide evidence-based answers on whether and to what 
extent DLT systems and their properties can improve and 
add value to nuclear safeguards business processes.

Roughly put, DLT systems implement peer-to-peer net-
works deployed to validate digital assets’ transaction histo-
ry on an append-only and tamper-evident log, replicated to 
all participating nodes. DLT systems leverage applied cryp-
tography and distributed computing to achieve consensus 
on global system state among either completely or partially 
distrusting parties. 
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While they periodically experience ‘hype’ phases, DLT sys-
tems form a new family of technologies that has not been 
yet thoroughly explored and validated. Our preliminary evi-
dence-based findings suggest that individual properties of 
DLT systems can already add value to nuclear safeguards 
business processes by becoming a features’ layer firstly 
added to, and in the future possibly replacing, legacy sys-
tems. In other words, as we will argue more in detail in the 
sections below, DLTs systems’ properties can add a syner-
gistic layer of functionality to legacy systems, viz. a series of 
complementary modules that can be initially identified by 
the three properties discussed in this paper. In the future, 
especially in the case where DLT systems will be validated 
and standardised, various properties that today we pro-
pose to deploy autonomously in concert with legacy sys-
tems could entirely replace them. 

Accordingly, below we discuss three key DLT systems’ 
properties, i.e. practical immutability, decentralised times-
tamping and structural auditability. In our view, they offer 
benefits and add value to nuclear safeguards data man-
agement techniques. These properties emerged as the 
most relevant ones for testing use cases in different nuclear 
sector’s domains: nuclear safeguards - with a focus on 
containment and surveillance - and radiation protection. 
For the use cases on radiation protection, we indicate how 
the same principles could be relevant for nuclear 
safeguards. 

Firstly, we introduce practical immutability as a property re-
lated to public distributed ledgers through a use case in the 
context of containment and surveillance that does not in-
volve any sensitive data. We propose to leverage practical 
immutability of data stored on a public blockchain for Pub-
lic Key Infrastructure management to prevent that a mali-
cious insider forge a valid digital identity for a sensor used 
in safeguards containment and surveillance without leaving 
any trace. Alongside increased cybersecurity, adding a 
blockchain-based module to Public Key Infrastructure man-
agement can contribute to deploy new systems for remote 
monitoring (e.g. with the use of digital seals). This could de-
sirably impact inspections planning activities with potential 
cost savings related to the deployment of human 
resources. 

Secondly, we introduce decentralised timestamping as an-
other property inherent to public distributed ledgers that 
can be used as a data anchoring service for datasets, 
proving both the existence of data at a certain moment in 
time and the absence of alterations. We identified the ben-
efits of this property in the radiation protection context, as 
an integrity layer to prove in the future that historical data 
on absorbed doses of personnel will not have been modi-
fied. The same property can be leveraged by nuclear in-
stallations operators in the context of nuclear material regu-
lar mailbox declarations, especially in the case where such 
declarations are not sent to the inspectorate but remain 

inside the facility. Moreover, decentralised timestamping of-
fers a supplementary layer of integrity for databases and 
datasets backups. 

Thirdly, we introduce structural auditability as a property of 
distributed ledgers in general. We studied the benefits of 
this property on the digitalisation of the radiation passbook 
used by workers (and inspectors as well) when travelling 
between different nuclear sites. By virtue of its internal 
structure as a chain of transactions, a digital radiation pass-
book implemented with a permissioned DLT system struc-
turally provides an auditable trail of the history of records 
related to workers exposed to ionizing radiation. Consider-
ing also the non-repudiation property (i.e. who committed a 
transaction cannot repudiate it), DLT systems can thus be-
come a source of forensic evidence that can be used to 
help determine legal liability in case of disputes. 

Moreover, the deployment of smart contracts (i.e. computer 
programs encoding a business logic whose output is 
stored on each node of a distributed ledger) automates and 
enforces the execution of workflows and lowers the rate of 
clerical errors. Because information exchange would take 
place on a commonly shared system, rather than through 
different centralised databases still processed with a signif-
icant degree of human intervention as for current practices, 
it follows that a DLT-based system would be even more 
easily auditable from a backend perspective. The same 
kind of approach could be applied also in the domain of 
Nuclear Material Accountancy and Control as a way to inte-
grate and coordinate the execution of the workflows related 
to nuclear material accountancy, ease both data sharing 
procedures and the auditability of the whole process.

Although not all of them are strictly related to nuclear safe-
guards, the use cases presented below have been select-
ed by endorsing a broad deductive methodology. From the 
DLT systems’ properties, we inferred use cases through a 
top-down scientific experimental approach to test them in 
the nuclear sector. For each use case, we then endorsed 
the best fit-for-purpose software development methodolo-
gy to implement a Proof-of-Concept strategy. In this way, 
we could better assess whether and to what extent our de-
ductions were corroborated by evidence to prove the cor-
rectness, or lack thereof, about our ideas on the applicabil-
ity of DLT systems properties to the nuclear sector with 
special focus on added value for nuclear safeguards.

The remainder of this paper is structured as follows. Sec-
tion 2 briefly presents related work and elicits background 
knowledge on DLT systems by providing an analysis of 
their general benefits and challenges. Section 3 concisely 
elicits our methodological choices. Section 4 analyses 
three key DLT systems’ properties, their benefits and add-
ed value to nuclear safeguards. We conclude the paper in 
Section 5 pointing to a potential way forward for future re-
search on performance testing with the emulation of use 
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case implementations on the JRC Experimental Platform 
for Internet Contingencies (EPIC). This will enable us to re-
produce the performance of DLT systems behaviour in real 
world network conditions, under a fully controllable experi-
mentation environment. In this way, we will aim to establish 
more granular quantitative metrics to measure both bene-
fits and added value of DLT systems’ properties applied to 
nuclear safeguards.

2.	 Related work and background knowledge on 
DLT systems

2.1	 A brief introduction to DLT systems 

The European Commission is not the only organization cur-
rently exploring the applicability of DLT systems in the nu-
clear safeguards domain. To our knowledge, there are oth-
er active actors in the field, especially in research institutes 
in the United States of America, also with international col-
laborations, for instance experimenting on nuclear safe-
guards data management [7], transit matching [8] and on 
aspects of DLT systems deployment for UF6 cylinder track-
ing and process monitoring [9].

First, to our knowledge the Stimson Centre is currently the 
main actor in the United States landscape that is exploring 
DLTs added value applications in this domain [10] through 
its “Blockchain in practice” program. Together with the Uni-
versity of New South Wales (UNSW) and the Finnish Radia-
tion and Nuclear Safety Authority (STUK), they launched 
the SLAFKA prototype: a permissioned blockchain system 
that enables nuclear facilities to record nuclear material as-
sets on a distributed ledger. It is implemented using Hy-
perledger Fabric [11], an open source permissioned DLT 
project maintained by the Linux Foundation. SLAFKA has 
been implemented to test DLT and how such technology 
performed in handling safeguards transactions: instead of 
having a primary role of the regulators to settle the transac-
tions, nuclear facilities would be able to transact assets 
whilst being supervised by regulators. SLAFKA’s prototype 
outcomes are:

1.	 The introduction of a distributed networking approach 
to safeguards reporting.

2.	 A way to reduce reconciliation time among State and 
operators.

3.	 A single source of truth for the management of safe-
guards information.

Secondly, the Pacific Northwest National Laboratory 
(PNNL) simulated a transit matching system based on DLT, 
experimenting with both Hyperledger Fabric and Ethereum 
[8]. Their main goal was to understand whether a DLT sys-
tem could bring benefits in comparison to the current IAEA 
approach. The outcomes on this prototype are:

1.	 a DLT system could improve the efficiency of the pro-
cess through real-time match attempts of all transac-
tions posted to the ledger.

2.	 Using “graded scores” applied to match attempts 
could represent a useful source of information for in-
creasing the effectiveness of safeguards inspections.

3.	 Since the DLT system is a tamper-evident record of 
transactions, transit matching operations performed 
on such a system could lead to an increased confi-
dence on IAEA safeguards conclusions through trans-
parent reconciliation of transit matching reports.

Because they are converting a legacy system into a DLTs-
based one, they also highlight that among these three find-
ings, only the last one is really dependent on the technolo-
gy used (i.e.: a distributed ledger), while the first two could 
be achieved also with “traditional” technologies.

Finally, Sandia National Laboratories built their DLT-based 
prototypes on the field. According to information shared 
during the 2020 Institute of Nuclear Material Management 
(INMM) Annual Meeting [9], they built a prototype based on 
a private version of Ethereum where they stored together 
Inventory Change Reports data and sensors data such as 
gamma-ray events and video cameras recordings. The 
idea was to enable workflows, e.g. retrieving of sensors 
data to validate an inventory change.

In terms of background knowledge on DLT systems, the 
past decade witnessed significant advancements in inte-
grated and applied cryptography for the innovation of dis-
tributed computing with the introduction of public block-
chains such as Bitcoin [12] and more in general DLT 
systems [13] as blockchains are a subset of this larger 
class. Fully aware that the cryptologic history of these sys-
tems dates back decades, here we limit ourselves to an 
overview on this family of technologies by referring to the 
conceptual genealogy of the notion of ‘blockchain’, both in 
applied cryptography and in the nuclear industry.

Because a genealogy of a concept researches its original 
meaning to then provide current definitions, we will begin 
by presenting an etymology of this term. In applied cryp-
tography, the term ‘block-chain’ can be traced back to 
block cyphers modes of operation algorithms [14]. In par-
ticular, the algorithm for Cipher Block Chaining (CBC) mode 
is defined such that “the plaintext is XORed with the previ-
ous ciphertext block before it is encrypted” [15]. Similarly, in 
the nuclear sector, the idea of using cryptographic tech-
niques to ensure that data acquired to verify treaty compli-
ance be trustworthy is also not new [16]. In effect, during 
the 20th century, cryptographers operating in the nuclear 
sector developed techniques to solve problems of mutual 
distrust, whereby “data as well as the redundant identifying 
information would be block-chain encrypted” [16].
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What has been novel in the more recent past, perhaps re-
lies in the fact that cipher block-chaining evolved and coa-
lesced with other advancements in cryptology for digital 
cash applications such as e-cash [17] [18] and hashcash as 
a Proof-of-Work system [19] [20] into increasingly popular 
public blockchain protocols. After an initial focus on the 
seminal application, i.e. cryptocurrency, it became increas-
ingly clear that the underlying blockchain technology had 
farther reaching implications and the potential to bring in-
novation to entire industries. 

From a genealogical point of view, the reference implemen-
tation for DLT systems, i.e. the Bitcoin blockchain is a data 
structure representing the ledger of transactions that every-
one participating to the network can store to acknowledge 
a common transaction history:

“a blockchain data structure is an ordered, back-linked list 
of blocks of transactions. Each block within the blockchain 
is identified by a hash, generated using the SHA256 cryp-
tographic hash algorithm on the header of the block” [21]. 

This technical arrangement enables network participants to 
share a common transaction history among a group of dis-
trusting peers or nodes. In the Bitcoin reference implemen-
tation [10], nodes compete to generate the next block and 
acquire a reward by consuming resources, i.e. electricity, to 
run the consensus algorithm, in the case of Bitcoin based 
on a Proof-of-Work mechanism. This mechanism is put in 
place to avoid that block producers named miners assign 
to themselves extra coins and engage in double spending. 
Participants can freely join the network by downloading the 
client without the need for human identity verification. Con-
sequently, access to the Bitcoin blockchain is public and 
permission-less. 

Following the deployment of the Bitcoin network in 2009, 
second generation blockchains such as Ethereum [22] 
added the possibility to execute smart contracts [23] on top 
of the blockchain layer. Smart contracts are computer pro-
grams that enable to perform transactional semantics more 
powerful than mere monetary exchange either directly on a 
distributed ledger by requesting all nodes to execute com-
plex business logics or more simply to record their outputs 
on a distributed ledger. Smart contracts are designed to 
impersonate the role typically attributed to trusted third 
parties. As an example, we can consider the typical escrow 
use case, where some currency funds are managed by a 
smart contract and sent to the recipient only after specific 
conditions are met. More in general, smart contracts ena-
ble to program business logics on a distributed ledger, en-
suring that their execution is not manipulated.

It then followed a plethora of implementations, some de-
taching from strict Proof-of-Work consensus blockchains 
and proposing alternative data structures, for instance Di-
rected Acyclic Graphs, e.g. IOTA [24], Hashgraph [25] and 
Keyless Signature Infrastructure [26]. “Blockchain” has 

been then reclassified as a special case of DLTs systems 
as there are many other possible ways to achieve distribut-
ed consensus on the transaction history tracking in princi-
ple any type of digital data and asset, without relying on a 
central authority as a single source of truth. 

As opposed to public permission-less distributed ledgers 
such as the Bitcoin or Ethereum blockchains designed for 
highly distrusting environments, a private, semi-private or 
permissioned distributed ledger which can be either a 
blockchain or another type of data structure, leverages on 
already existing trust and collaboration among stakehold-
ers and processing units belonging to a shared operational 
environment. This type of DLT systems is shared by the 
members of either a single company or an industrial con-
sortium. Stakeholders can agree on the type of consensus 
mechanism to order transactions, the governance of the in-
frastructure to run nodes participating to consensus rounds 
and define read/write access permissions for different 
types of participants tasked to maintain the distributed 
ledger.  

Concluding our genealogical exercise on background 
knowledge, we adopt this overarching working definition of 
DLT system:

“A system of electronic records that (i) enables a network of 
independent participants to establish a consensus around 
(ii) the authoritative ordering of cryptographically-validated 
(‘signed’) transactions. These records are made (iii) persis-
tent by replicating the data across multiple nodes, and (iv) 
tamper-evident by linking them by cryptographic hashes. 
(v) The shared result of the reconciliation/ consensus pro-
cess - the ‘ledger’ - serves as the authoritative version for 
these records.” [13]

We propose this definition, because it is general enough to 
include public blockchains while leaving open the opportu-
nity to explore other data structures such as permissioned 
distributed ledgers. 

2.2	 Key beneficial properties emerging from DLT 
systems

The general DLT systems properties that are considered 
beneficial in the literature referred to in the table below are 
summarised in Table 1.

2.3	 Challenges emerging from DLT systems

By contrast to DLT systems’ benefits and desirable fea-
tures, we identified a set of challenges that currently curb 
their widespread adoption. Indeed, research efforts are un-
derway in governments, industry and academia to over-
come the limits of such a relatively immature technology. 
As for the benefits elicited above, also with regard to chal-
lenges, alternative classifications are possible as a matter 
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Property Description

DECENTRALIZATION The reason why DLT systems, and in particular public blockchains, were 
designed in the first place is to eliminate the need of either a trusted third 
party or an intermediary responsible for validating and settling transac-
tions [12]. A decentralized consensus mechanism, instead of an inde-
pendent and centralized validator, enables all participants to the network 
to agree on the validity of transactions.

AUDITABILITY A practically immutable audit trail of all identities comprising a record of 
related operations and any changes is kept [27]. This quality attribute can 
be achieved by DLT systems on a per case basis. Either all (e.g. in public 
blockchains) or some types of participants (e.g. in permissioned con-
texts) can maintain, store and access the full history of transactions or 
parts of it, depending on the opacity needs of the system.

AUTOMATION Smart contracts enable programmable business logics. They are trig-
gered when certain conditions are met. Their data output or a message 
digest referring to such data can either be stored off-chain in a local da-
tabase or be written on a distributed ledger either before or after consen-
sus on transaction ordering, execution and validation is reached by the 
distributed network. Some DLT systems require the installation and exe-
cution of the smart contract on each node of the network, while others 
pre-process the smart contract locally and broadcast to all nodes only 
the output of the smart contract. 

STRONG IDENTITY MANAGEMENT By design, DLT systems implement strong identity management mecha-
nisms. This ensures that only who is allowed to perform a certain trans-
action/operation can actually do so. The identity of a user is verified 
through strong asymmetric cryptography algorithms.

TIMESTAMPING DLT systems embed timestamping to coordinate nodes in an asynchro-
nous way. This property can be applied to prove that information existed 
when the timestamp had been created.

RESILIENCE Because DLT are distributed systems made by a reasonable high num-
ber of nodes, they are highly resilient systems: each node stores all the 
history of transactions solving the single points of trust and failure prob-
lems affecting, by definition, any centralised system. This applies also to 
physically segregated systems as there can always be the possibility for 
insider threats. For instance, by outsourcing parts of a digital identity 
management infrastructure to an independent network such as a public 
blockchain, DLT systems structurally reduce the attack surface available 
to malicious insiders.

IMMUTABILITY DLT systems offer by design practically immutable records of their trans-
actions history primarily by employing both cryptographic hashing func-
tions and consensus mechanisms. Indeed, depending on several char-
acteristics of a distributed ledger such as the number of nodes, the type 
of consensus mechanism and cryptographic hashing functions used, it is 
considered practically unfeasible also for well-funded adversaries to dis-
pose of the necessary computational resources to hijack a majority of the 
nodes, corrupt data by changing the whole chain of blocks and rewrite 
transactions history. Accordingly, DLT systems resistance to quantum 
computing attacks is currently being researched and developed [28].

NON-REPUDIATION Non-repudiation is a security service that provides unforgeable evidence 
that a particular action has occurred [29]. The service provides crypto-
graphic evidence in electronic transactions so that, in case of disputes, it 
can be used as a confirmation of an action [27].

Table 1: DLT systems main features and quality attributes
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Table 2:  DLT systems main challenges

Challenge Public Blockchains Permissioned DLT

Scalability Public blockchains cannot process a high number of 
transactions per second, if compared to centralized sys-
tems. The throughput is limited to a few transactions per 
second. [27]. At the contrary, they have generally no prob-
lems in increasing the number of concurrent nodes con-
nected to the network.

Permissioned DLT systems offer better through-
put performance in terms of transactions per 
second. Nevertheless, they suffer of technical 
constraints in viably increasing the number of 
nodes above a certain threshold. [30]

Performance Alongside throughput efficiency, latency in both data 
transmission and append-only operations can be a limit in 
some use cases, particularly in the domains of financial 
services and the Internet of Things.

Permissioned DLT systems usually perform bet-
ter than Public Blockchain in terms of throughput 
efficiency and latency. However, they suffer from 
performance degradation when the number of 
nodes increases above a certain threshold. [30]

Adaptability Especially in public blockchains, once the system is oper-
ational, it is hard to change configuration parameters such 
as consensus mechanisms. 

This may not be the case for permissioned DLT 
systems designed to offer pluggable consensus 
capabilities.

Privacy Public blockchains are inherently transparent and offer 
limited privacy usually achieved with pseudonymity. There 
are however newer public blockchains (i.e. Monero [31]) 
that are able to keep transactions details private using 
Zero Knowledge Proof [32] and related cryptographic 
methods  

Some permissioned distributed ledgers are de-
signed to embed a privacy layer to deploy use 
cases where information must be accessed on 
need-to-know basis. Nevertheless, there are 
claims that adding privacy layers on DLT is not 
straightforward and can add quite a significant 
amount of complexity [33]

Interoperability It is still a challenge to have different public blockchain 
systems to seamlessly communicate with each other 
efficiently. 

It is still a challenge to have different DLT systems 
to seamlessly communicate with each other 
efficiently.

Energy 
efficiency

Public blockchains based on Proof-of-Work are costly to 
run and burn significant amounts of electricity to secure 
the network against cyberattacks such as Distributed De-
nial of Service [27]. More recent public blockchains imple-
mentations, however, use different types of consensus 
mechanisms (e.g. Proof-of-Stake) that do not require high 
electricity consumption to operate.

Not having a Proof-of-Work consensus mecha-
nism, permissioned DLTs do not have the same 
amount of energy expenditure as the Public 
blockchains based on that specific consensus 
mechanism.

Easiness  
of use

Interacting with a public blockchain is not usually straight-
forward for the average user. If we consider also that mis-
takes are, as well, immutable, we can see how this is still 
an area that needs improvements.

On a permissioned DLT system, the user inter-
face can be built in a way that it is easier to inter-
act. It should be noted however that also in this 
case mistakes will remain written on the ledger. 
Moreover, on permissioned DLT system it should 
be considered also the complexity of maintaining 
the network by IT personnel [33] 

Transaction 
cost

Transacting on public blockchains can be expensive as 
the fees depend on the price of the underlying cryptocur-
rency or token, which is usually prone to high price volatil-
ity and the fee structure of each network, which depends 
on the incentives conditional on the consensus mecha-
nism (e.g. requiring high transaction speeds results in in-
creased transaction fees). 

Many permissioned DLT systems do not rely on 
an underlying cryptocurrency as an incentive 
mechanism and, therefore, the cost per transac-
tion is entirely dependent on the use case. How-
ever, on permissioned DLT systems, infrastruc-
ture setup cost is a fundamental parameter to 
consider for deployment and maintenance.

Limited  
storage space

As a consequence of the high number of data replicas 
(e.g. on a public blockchain network the data is replicated 
on every full node) and the fact that historical data is not 
deleted, the amount of data stored on a distributed ledger 
should be kept to a minimum. This is especially true for 
public blockchains, because the paid fees are proportion-
al to data volumes. 

Also in permissioned DLT systems the stored 
data on the ledger should be kept to a minimum 
as the stored data is replicated on different loca-
tions and historical data is not deleted, meaning 
that the storage need will grow over time.
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of course. However, we selected the challenges listed be-
low as we maintain that they are mostly relevant in the nu-
clear sector. 

Considering that these challenges have different applicabil-
ity on public blockchains and permissioned DLT systems, 
we summarised them in Table 2 with a different description 
for the two families. 

After briefly introducing a series of benefits and challenges 
of DLT systems, in the next section we will elicit our meth-
odological choices.

3.	 Methodology – a Proof-of-Concept strategy

Starting from DLT systems’ properties, we performed de-
ductive inferences intended to define use cases in the nu-
clear sector that, in our view, more adequately adapted to 
such properties. We endorsed this type of methodological 
approach, because our primary goal was to evaluate in 
practice the tangible benefits and challenges that would 
arise by applying DLTs systems’ properties to the nuclear 
sector in view of adding value to nuclear safeguards. In 
turn, we adopted a Proof-of-Concept [34] strategy for soft-
ware design to implement use cases’ requirements. In fact, 
both enterprises and institutions commonly use this strate-
gy to test new products and technologies while avoiding 
putting too much financial effort at stake. Because the 
technology is new and in continuous evolution, hands-on 
experience is essential. In this view, the ultimate goal of a 
Proof-of-Concept strategy is to provide evidence-based 
recommendations on whether  what we are attempting to 
achieve is actually feasible and could add tangible value to 
nuclear safeguards business processes.

In both the use cases on containment and surveillance and 
on the decentralized timestamping of radiation protection’s 
data, we endorsed the MoSCoW method [35]: a categori-
zation method for software design that uses the following 
modal adverbs to better clarify the requirements’ priority: 
Must, Should, Could and Would. Moreover, considering the 
nature of the software artefacts to be developed, we are 
performing design and implementation using the Software 
Prototyping methodology [36] Short and fast iterations ena-
bled us to quickly test the functionalities that we intended 
to deploy, and to have a working prototype that can be 
easily shown to domain experts and other stakeholders 
involved.

For the digitalization of the radiation passbook, we en-
dorsed LEAN-UX [37], an Agile method for software re-
quirements analysis. Standing for Lean User Experience, 
LEAN-UX enabled us to define hypothesis statements for 
each stakeholder type, creating use case scenarios in a 
bottom-up process and in a language accessible to both 
business and technical domain experts. In particular, a 

Radiation Protection Expert colleague at the Joint Re-
search Center and his team members could directly inform 
use case requirements without leaving much space for our 
misinterpretation.  

After requirements analysis and co-creation, software de-
sign and development together with testing and evaluation 
phases of our approach have been dealt with the endorse-
ment of the software design and implementation methodol-
ogy named Behaviour Driven Development (BDD) [38] [39]. 
With BDD we designed and developed sample smart con-
tracts for the digitalization of the radiation passbook, ac-
cording to the three phases arguments of this methodolo-
gy: Given (validates the input), When (processes the 
contents); and Then (prints out the results). 

In the next section, we will present three key DLT systems’ 
properties that while they are partly derived from non-strict-
ly safeguards domains of the nuclear sector, they neverthe-
less add, in our humble view, value to nuclear safeguards.

4.	 Key DLT systems properties adding value to 
nuclear safeguards

4.1	 Practical immutability for sensors identity 
management

In nuclear safeguards, several types of equipment and de-
vices such as sensors, cameras and seals are used to en-
sure that proper containment and surveillance is applied 
throughout the fuel cycle. Their deployment is crucial to 
help inspectorates in formulating safeguards conclusions, 
because their data can provide relevant information on 
what has happened inside a facility. 

Especially in modern times, most of these devices are elec-
tronic in nature, can send remotely their data to an inspec-
torate, in case connectivity is present and the operator 
agrees to it, and are equipped with hardware security mod-
ules capable of performing asymmetric cryptographic op-
erations on the data produced. Asymmetric cryptography 
[40] is based on the concept of private and public keys: 
these two keys are mathematically related to each other so 
that a message encrypted with one key can be decrypted 
with the other one and vice versa. The private key is secret 
and stored on a secure memory inside the device, while 
the public key, as the name suggests, can be shared with 
anyone. In our case, asymmetric cryptography is used to 
digitally sign data so that who receives them or retrieves 
them from the device’s memory can verify both data prove-
nance (i.e. the identity of who created the data) and integri-
ty (i.e. the absence of data modif ication af ter the 
signature). 

To achieve this outcome, who retrieves the data must know 
the public key associated to the private key used to sign 
them. This can be done in two ways: a simple approach 
prescribes that before installing the device, the inspectorate 
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record on a master list the association between the de-
vice’s identity and its public key. A more robust approach, 
currently used, prescribes instead that the public key be in-
serted into a digital certificate, created and signed by a 
Certificate Authority, in our case owned and controlled by 
the inspectorate. This second approach is generally known 
as a Public Key Infrastructure (henceforth, PKI) [41].

Both these approaches are vulnerable to an insider threat 
scenario. In fact, if someone is able to modify an entry on 
the master list, or to issue a valid while non-authorized cer-
tificate, s/he can do it so that even a tampered or fake de-
vice will have its own entry on the master list or its own val-
id certificate. If that is the case, data sent from the 
tampered or forged device will be recognized as authentic, 
leading to the possibility for a well-funded malicious entity 
to provide counterfeit data to the inspectorate with the goal 
of hiding material’s diversion or other illicit operations. 
Moreover, the same person or group of people that has ac-
cess to the systems used to record relations between a 
public key and a device’s identity (i.e. the master list or the 
Certificate Authority) could also delete traces of their opera-
tions (e.g. log entries). All this could increase the chances 
that their actions will go indefinitely undetected.

This kind of issue is pervasive to every traditional PKI, hav-
ing to rely on a Certificate Authority that is trusted by de-
fault [42] and consequently it is present in our case as well. 
In our exploratory research, we initially considered exclu-
sively a specific type of safeguards device, i.e. surveillance 
cameras. Accordingly, we developed a Proof-of-Concept 
software implementation to address this specific issue by 
leveraging on the practical immutability property of data 
registered on a public blockchain. 

More in particular, modern surveillance cameras deployed 
in nuclear safeguards produce digitally signed video 
streams. Key pairs are randomly initialized during the cam-
era’s setup and the public key is used to create a certificate 
signing request that, in turn, enables the inspectorate’s in-
ternal Certificate Authority to generate a certificate. Two 

different algorithms for asymmetric cryptography are em-
ployed: the Digital Signature Algorithm (DSA) is used to dig-
itally sign every single frame, while the Rivest-Shamir-Adle-
man (RSA) algorithm is used to digitally sign an entire daily 
video stream. The respective private keys used for the sig-
natures are stored on a secure memory inside the camera, 
automatically zeroed in case a tampering attempt is detect-
ed, whereas the corresponding certificates (containing the 
public keys also stored within the camera) are embedded 
in the video stream file itself. 

When the inspectorate receives a new video stream, it is 
therefore able to verify the correctness of each signature 
and the validity of the certificates (Figure 1). As mentioned 
above, while very robust, this process is vulnerable to at-
tackers or malicious insiders whom, by having access to 
the Certificate Authority used to generate the certificates, 
are enabled to forge new, albeit unauthorized, certificates 
to be assigned to tampered cameras. 

 We therefore propose a scenario whereby every certificate 
(or public key, in case we are referring to the simpler master 
list approach) is hashed and registered on a public block-
chain [43]. In applied cryptography, a hash results from a 
cryptographic operation that from an input of any size cal-
culates an output of a fixed (usually smaller) size. For each 
input value there is a single output, but the opposite is not 
true: from an output, there are multiple (infinite in fact) input 
values that would lead to it. The hashing function is there-
fore mathematically irreversible. Thanks to this property of 
one-way cryptographic hashing functions, a hash therefore 
is not a sensitive information. Hence, the hash of a certifi-
cate can be recorded on a publicly accessible system with-
out the danger to reveal confidential information. Moreover, 
even a single bit changed on the input causes a huge dif-
ference on the output. Such difference, unless the used 
hashing algorithm has vulnerabilities, is not predictable, so 
that there is no way other than pure brute forcing to try to 
obtain a specific output [44].

Figure 1: The original video authentication workflow
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In other words, if these hashes are recorded somewhere 
where they cannot be modified (e.g. a blockchain), we can 
use them to check whether a certificate that we have re-
ceived is exactly the same one that was initially generated 
during a surveillance camera‘s initialisation, by calculating 
again the hash and comparing it with the registered one.  

By registering the hash of issued certificates on a public 
blockchain, we ensure that such hashes would benefit from 
the practical immutability that data stored on a public 
blockchain take on. This in turn ensures that there will al-
ways be a trace left of every certificate issuance operation, 
enabling us to keep this log of information monitored to de-
tect suspicious certificate issuance operations, and leading 
eventually to flagging the corresponding camera (and its 
video streams) in order to raise attention.

Indeed, and conversely, if malicious actors could gain con-
trol of the inspectorate’s internal Certificate Authority to is-
sue a new digital certificate for a tampered camera, they 
would have to register such operation on the blockchain 
otherwise the new malicious certificate would not be rec-
ognized as valid. By doing so, they leave an undeletable 
trace of their malicious operation that can be detected. 

Also in the simpler master list case, attackers, assuming 
that they are capable of penetrating and gaining control of 
the centralized system, could either tamper with or substi-
tute a camera and modify the relative entry on the master 
list to match the substitution and make it looks like as if the 
substitution never happened. Storing such information on a 
blockchain would instead require rewriting part of the trans-
actions history to match a locally stored public key with the 
one linked to the hash stored on-chain. 

For this use case, we are focusing specifically on public 
blockchains and not on permissioned DLT systems. The ra-
tionale behind this decision is based on two considera-
tions: firstly, having underlined that hashes are not sensitive 
information, from which it is practically unfeasible with cur-
rent technology to retrieve the original information, we can 
claim that we do not need confidentiality in this use case. 
Secondly, the immutability property that data acquires on a 
blockchain can be considered fully achieved especially on 
public blockchains. We can argue this because either to al-
ter or to delete stored information, attackers should mali-
ciously operate a majority of the public blockchain’s nodes 
to attempt rewriting transactions history with modified data. 
This operation requires increasing resources as time pass-
es and blocks accumulate. Notwithstanding how well-fund-
ed attackers might be, it is considered practically unfeasi-
ble to successfully rewrite the transactions history on public 
blockchains with a considerably high number of nodes 
without being detected by the rest of honest nodes. As an 
example, at the time of writing, on the Bitcoin network no-
body has ever been able to perform a successful attack of 
this sort.

This form of assurance on immutability is generally stronger 
than the one provided by permissioned distributed ledgers. 
In the latter case, there is a lower number of nodes and, 
consequently, data manipulation can occur, in theory, if the 
participants of the DLT system’s network jointly agree to do 
so [45]. Obviously, such a scenario is hard to image in Nu-
clear Safeguards, but it could nevertheless happen in prin-
ciple (e.g. a coalition of malicious states corrupting inspec-
torates’ system administrators). Some permissioned DLT 
infrastructures partly address this by periodically publishing 
on a public repository (e.g. on social media, newspapers or 
websites) a hash that represents an anchor to their private 
data [26]. In this way, even in the case where all the partici-
pants to the permissioned DLT jointly decided to alter data 
stored in the distributed ledger, there would still be an un-
ambiguously identifiable mismatch with the published 
hashes. While this solution is certainly valuable, especially 
in the case of confidential data, where it would be not pos-
sible to use a public blockchain, in our specific case it 
would represent too much of a burden considering that we 
do not need confidentiality. More importantly, by choosing 
to adopt a public blockchain, we do not have costs and 
other organisational issues related to the infrastructure set-
up and maintenance, because those public blockchain net-
works that we analysed are already existing and there are 
no barriers of entry. 

To showcase this approach, and initially focusing on the 
simpler public keys master list case, we created three im-
plementations using three different public blockchains, i.e. 
Bitcoin [12], Ethereum [22] and Algorand [46] for managing 
surveillance cameras’ digital identities. Selection criteria 
considered three facets: (1) overall security of the block-
chain network, (2) flexibility in terms of possibility to add 
features other than merely storing information (e.g. the pos-
sibility to authorize only specific accounts to store either 
certificate or public key’s hashes), and (3) cost associated 
to transactions fees. We therefore identified the following 
public blockchains according to these rationales: the Bit-
coin network has not been disrupted from its inception to 
the time of writing. This makes it the oldest and most se-
cure public blockchain available for experimentation. Sec-
ondly, Ethereum offers one of the most widely used plat-
forms for smart contracts deployment. Thirdly, Algorand 
has very low transaction fees and it enables to provide sig-
nature delegation capabilities for smart contracts. This last 
property is relevant to be tested for the use case at hand, 
because it could enable inspectorates from regulatory 
agencies such as IAEA and EURATOM to share responsi-
bilities when installing common infrastructure. 

A generalized architecture of the proofs-of-concept imple-
mented with these three blockchain networks is depicted in 
Figure 2

The architecture spans across three loci: the inspectorate 
premises, the nuclear facility and the connection channels 
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between the two. The novelty, with respect to the tradition-
al master list approach, lies on the utilization of a public 
blockchain network to store hashes of a camera’s public 
keys. 

First, in the Bitcoin proof-of-concept implementation, we 
proceeded accounting for the protocol constraint that a 
maximum of 83 bytes of arbitrary data can be recorded in 
a Bitcoin transaction. While they are not sufficient for stor-
ing DSA and RSA public keys, they are enough for storing 
the public keys’ hashes. The transaction identifier is a 
pointer to the Bitcoin blockchain where it is possible to lo-
cate the camera identifier and the hash of the correspond-
ing public key. The drawback is that this adds the small 
overhead to set up a local database for managing transac-
tion pointers, because searching the Bitcoin blockchain to 
retrieve public keys’ hashes without a pointer would greatly 
reduce performance. It is nevertheless important to note 
that such transaction pointers’ database is not a single 
point of failure, because it can be rebuilt in case of data 
loss for analysing the blockchain.

Secondly, on Ethereum, it is possible to implement the 
same model by using smart contracts. Contrary to Bitcoin, 
there is no need to set up a local database to store trans-
action pointers, as the smart contract is natively equipped 

with storage capabilities that enables quick information re-
trieval. However, compared to a traditional software, the 
implementation phase needs to put more emphasis on the 
testing part, as fixing bugs on smart contracts is more 
complicated. Indeed, once deployed a smart contract can-
not be modified but must be deactivated and redeployed. 
In all cases, by virtue of the remarkable volatility of native 
cryptocurrencies on both Bitcoin and Ethereum networks, 
transaction costs can change swiftly. Volatility and transac-
tion costs are thus important elements to take into account 
when defining added value and business viability of this so-
lution at scale. 

Finally, as a response to high volatility and transaction costs 
to curb the effect of highly volatile cryptocurrencies, Al-
gorand can be an appropriate candidate as it offers a very 
low transaction cost of 0,0002 USD per transaction with 
storage capacity of up to 1 Kb of data per transaction. 
However, Algorand’s smart contract semantics is less pow-
erful than Ethereum’s, but thanks to it, it also reduces the 
possibility that bugs are introduced in the system. The main 
drawback with Algorand is that storage capacity must 
grow quicker over time, if compared to Bitcoin and 
Ethereum.

Figure 2: General high-level architecture of the process monitoring use case (source [43])
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In summary, the simple proof-of-concept implementations 
that we developed on the Bitcoin, Ethereum and Algorand 
public blockchain networks enabled us to confirm that the 
idea of using the immutability property of public block-
chains to store hashes related to digital identities of safe-
guards sensors is correct and implementable. Such result 
shows that DLT not only can have a role in Nuclear Material 
Accountancy, as shown by the referenced research on DLT 
and Safeguards, but also in Containment and Surveillance.

At this stage we are not proposing a specific public block-
chain network for further implementations as that choice 
would be dependent on specific application requirements 
that are usually formulated on a more advanced implemen-
tation stage (i.e. a pilot project). In case of further develop-
ments, it is indeed of the utmost importance to clearly iden-
tify and detail, together with the relevant stakeholders, what 
are the requirements and constraints that such a system 
should consider (e.g. total number of sensors, average 
number of maintenance operations in a sensor lifetime that 
require the reissuing of a certificate, advanced features like 
signature delegation, etc.). The final decision on the specif-
ic blockchain network to use shall be derived considering 
such detailed requirements and constraints. 

Potential further applications in the containment and sur-
veillance domain can be summarised as follows:

•	Not only surveillance cameras, but all digital sensors em-
bedding strong security features (e.g. fiber-optic seals, la-
ser scanners and in principle all sensors used in safe-
guards) can benefit from the added security of their 
identities by applying what has been described in this 
section. 

•	Analogue sensors could also benefit from it as long as it 
is possible to derive a “unique” signature of the sensor via 
signal analysis. If that is possible, what has been de-
scribed in this section can be applied by registering a 
hash of the signature on a public blockchain.

•	Ad-hoc scripts/libraries could be developed for custom 
sensors to offer the identity registration on the blockchain 
as an additional feature.

4.2	 Data anchoring through decentralised 
timestamping

A second property of DLT systems applied to nuclear safe-
guards is decentralised timestamping for data anchoring 
on public blockchains. 

Data anchoring [47] refers to the process of taking every 
piece of meaningful data, calculate its hash and publish it 
on an immutable timestamped repository (e.g. a public 
blockchain).  By doing so, without disclosing any sensitive 
information thanks to the nature of the hash (as explained in 
section 4.1), we have a secure way to check if a specific 

datum was modified simply by recalculating its hash and 
comparing it with the registered one. It is important to note 
that other than the immutability of the hash, also its associ-
ated timestamp is relevant in this process as it gives a pre-
cise indication on when that hash was registered and 
therefore from which point in time we can speculate on the 
integrity of the underlying data.

Applying this process to safeguards enables us to generate 
proofs of existence for nuclear safeguards data, files or 
events, i.e. that data existed at the time when the times-
tamp had been created and was not modified ever since. 
The added value of this process lies on the possibility to 
check with certainty if information has been modified. In 
particular, this feature not only provides an additional inter-
nal security measure for an inspectorate (e.g. as a way to 
check integrity of backups, archives and whatsoever rele-
vant data), but also an increased layer of transparency to 
prove to external parties that the data used to draw safe-
guards conclusions have not been tampered (e.g. in case 
of disputes). 

While it could be argued that integrity of digital data can be 
proved also with digital signatures, it should be noted that 
the difference in the two approaches (i.e. data anchoring 
on public blockchain versus digital signature) lies on the 
timestamp. Timestamping of data per se is not a novelty 
and can be already implemented by a Time Stamping Au-
thority as it happens within the digital signature context. 
Considering that the timestamping is coming from a third 
party, there is however the concrete possibility that a Time 
Stamping Authority could make a mistake or misbehave, 
thus providing an incorrect timestamp [48].

On a public blockchain, by contrast, each new block is 
timestamped when it is created. Such timestamp cannot 
deviate from real time, because it must be temporally situ-
ated strictly after the previous block, but not too far in the 
future. For instance, on the Bitcoin blockchain a new block 
is discarded, even where formally valid, if its timestamp 
points to a time situated more than two hours after the lat-
est block [21]. As a downside however, we need to consid-
er that such timestamps cannot be considered extremely 
precise (e.g. on Bitcoin we should consider a timeframe of 
2 hours uncertainty) and therefore they cannot be used for 
applications where timestamping precision is fundamental. 

To explore the feasibility of the decentralised timestamping 
to ensure data integrity, in the domain of radiation protec-
tion (our first use case in this field) we explored the Open-
Timestamps protocol to notarise dosimetry data stored on 
legacy systems at the Joint Research Center, i.e. the Uni-
fied Dosimetry System (henceforth, UDS). The OpenTimes-
tamps protocol was firstly proposed by Peter Tood in 2012 
[49]. It is an attempt at standardising and solving the scala-
bility and cost issues of timestamping on a public block-
chain. Merely notarising every single data element on the 
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blockchain, in fact, would lead to the creation of a high 
number of transactions that are both expensive (taken as a 
whole) and may clog the blockchain itself by increasing its 
size too much and by raising the average fee for a transac-
tion to be committed. [50].

The idea proposed by the OpenTimestamps protocol is 
simple and efficient: instead of timestamping and register-
ing on the blockchain individual hashes, the protocol aims 

at creating Merkle Trees of data hashes, registering only 
the root element of the tree on the blockchain as depicted 
in Figure 3. In cryptography, a Merkle Tree [51] is a data 
structure used for data verification. It is a binary tree where 
each leaf node (i.e. all nodes that do not have any child) 
contains the hash of some data block, and each non-leaf 
node contains the hash of its child nodes, up to the root el-
ement of the tree (i.e. the only element that has no parents). 

Figure 2: OpenTimestamps protocol: highlighting the path from the Document A (DA) up until the Bitcoin block. In green are highlighted the 
information contained on the registration proof, which enable to verify mathematically, together with the original data (in yellow) that the 
information has indeed been timestamped on the Bitcoin blockchain (source: [52])
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The properties of both hashes and Merkle trees enable an-
yone to verify mathematically that the tree’s root element 
stored on the blockchain has been derived taking into con-
sideration also the hash of a specific datum: to do so it is 
fundamental to have the list of operations applied starting 
from the original data to the root element. 

To be useful this timestamping process requires that two 
preconditions be met:

•	The original timestamped data must be available over 
time as is, with absolutely no modifications.

•	The proof of registration must be stored together with the 
original data as the validity of the timestamp is confirmed 
only by having both of them.

If both requirements are satisfied, who requested the 
timestamp can mathematically prove the existence of that 
particular data at the timestamp calendar date.

The required infrastructure is composed at minimum only 
by a machine to implement the client-side of the Open-
Timestamp protocol. 

Such client will:

1.	 Calculate the hash of the data to be timestamped. To 
be more precise, such hash will be modified by 

appending a nonce (i.e. a random number) and re-
hashing the result to avoid involuntary information ex-
posure on the original data, but for simplicity we can 
consider it as being a simple hash of the data.

2.	 Send the hash to a calendar server, which is a server 
responsible of aggregating multiple timestamping re-
quests by generating a Merkle Tree, and of ultimately 
registering the tree’s root element on the blockchain.

3.	 Receive back from the calendar server the information 
related to the operations performed starting from the 
original request that leads to the Merkle Tree root in-
serted on the blockchain transaction and up until the 
block header of the blockchain block. This information 
will be used together with the list of operations per-
formed to generate the data’s hash (see 1st step) to 
generate the proof of registration: a file that lists all op-
erations performed to be stored together with the 
original data. 

4.	 Independently verify, starting from the original data 
and the registration proof, if indeed by repeating all 
the operations we can confirm that there is a block on 
the blockchain that proves such data existed when 
the block was created.

Figure 4: High-level view of how an OpenTimestamps architecture connected to Unified Dosimetry System
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As briefly explained, to perform all these operations, the cli-
ent needs to interface itself with two other servers: a calen-
dar server for the registration operations and a blockchain 
node (i.e. a machine which has downloaded the complete 
blockchain and keeps it synced through the consensus al-
gorithm) for the verification.

To be completely secure from any man-in-the-middle at-
tack, it is not recommended to use third party services, but 
instead to deploy an owned blockchain node. In fact, if the 
verification phase is performed through an external block-
chain monitor (i.e. a webservice provided by a third party 
that permits to query easily the blockchain without having 
to download it), nothing can ensure us that the verification 
itself is not tampered.

The calendar servers instead could still be public (i.e. of-
fered by third parties) considering that (1) they do not re-
ceive the original data and (2) the received proofs are inde-
pendently verif ied. A private calendar server can 
nevertheless be deployed in case it is desirable to be com-
pletely independent from third party’s services (e.g. for 
business continuity reasons).

The OpenTimestamps protocol, born with the Bitcoin 
blockchain, nowadays works also with other public block-
chains. It is therefore possible to publish the same proof of 
existence on different blockchains to make it even more 
tamper resistant. To do so, it is necessary to add additional 
calendar servers, each one devoted to a particular public 
blockchain. Obviously, also for the verification part, one 
node for each blockchain used needs to be locally present 
to guarantee a better security.

In Figure 4, it is depicted how a high-level architecture of 
the system would be:

This approach enables the sustainable use of a public 
blockchain as a reliable while decentralised timestamping 
authority. 

Further potential applications of data anchoring could be:

•	All relevant data, declarations, reports, which an operator 
or the inspectorate might need to be able to prove their 
existence at a given time and un-alteration ever since, are 
suitable for this approach.

•	Secure software update (e.g. of containment and surveil-
lance devices) by timestamping executables.

Among these possible further applications, we will initially 
focus on the application of this approach for data integrity 
in the context of nuclear material accountancy. Indeed, in-
dividual nuclear facilities may voluntarily transmit reports or 
other form of information to EURATOM and IAEA via mail-
box. There are cases, however, where this additional infor-
mation is not sent directly to the inspectorates but must re-
main on the facility’s premises to be retrieved manually by 
the inspectors. In this case, this type of information on 

nuclear material accountancy would add value to nuclear 
safeguards as it could be timestamped following the same 
steps of the process described above for radiation protec-
tion data anchoring to ensure that they are not modified 
once inserted in the system. 

4.3	 Structural auditability of dosimetry data

While the previous two properties of DLT systems that can 
add value to nuclear safeguards emerged from the domain 
of public blockchains, we inferred a third added value from 
another property of DLT systems, i.e. structural auditability 
of data on a permissioned distributed ledger. Also known 
as consortium blockchains, permissioned DLT systems en-
able the creation and the broadcasting of transactions only 
by nodes that have permissions to write new blocks on the 
ledger. The requirement that only authorised parties can 
manage certain types of data after permission is granted is 
normal practice in the use case on radiation protection data 
management that we will analyse in this section. 

As we argued above, if compared to public blockchains, 
permissioned DLT systems can count on a definition of im-
mutability only in the limited sense that it is difficult for a 
participant to modify data on all the nodes. There could be, 
however in principle, a potential collusion risk if all partici-
pants jointly decided to modify transactions history record-
ed on the permissioned distributed ledger. 

Contrary to public blockchains designed for environments 
dominated by high distrust among participants usually op-
erating with pseudonyms, deployment of permissioned dis-
tributed ledgers can nevertheless be beneficial in all the 
cases where higher levels of trust than those characteristic 
of public blockchains already exist among participating 
stakeholders (e.g. between nuclear operators and inspec-
torates). Moreover, permissioned distributed ledgers are 
recommended when stakeholders also share the require-
ment to preserve confidentiality of data exclusively accessi-
ble by those with permission. 

In the use case scenario analyzed in this section, i.e. the 
digitalization of the radiation passbook on a single shared 
infrastructure, there is indeed already present a significant 
level of trust among clearly identifiable stakeholders: an au-
thority issuing a radiation passbook, Radiation Protection 
Experts at every site, Medical Physics Experts and radia-
tion protection workers. In our scenario, RPEs are the only 
actors with permission to create new blocks and write digi-
tally signed transactions on the distributed ledger. In this 
specific use case, confidential data are directly written and 
shared on the ledger, and this is the reason for the selec-
tion of a permissioned DLT system and not a public per-
mission-less one. In other words, in the test for the use 
case on containment and surveillance, because no confi-
dential information was shared, a public distributed ledger 
was selected. While in this use case on radiation protec-
tion, a permissioned distr ibuted ledger enabl ing 
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confidentiality (also providing immutability as for every DLT 
system) by design, was the correct technology selection 
outcome.

By virtue of their network and data structure, permissioned 
distributed ledgers embed auditability and non-repudiation 
properties, because all parties with access permission can 
write and read information on a need-to-know basis. Struc-
tural auditability is a property of DLT systems resulting from 
ordering and timestamping signed dosimetry data transac-
tions that cannot be repudiated. The added value is three-
fold: (1) higher efficiency in information sharing; (2) lower 
number of clerical errors thanks to going paperless through 
smart contracts’ automation; and (3) creation of forensic 
evidence that can help solve disputes on legal liability. As 
we will discuss below, these three added values emerged 
from a use case in the nuclear sector of radiation protection 
could also be applied to nuclear safeguards, specifically in 
the domain of nuclear material accountancy.

In particular, the radiation passbook is a paper booklet of 
the dimension of a conventional passport. It lists fields to 
record employees and inspectors’ personal data, and a list 
of approved compilers, i.e. Radiation Protection Experts 
with their signatures. Moreover, the radiation passbook 
registers an employee’s occupational exposure to radia-
tions and any involvement in accidents. In turn, it records 
the 5-year dose limit, the dose assessment for the calendar 
year;  the est imated doses in  mSv in another 

employer’s-controlled area(s); Whole Body Count; Radio-
toxicologial monitoring; medical examinations; fitness-for-
work in normal and in case of arduous conditions; and ra-
diation protection training. A f inal section includes 
important addresses and telephone numbers, specifically 
Headquarters, Medical Service and Radiation Protection 
Experts. 

The choice to explore DLT systems’ applications for the ra-
diation passbook was initiated by acknowledging the fact 
that nuclear safeguards workers travel to different loca-
tions, where they are potentially exposed to radiation. How-
ever, data related to absorbed doses during missions are 
rarely shared between their employer and the nuclear in-
stallation. Indeed, workers carry two separate dosimeters: 
exposure to ionising materials is measured using both their 
employer’s and nuclear installations’ dosimeters. Using a 
permissioned DLT system, it is possible to digitally record 
and share dosimetry data to track radiation exposure of 
workers as depicted in Figure 5:

As a hands-on proof-of-concept exercise, we implemented 
sample smart contracts using Zenroom [53], an output im-
plementation funded by DG CNECT to research distributed 
applications for compliance with the EU General Data Pro-
tection Regulation [54]. Zenroom is a trusted execution en-
vironment with no external dependencies. It comprises a 
tiny library (1Mb) and requires low memory usage (600 Kb – 
2 Mb). It runs smart contracts written with Zencode, a 

Figure 5: High-level schema of the digitalisation of the radiation passbook
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human readable, English-like Domain Specific Language 
[29]. Zencode language design followed the principles of 
language theoretic security [55] formally verifying that smart 
contracts are free of currently dominant classes of bugs 
and vulnerabilities. 

This design approach implements a memory model based 
on Behaviour Driven Development that segregates from ex-
ternal calls input (Given), processing (When) and output 
(Then) phases of a smart contract’s encoding and execu-
tion. The result is a highly efficient process virtual machine, 
which provides a powerful smart contracts semantics less 
prone to unexpected data change and control flow bugs 
[56], i.e. the classes of bugs that led, for instance, to the 
2016 ‘DAO hack’ on the Ethereum blockchain [38]. Figure 6 
depicts the Zencode processing memory model:

In our implementation, deterministic smart contracts have 
been encoded to issue a digitalized version of the radiation 
passbook authenticated through electronic sealing by 
means of Elliptic Curve Digital Signature Algorithm (ECSDA) 

digital signatures. Moreover, we implemented smart con-
tracts to process digital signatures in order to provide RPEs 
with the means to proof dosimetry data provenance, non-
repudiation and ensure confidentiality. Signed dosimetry 
data can thus be stored on a permissioned distributed 
ledger. 

We ran a test using Zenroom integrated as a transaction 
processor on the Hyperledger Sawtooth permissioned dis-
tributed ledger. Hyperledger Sawtooth offers the flexibility 
for pluggable consensus and smart contract virtual ma-
chines [57]. In particular, we implemented a version of Hy-
perledger Sawtooth v1.0.1 ordering transactions with Prac-
tical Byzantine Fault Tolerance [39] consensus, whereby no 
more than one third of the nodes (rounded down) can be 
unreachable or dishonest at any given time. In the future, 
we will aim to complement confidentiality and non-repudia-
tion with a data aggregation module to update dosimetry 
data history on the radiation passbook each time a nuclear 
safeguards worker completes a mission. 

Figure 6: High-level schema of the Zenroom virtual machine’s memory model (source [37]).
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As also stated by other research institutes in the nuclear 
sector [7] [8], we also believe that a system similar to the 
one described for this use case, based on a permissioned 
DLT system, could be implemented applied to add value to 
Nuclear Material Accountancy and Control business pro-
cesses. For instance, using a permissioned DLT system to 
process nuclear material accounting records could enable 
near-real time reporting as data, e.g. an Inventory Change 
Report is shared to relevant stakeholders (strictly on a 
need-to-know basis) immediately after it is issued. Moreo-
ver, structural auditability would provide early data analysis 
with the goal of detecting red flags soon enough to prompt-
ly address potential criticalities. Secondly, smart contracts 
could automate data validation and reconciliation opera-
tions, i.e. transit matching. Finally, a permissioned DLT sys-
tem would offer a single source of truth to all stakeholders 
involved, providing also in this case a source of forensic ev-
idence to help address disputes in nuclear material 
accountancy.

However, we anticipate that DLT systems applications on 
nuclear material accountancy must be carefully studied 
and tested, because there are several constraints that 
could hinder their applicability. While a complete feasibility 
study on this specific topic is not within the scope of this 
paper, we report some examples of constraints, also ana-
lysed in related work [7], which should be carefully consid-
ered when designing permissioned DLT system applica-
tions in the context of nuclear material accountancy at an 
international level:

—— International Regulations: since some regulations, for 
instance EURATOM Regulation 302/2005, details quite 
specifically how Nuclear Accountancy Reporting must 
be performed, new systems must accordingly be com-
patible with the standard procedure listed on this 
regulation.

—— Data locality: some nation states forbid reliance on 
safeguards related data other than the official account-
ancy records (e.g. safeguards sensors data, mailbox 
declarations) from leaving either the country or the facil-
ity premises where they are produced. Consequently, a 
DLT system shall implement measures to provide data 
locality on some categories or data, or that such sys-
tem should be used only to provide proof of existence 
and non-alteration and not to store the actual data.

—— Data transmission format: some nation states forbid the 
usage of electronic communications media for sending 
accounting records to inspectorates. As stated in the 
previous point, this could mean that a DLT system 
should be used only as an additional integrity layer and 
not to store the actual data.

5.	 Conclusion and potential way forward

In this paper, we presented three key properties of DLT 
systems, whose application has been transversal to the nu-
clear sector in general with special emphasis on added val-
ue to nuclear safeguards: practical immutability, data an-
choring through decentralised timestamping for public 
blockchains and structural auditability for permissioned 
DLT systems. Practical immutability adds value by increas-
ing the level of cybersecurity, potentially impacting inspec-
tions plans thanks to a more efficient automation of safe-
guards business processes for containment and 
surveillance, specifically for surveillance cameras’ Public 
Key Infrastructure management. 

Moreover, decentralised timestamping and structural audit-
ability, albeit tested in radiation protection, can add value to 
nuclear safeguards by lowering clerical errors through en-
hanced automation and consistency of business processes 
by virtue an additional layer of both data integrity and a re-
al-time audit trail of transactions’ history. These two key 
DLT systems’ properties can also be seen as innovative 
sources of forensic evidence for legal dispute resolution not 
only in radiation protection but also in the domain nuclear 
material accountancy.

Future research aims at further testing these findings on 
the Experimental Infrastructure for Internet Contingencies 
(EPIC), maintained by JRC-Ispra E.3 Cyber and Digital Citi-
zens’ Security Unit. EPIC enables the re-creation of cyber-
infrastructures for testing various configurations. It provides 
special physical equipment, such as a Programmable Logi-
cal Controller, enabling cyber-physical testing (max 356 
nodes). These characteristics give significant advantages in 
terms of repeatability, scalability and controllability of ex-
periments and tests. 

We plan to run performance experiments on fiber-optic 
seals for containment and surveillance, and regular mailbox 
declarations for nuclear material accountancy. We will then 
plan to emulate the performance of a permissioned DLT 
system to process the digitalized radiation passbook by 
Radiation Protection Experts at both JRC sites and from 
nuclear installations. The goal of these tests is to build ro-
bust datasets for performance comparison between DLT-
based systems and more traditional approaches. The ob-
jective is to generate quantitative metrics to more finely 
evaluate the benefits and added value of DLT systems ap-
plied to nuclear safeguards. The overarching ambition of 
these experimental exercises within the SLT4SFG explora-
tory research project is to define a general methodology to 
select key DLT properties for their applications to nuclear 
safeguards.
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