
MNRAS 514, 77–104 (2022) https://doi.org/10.1093/mnras/stab3371 
Advance Access publication 2021 No v ember 25 

Analysis of Early Science obser v ations with the CHaracterising 

ExOPlanets Satellite ( CHEOPS ) using PYCHEOPS 

P. F. L. Maxted , 1 ‹ D. Ehrenreich, 2 T. G. Wilson , 3 Y. Alibert, 4 A. Collier Cameron , 3 S. Hoyer , 5 

S. G. Sousa , 6 G. Olofsson, 7 A. Bekkelien, 2 A. Deline, 2 L. Delrez , 8 , 9 A. Bonfanti, 10 L. Borsato , 11 

R. Alonso, 12 , 13 G. Anglada Escud ́e , 14 , 15 D. Barrado, 16 S. C. C. Barros, 6 , 17 W. Baumjohann , 10 M. Beck, 2 

T. Beck, 4 W. Benz, 4 , 18 N. Billot, 2 F. Biondi, 11 , 19 X. Bonfils, 20 A. Brandeker, 7 C. Broeg, 4 , 18 T. B ́arczy, 21 

J. Cabrera, 22 S. Charnoz, 23 C. Corral Van Damme, 24 Sz. Csizmadia , 22 M. B. Davies, 25 M. Deleuil, 5 

O. D. S. Demangeon, 6 , 17 B.-O. Demory, 18 A. Erikson, 22 H. G. Flor ́en, 7 A. Fortier, 4 , 18 L. Fossati, 10 

M. Fridlund , 26 , 27 D. Futyan, 2 D. Gandolfi , 28 M. Gillon, 8 M. Guedel, 29 P. Guterman, 5 , 30 K. Heng, 18 , 31 

K. G. Isaak, 32 L. Kiss, 33 J. Laskar, 34 A. Lecavelier des Etangs, 35 M. Lendl , 2 C. Lovis, 2 D. Magrin, 11 

V. Nascimbeni, 11 R. Ottensamer, 36 I. Pagano, 37 E. Pall ́e, 12 , 13 G. Peter, 38 G. Piotto, 11 , 39 D. Pollacco, 31 

F. J. Pozuelos, 8 , 9 D. Queloz, 2 , 40 R. Ragazzoni, 11 , 39 N. Rando, 24 H. Rauer, 22 , 41 , 42 C. Reimers, 36 I. Ribas, 14 , 15 

S. Salmon, 2 N. C. Santos, 6 , 17 G. Scandariato, 37 A. E. Simon, 4 A. M. S. Smith, 22 M. Steller, 10 

M. I. Swayne , 1 Gy. M. Szab ́o, 43 , 44 D. S ́egransan, 2 N. Thomas, 4 S. Udry, 2 V. Van Grootel 9 

and N. A. Walton 

45 

Affiliations are listed at the end of the paper 

Accepted 2021 No v ember 16. Received 2021 November 1; in original form 2021 April 29 

A B S T R A C T 

CHEOPS (CHaracterising ExOPlanet Satellite) is an ESA S-class mission that observes bright stars at high cadence from 

low-Earth orbit. The main aim of the mission is to characterize exoplanets that transit nearby stars using ultrahigh precision 

photometry. Here, we report the analysis of transits observed by CHEOPS during its Early Science observing programme for 
four well-known exoplanets: GJ 436 b, HD 106315 b, HD 97658 b, and GJ 1132 b. The analysis is done using PYCHEOPS , an 

open-source software package we have developed to easily and efficiently analyse CHEOPS light-curve data using state-of-the- 
art techniques that are fully described herein. We show that the precision of the transit parameters measured using CHEOPS 

is comparable to that from larger space telescopes such as Spitzer Space Telescope and Kepler . We use the updated planet 
parameters from our analysis to derive new constraints on the internal structure of these four exoplanets. 

Key words: methods: data analysis – software: data analysis – planets and satellites: fundamental parameters. 
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 I N T RO D U C T I O N  

he CHaracterising ExOPlanet Satellite ( CHEOPS ) was selected as 
he first S-class mission in the European Space Agency (ESA) science 
rogramme and was successfully launched on 2019 December 18 
Benz et al. 2021 ). Nominal science operations started on 2020 April
8 after a period of in-orbit commissioning (Rando et al. 2020 ).
HEOPS is a follow-up mission that generates ultrahigh precision 
hotometry for bright stars already known to host exoplanets (Benz, 
hrenreich & Isaak 2018 ). It has the flexibility to observe stars
t specified times o v er a large fraction of the sky. 1 The observing
ime is split between the Guaranteed Time Observation (GTO) 
rogramme (72 per cent), the Guest Observers (GO) programme 
18 per cent), and the Monitoring and Characterisation (M&C) 
 E-mail: p.maxted@keele.ac.uk 
 ht tps://www.cosmos.esa.int /web/cheops/the- cheops- sky 

2  

e
t  

b  

2021 The Author(s) 
ublished by Oxford University Press on behalf of Royal Astronomical Society 
rogramme (10 per cent). The CHEOPS GTO programme includes 
bservations to search for transits of planets detected in radial 
 elocity surv e ys (Delrez et al. 2021 ), to provide precise radius
easurements for known transiting exoplanets (Bonfanti et al. 

021 ; Leleu et al. 2021 ), to characterize exoplanet atmospheres
rom measurements of their eclipses (Lendl et al. 2020 ), to study
he dynamics of exoplanet systems using transit time variations 
TTVs; Borsato et al. 2021 ), to search for moons and rings in
xoplanets systems (Akinsanmi et al. 2018 ), to measure the tidal
eformation of planets (Akinsanmi et al. 2019 ), and some stellar
cience that is rele v ant to exoplanet studies, e.g. characterization of
ery low mass stars in eclipsing binary star systems (Swayne et al.
021 ). 
The CoRoT (Baglin et al. 2009 ) and Kepler (Borucki et al.

010 ) surv e ys hav e pro vided valuable information on the Galactic
xoplanet population based on intensive monitoring of small areas of 
he sky. Ho we ver, most of the exoplanets identified from their transits
y those surv e ys are too faint to allow for detailed characterization.
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he best-characterized exoplanets are typically those disco v ered by
adial velocity surveys orbiting bright stars that were subsequently
ound to be transiting, e.g. HD 209458 b ( V = 7.8), HD 189733 b
 V = 7.8), GJ 436 b ( V = 10.2), or 55 Cancri e ( V = 6.0). Detailed
haracterization has also been possible for gas- and ice-giant planets
ransiting bright stars disco v ered by ground-based transit surv e ys
uch as WASP (Pollacco et al. 2006 ), HATNet (Bakos et al. 2007 ),
ELT (Pepper, Stassun & Gaudi 2018 ), and MASCARA (Snellen

t al. 2012 ). Surv e ys such as Mearth (Charbonneau et al. 2009 )
nd SPECULOOS (Delrez et al. 2018 ) are able to disco v er Earth-
ized planets by looking for transits around M-dwarf host stars. The
epler K2 mission surv e yed a larger area of the sky around the
cliptic than the original mission and so increased the number of
lanets disco v ered orbiting bright stars with this instrument, e.g.
D 106315 (Barros et al. 2017 ; Crossfield et al. 2017 ; Rodriguez

t al. 2017 ). N ASA’s T ransiting Exoplanet Surv e y Satellite ( TESS ;
icker et al. 2014 ) is an all-sk y surv e y with the aim to disco v er
xoplanets orbiting stars bright enough for detailed characterization
ith NASA’s James Webb Space Telescope ( JWST ; Gardner et al.
006 ). The focus of the CHEOPS mission is the characterization of
 set of most promising objects for constraining planet formation
nd evolution theories, and to support spectroscopic studies of these
lanets’ atmospheres with JWST , Ariel (Tinetti et al. 2018 ), and
nstrumentation on 30-m class telescopes (Marconi et al. 2021 ).

ith its unique characteristics, CHEOPS is complementary to all
ther transit surv e y missions as it provides the agility and the
hotometric precision necessary to re-visit sufficiently interesting
argets for which further measurements are deemed valuable. The
HEOPS mission is also providing valuable experience for the
uropean space science community that is feeding into the devel-
pment of the PLATO mission, an ESA M-class mission with the
hallenging goal to detect and characterize Earth-sized planets with
rbital periods up to one year that transit bright stars (Rauer et al.
014 ). 
During the first 8 months of science operations, the CHEOPS

uaranteed-time observing programme (GTO) scheduled and ob-
erv ed o v er 300 transits and eclipses of known transiting exoplanet
nd eclipsing binary star systems. Another 24 long-duration obser-
ations were obtained for 12 bright stars to search for transits due to
 xoplanets disco v ered by radial v elocity surv e ys. In addition, o v er
00 observations with a duration of 1-3 orbits 2 each were obtained.
hese ‘filler’ observations ensure that CHEOPS continues to collect
seful science observations during short intervals between time-
ritical observations of transits and eclipses. The filler programmes
ithin the GTO are being used to study the variability of low-
ass stars on short time-scales, and to search for remnants of

lanetary systems around hot subdwarf stars (Van Grootel et al.
021 ). 
These large data rates, the peculiarities of observing from a nadir-

ocked orbit with a rotating field of view, and the very high precision
f the CHEOPS data require specialised software to enable efficient
nd accurate analysis of the light curves, and timely publication
f the results. Very accurate models are needed to precisely match
he features visible in these ultrahigh precision light curves. The
oftware should be easy to run and efficient so that everyone on
he science team members has the opportunity to contribute to the
ata analysis effort without requiring access to large computing
esources or e xtensiv e training. These requirements led us to develop
NRAS 514, 77–104 (2022) 

 The duration of CHEOPS observations are measured in orbits of 98.725 min 
ach. 
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9

he PYCHEOPS software package, building on previous work to test
he power-2 limb-darkening law (Maxted 2018 ) and the development
f the qpower2 algorithm (Maxted 2018 ). 
The PYCHEOPS software package is described fully in Section 2

f this paper. The analysis of the CHEOPS light curves for four
ransiting e xoplanets observ ed during the Early Science observing
rogramme is described in Section 3 . Section 4 describes the method
e have used to place constraints on the internal structure of these
lanets. These results are discussed in Section 5 and conclusions are
riefly given in Section 6 . 

 T H E  PYCHEOPS  SOFTWARE  PA  C K A  G E  

.1 Implementation and dependencies 

YCHEOPS is written in PYTHON version 3.7 and makes extensive
se of the packages NUMPY (Harris et al. 2020 ) and SCIPY (Virtanen
t al. 2020 ). MATPLOTLIB (Hunter 2007 ) is used for data visualization
nd plotting. Tabular data, celestial coordinates, and time-scales
re handled using routines from the ASTROPY 

3 software package
The Astropy Collaboration 2018 ). The package LMFIT 4 (Newville
t al. 2020 ) is used for non-linear least-squares minimization and
arameter handling. For Bayesian data analysis techniques, we use
he af fine-inv ariant Markov chain Monte Carlo ensemble sampler
y Goodman & Weare ( 2010 ) implemented in EMCEE 5 (Foreman-
ackey et al. 2013 ) to generate samples from the posterior prob-

bility distribution. Correlated noise is modelled using Gaussian
rocess (GP) regression in the form of the celerite algorithm
mplemented in software package CELERITE2 6 (F oreman-Macke y
t al. 2017 ; F oreman-Macke y 2018 ). We use run-time compilation
ith NUMBA 

7 (Lam, Pitrou & Seibert 2015 ) to reduce the e x ecution
ime for a few key subroutines that are called frequently by EMCEE .
arameter correlation plots are generated using the PYTHON module
ORNER 

8 (F oreman-Macke y 2016 ). CHEOPS data are archived at
he Data & Analysis Center for Exoplanets (D A CE) hosted by
he University of Geneva. These data can be accessed directly
rom PYCHEOPS using the PYTHON-D A CE-CLIENT PYTHON module
vailable from the D A CE website. 9 This client handles access to both
roprietary data for science team members and public data for general
sers. 
We have successfully installed and tested PYCHEOPS on machines

unning macOS, Windows 10, and Linux operating systems. 

.2 Package structure 

lmost all the functionality of PYCHEOPS is implemented as a single
YTHON module of the same name that contains the following sub-
odules. 

core – handles the software configuration, e.g. data locations
nd user options. 
constants – contains fundamental constants and nominal

alues for selected solar and planetary quantities defined by IAU
015 Resolution B3 (Mamajek et al. 2015 ). The Newtonian constant
https://github.com/dfm/emcee 
 ht tps://github.com/dfm/celerit e2 
 https:// numba.pydata.org/ 
 https://corner .r eadthedocs.io 
 https://dace.unige.ch 
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https://lmfit.github.io/lmfit-py/
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s taken to be G = 6 . 67408 × 10 −11 m 

3 kg −1 s −2 (2014 CODATA
alue). The radius of the Earth is defined to be R ⊕ = 6371 km so that
he volume of a sphere with this radius equals the nominal volume of
he Earth defined in IAU 2015 Resolution B3. Similarly, the radius
f Jupiter is defined to be R jup = 69911 km. 
funcs – provides functions related to orbits and eclipses of stars 

nd planets in Keplerian orbits, e.g. the solution of Kepler’s equation 
Markley 1995 ) and the time of mid-eclipse in an eccentric orbit
sing Lacy’s method (Lacy 1992 ). This sub-module also includes 
 function to calculate the mass and radius of a planet from the
bserved parameters of its transit, and to plot the planet in the mass–
adius plane compared to various models and/or the parameters of 
ther known exoplanets taken from TEPCat (Southworth 2011 ). 
instrument – contains data specific to the CHEOPS instru- 

ent, e.g. the instrument response function. 
utils – provides utility functions, e.g. formatting of values with 

rrors for output and light-curve binning. 
ld – provides the parameters of the power-2 limb darkening as a 

unction of stellar ef fecti ve temperature ( T eff ), surface gravity (log g ),
nd metallicity ([Fe/H]). This sub-module also contains functions 
o convert between different parametrizations of the power-2 limb- 
arkening law. Data are included for the CHEOPS, TESS , Kepler ,
GTS, and CoRoT passbands, as well as various filters within the 
DSS and Johnson/Cousins photometric systems. The parameters 
re interpolated from tables generated from synthetic 3D-LTE spectra 
rom the STAGGER -grid calculated by Magic et al. ( 2015 ). For stars
utside the range co v ered by the STAGGER -grid we use the coefficients 
or a 4-parameter limb-darkening law provided by Claret ( 2019 ) for
he Gaia G band, which gives a close approximation to the CHEOPS
assband. The transformation from the coefficients a 1 , . . . a 4 from
able 10 of Claret ( 2019 ) to the parameters h 1 and h 2 of the power-2
imb-dark ening law w as done using a least-squares fit to the intensity
rofile as a function of r = 

√ 

1 − μ2 in the region r < 0.99. 
models – provides models for photometric effects observed in 

ransiting exoplanet and eclipsing binary star systems, e.g. transits, 
clipses, ellipsoidal effect, etc., and a 2-body Keplerian radial veloc- 
ty model. These models are provided in the form of LMFIT Model
lasses and so can be easily combined using arithmetic operators. 
rends in the data correlated with parameters such as spacecraft 
oll angle, sky background level, telescope tube temperature, etc. 
an be modelled using the FactorModel class provided by this 
ub-module. 

DATASET – provides the Dataset class that is used to down- 
oad, inspect, and analyse a single eclipse or transit observation 
btained with CHEOPS . The light-curve plots in this paper for
bservations consisting of a single visit were generated using this 
lass. 

MULTIVISIT – provides the MultiVisit class for the combined 
nalysis of multiple Dataset objects. For the analysis of multiple 
ransits it is possible to include parameters ttv 01 , ttv 02 , etc.
n the model to allow for transit timing variations around a linear
phemeris. Similarly, the depths of the eclipses L 01 , L 02 , etc.
an be included as free parameters in the analysis of visits obtained
uring different occultations. MultiVisit can be used for the 
nalysis of a single visit. The light-curve plots in this paper for
bservations composed of multiple visits were generated using this 
lass. 

STARPROPERTIES – provides the StarProperties class for 
onvenient handling of information about the target star. This 
lass will automatically download and extract stellar atmospheric 
arameters for the target star from the SWEET-Cat catalogue (Santos 
t al. 2013 ; Sousa et al. 2018 ), if available. 
PLANETPROPERTIES – provides the PlanetProperties class 
or convenient handling of information about planets orbiting the 
arget star. This class will automatically download and extract 
he properties of the transiting planet from the TEPCat catalogue 
Southworth 2011 ), if available. 

In addition to these sub-modules, the package distribution includes 
 script MAKE XML FILES as an aid to planning and e x ecution
f observing requests, and the script COMBINE to calculate the 
eighted mean of values with error estimates accounting for possible 

ystematic errors using the algorithm described in Appendix A . 
Distribution of PYCHEOPS is done via the PYTHON package index 

ebsite. 10 Bug reports and software development are coordinated 
sing GITHUB . 11 Several examples that demonstrate and test the 
apabilities of PYCHEOPS are included with the software distribution 
ackage in the form of Jupyter Notebooks. 12 These include an anal-
sis of the CHEOPS data for 4 eclipses of the transiting hot Jupiter
ASP-189 b first presented by Lendl et al. ( 2020 ) and a tutorial

ased on the observation of a single transit of KEL T -11 b using the
ame data analysed by Benz et al. ( 2021 ). The ‘pycheops cookbook’
ncluded in the distribution provides installation instructions and data 
nalysis recipes. 

.3 Transit and eclipse models 

ransit light curves are calculated using the qpower2 algorithm 

Maxted & Gill 2019 ). This algorithm uses an analytic approximation 
o efficiently calculate the flux blocked by a spherical planet of radius
 p orbiting a spherical star of radius R � with an intensity profile
escribed by the power-2 limb-darkening law I λ( μ) = 1 − c (1 −
α), where μ is the cosine of the angle between the surface normal
nd the line of sight. The algorithm is accurate to about 100 ppm
or broad-band optical light curves of systems with a star–planet 
adius ratio k = R p / R � = 0.1. This is sufficient to reco v er transit
arameters accurate to ±0.5 per cent or better for planets with k <
.15 (Maxted & Gill 2019 ). 
The parameters of the transit model for a planet with orbital

emimajor axis a and orbital inclination i are as follows. 

T 0 = time of mid-transit 
P = orbital period in days 
b = a cos ( i )/ R � 

D = ( R p / R � ) 2 = k 2 

W = ( R � /a) 
√ 

(1 + k) 2 − b 2 /π

f c = 

√ 

e cos ( ω) 
f s = 

√ 

e sin ( ω) 
h 1 = I λ( 1 2 ) = 1 − c(1 − 2 −α) 
h 2 = I λ( 1 2 ) − I λ(0) = c2 −α. 

For planets in circular orbits (eccentricity e = 0), the parameter
 is the width of the transit in phase units and b is the transit

mpact parameter. D is the depth of the transit in the absence of limb
arkening. The parameters f c and f s are used because they have a
niform prior probability distribution assuming that the eccentricity, 
 , and the longitude of periastron, ω, both have uniform prior
robability distributions (Anderson et al. 2011 ; Eastman, Gaudi & 

gol 2013 ). The parameters h 1 and h 2 are used because suitable
riors can be applied to these parameters independently based on the
esults from Maxted ( 2018 ), at least for inactive solar-type stars –
MNRAS 514, 77–104 (2022) 
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ee also Short et al. ( 2019 ) for the correct calculation of the physical
imits on these parameters. 

The secondary eclipse model uses the same parametrization for
he geometry of the star–planet system. The additional parameters
or this model are the planet–star flux ratio, L , and the correction for
he light traveltime across the orbit a c . The eclipse models assumes
hat the flux distribution across the visible hemisphere of the planet
s uniform. 

For the sampling of the posterior probability distribution of
he model parameters within Dataset and MultiVisit we
ssume that cos i , log k , and log a / R � have uniform prior probability
istributions. The logarithm of the prior probability distribution for
he parameters of the transit model is then 

log ( P ( D, W , b)) = log (2 kW ) − log ( k) − log ( a/R � ) , 

here the factor 2 kW is the absolute value of the determinant of
he Jacobian matrix J = d( D, W , b) /d( cos i, k, a/R � ) (Carter et al.
008 ). 

.4 Parameter decorrelation 

rends in a data set due to instrumental noise are often correlated with
arameters such as the instrument temperature, the position of the star
n the detector, background count rate, etc. Removing these trends is
nown as decorrelation or detrending and the coefficient that relates
he change in a parameter to the change in count rate is known
s a decorrelation parameter or detrending par ameter . Sev eral
ecorrelation parameters are available for use within PYCHEOPS .
hese decorrelation parameters can be included as free parameters

n the analysis of transits and eclipses so that the covariance between
he parameters of interest (transit depth, eclipse depth, etc.) and these
nuisance parameters’ can be quantified. Of particular rele v ance to
HEOPS are trends in count rate, f , that depend on spacecraft roll-
ngle, φ. CHEOPS is nadir-locked, which results in the rotation of
he stellar field around the line of sight once per orbit. Stray light from
he Earth (an important background contamination in the images) is
ighly dependent on the roll angle. The decorrelation parameters
vailable to model these trends are d f /dsin ( j φ) and d f /dcos ( j φ).
ithin the module Dataset the decorrelation can be done for

hese roll-angle decorrelation parameters up to the 2nd harmonic of
he roll angle, i.e. j = 1, 2, or 3. Within the module MultiVisit
he decorrelation against roll angle is done implicitly, i.e. without
xplicit calculation of the decorrelation parameters, and there is no
imit to the number of harmonics that can be used – see Section 2.9
or details. 

Since sine and cosine functions have a range from −1 to + 1,
he magnitude of the decorrelation parameters d f /dsin ( j φ) and
 f /dcos ( j φ) are approximately equal to the amplitude of the in-
trumental noise in the light curve due to correlations with each
armonic of φ. In a similar way, we shift and scale the variables
sed for decorrelation so that all the decorrelation parameters are
pproximately equal to the amplitude of the instrumental noise in
he light curve that is correlated with the parameter. For example,
ecorrelation against the x position of the star on the detector due to
he pointing jitter of the spacecraft uses the variable 

x = 

x − ( x max + x min ) / 2 

( x max − x min ) / 2 
, 

here x min and x max are the minimum and maximum values of x , and
imilarly for � y . The metadata provided with CHEOPS light curves
ncludes estimates of the count rate in the photometric aperture due
o three effects – the background level in the images, photoelectrons
NRAS 514, 77–104 (2022) 
rom nearby stars accumulated during the CCD frame-transfer, 13 and
xtra counts accumulated during the exposure due to contamination
f the photometric aperture by nearby stars. These are all positive
uantities so we scale them between their minimum and maximum
alues so that the decorrelation is done against the variables bg ,
mear , and contam , respectively, that range from 0 to 1. 
Linear and quadratic trends with time, e.g. due to intrinsic stellar

ariability, can be accounted from using the decorrelation parameters
fdt and d2fdt2 , respectively. The decorrelation is done against

he variable t − t med , where t med in the median observation time of
bservations for the visit in days. 

.5 Internal reflections (glint) 

right objects within 24 ◦ from the target can cause internal reflections
hat appear as small peaks in the light curve once per spacecraft
otation cycle. We refer to this phenomenon as ‘glint’. Glint due to
oonlight does not occur at exactly the same spacecraft roll angle

v ery c ycle because of the motion of the Moon on the sky during the
bservation. The module Dataset includes a function add glint
hat can be used to create a periodic cubic spline function to model
his effect. The cubic spline is calculated using a least-squares fit to
he residuals from the previous transit or eclipse fit to the light curve,
r to the data either side of the transit or eclipse. The independent
ariable for this cubic spline is either the spacecraft roll angle, or
he position angle of the Moon relative to the spacecraft roll angle
n the sky. Once the glint function, f glint ( t ) has been created, the
ight-curve model will include a term glint scale × f glint ( t ). The
actor glint scale ≈ 1 can be included in the analysis as a free
arameter so that the impact of the uncertainty in correcting for glint
an be quantified. The function added to the model to correct for glint
lso accounts for much of the instrumental noise due to spacecraft
oll angle, so this feature can also be used as an alternative to linear
ecorrelation against sin ( φ), cos ( φ), sin (2 φ), etc. 

.6 Ramp effect 

ong-duration observations of bright stars with CHEOPS sometimes
how changes in the count rate at the start of a visit with an amplitude
p to a few hundred parts-per-million (ppm) that decays smoothly
 v er sev eral hours. This is an instrumental effect caused by changes
n the instrument point spread function (PSF). The changes in the PSF
re correlated with temperature changes recorded at various points
n the telescope tube, particularly the value of thermFront 2
rovided in the metadata for each visit. Based on this correlation, the
ollowing equation has been developed to correct the measured flux
 f measured ) for the ‘ramp’ effect: 

 corrected = f measured × ( 1 + βr × ( thermFront 2 + 12 ◦C) ) . 

he value of the coefficient βr varies from βr = 140 ppm 

◦C 

−1 

o βr = 330 ppm 

◦C 

−1 for photometric aperture radii from 22.5 to
0 pix els, respectiv ely. This ramp correction is not implemented
y default in PYCHEOPS , but can be easily applied using the
unction Dataset.correct ramp . This empirical approach to
orrecting the ramp effect is sufficient for most purposes, but
nvestigations are continuing into more complex methods that may
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rovide a more accurate correction for this effect (Wilson et al., 
n preparation). 

.7 Model selection 

.7.1 Akaike and Bayesian information criteria 

or a model with k free parameters and maximum likelihood for a fit
o n observations, the Akaike and Bayesian information criteria have 
he following definitions: 

IC = 2 k − 2 ln ( L ); 
IC = k ln ( n ) − 2 ln ( L ) . 

odels with a lower AIC and/or BIC have a better balance between
he complexity of the model and the quality of the fit. For a least-
quares fit to observations o i with independent Gaussian standard 
rrors, σ i , the log-likelihood for a model that predicts values c i is 

ln ( L ) = −χ2 

2 
− 1 

2 

n ∑ 

i= 1 

ln 
(
σ 2 

i 

) − n 

2 
ln (2 π ) , (1) 

here 

2 = 

n ∑ 

i= 1 

( o i − c i ) 2 

σ 2 
i 

. 

he constant − n 
2 ln (2 π ) is sometimes dropped from this definition. 

his is the case for the values of the AIC and BIC returned by
unctions in LMFIT , but not for the log-likelihood values returned by
ELERITE2 . F or consistenc y, and to enable lik e-for-lik e comparison,
e o v erwrite the values of AIC and BIC returned by LMFIT with
alues calculated using equation ( 1 ) before the values are reported
n the output from routines in Dataset and MultiVisit . 

.7.2 Bayes factors 

he question of which decorrelation parameters to include in the 
nalysis of a given light curve is a model selection problem. For
ested models M 0 and M 1 with parameters θ0 = { p 1 , p 2 , . . . , p n , 0 }
nd θ1 = { p 1 , p 2 , . . . , p n , ψ} , given the data D, the Bayes factor B 01 

s defined by 

P ( M 0 | D) 

P ( M 1 | D) 
= 

P ( M 0 ) 

P ( M 1 ) 

P ( D | M 0 ) 

P ( D | M 1 ) 
= 

P ( M 0 ) 

P ( M 1 ) 
B 01 , 

here P ( D | M 0 ) = 

∫ 
P ( D | θ0 ) P ( θ0 ) d n θ and similarly for

 ( D | M 1 ). P ( θ0 ) is the prior probability distribution for the
arameters of model M 0 . The prior on the extra parameter ψ is the
ame for both models so we can use the Savage–Dickey density ratio
Dickey & Lientz 1970 ; Trotta 2007 ) to calculate the Bayes factor 

 01 = 

P ( ψ = 0 | D) 

P ( ψ = 0) 
. 

or a parameter assumed to have a normal prior with standard 
eviation σ 0 , P ( ψ = 0) = 1 /σ0 

√ 

2 π . 
For the specific case where D is a CHEOPS light curve, we

nd that the posterior probability distributions for the decorrelation 
arameters are usually well-behaved and close to Gaussian, as 
xpected for a linear model. Assuming that they are normally 
istributed and that the standard deviation is given accurately by 
he error on the parameter given by LMFIT , and that a priori the
wo models are equally likely, we can calculate the Bayes factor for
odels with/without a parameter with value p ± σ p using 

 p = e −( p/σp ) 2 / 2 σ0 /σp . 
hese Bayes factors are listed in the output from the lm-
it report method for Dataset objects. Parameters with Bayes 

actors > ≈ 1 are not supported by the data and can be remo v ed
rom the model. This statistic is only valid for comparison of the
odels with/without one parameter, so parameters should be added 

r remo v ed one-by-one and the test repeated for e very ne w pair of
odels. 

.8 Noise models 

he standard error estimates provided with CHEOPS light curves 
ccount for the known sources of noise in the data, e.g. photon-
ounting statistics, detector read-out noise, errors in background 
ubtraction, etc. There will be additional sources of noise that are not
ccounted for in these error estimates, e.g. undetected cosmic ray hits
o the detector, variability of stars that contaminate the photometric 
perture, thermal effects, scattered light, intrinsic variability of the 
arget star, etc. The fitting routines in Dataset and MultiVisit
nclude a parameter σ w that accounts for this additional noise 
ssuming that it is Gaussian white noise, i.e. a process that perturbs
ach measurement independently by some amount that has a normal 
istribution. The log-likelihood for the model using the same notation 
s abo v e is then 

ln ( L ) = −χ2 

2 
− 1 

2 

n ∑ 

i= 1 

ln 
(
σ 2 

i + σ 2 
w 

) − n 

2 
ln (2 π ) , 

here 

2 = 

n ∑ 

i= 1 

( o i − c i ) 2 

σ 2 
i + σ 2 

w 

. 

The fitting routines in Dataset and MultiVisit can use a 
ore sophisticated noise model that accounts for correlated noise 

ssuming that this is described by a Gaussian process. The kernel
hat describes the correlations between observations obtained at times 
 n and t m is the SHOTerm kernel implemented in CELERITE2 , i.e. 

k SHO ( τ ; S 0 , Q, ω 0 ) = S 0 ω 0 Q e 
− ω 0 τ

2 Q ×⎧ ⎨ 

⎩ 

cosh ( η ω 0 τ ) + 

1 
2 η Q 

sinh ( η ω 0 τ ) , 0 < Q < 1 / 2; 
2 (1 + ω 0 τ ) , Q = 1 / 2; 
cos ( η ω 0 τ ) + 

1 
2 η Q 

sin ( η ω 0 τ ) , 1 / 2 < Q ; 

here η = | 1 − (4 Q 

2 ) −1 | 1 / 2 and τ nm = | t n − t m | . This kernel
epresents a stochastically driven, damped harmonic oscillator, and is 
ommonly used with Q = 1 / 

√ 

2 to model granulation noise in stars
F oreman-Macke y et al. 2017 ). The software package CELERITE2 is
sed to calculate the log-likelihood to observe a light curve for a
iven model and choice of the hyper-parameters Q , ω 0 and S 0 . The
amping time-scale for this process is τ = 2 Q/ω 0 and the standard
eviation of the process is σGP = 

√ 

S 0 ω 0 Q . The Dataset module 
ncludes a function to plot the fast Fourier transform (FFT) of the
esiduals from the best-fitting transit or eclipse model in log–log 
pace so that the user can look for a slope or peaks in the power
pectrum due to stellar granulation or oscillations (Sulis et al. 2020 ).

.9 Implicit correction for trends correlated with spacecraft 
oll angle 

he field of view of the CHEOPS instrument rotates at an angular
requency � ≈ 2 π /98.725 radians min −1 . This rotation introduces 
nstrumental noise at this frequency and its harmonics. The CHEOPS 
oint spread function (PSF) is approximately triangular in shape 
o to account for instrumental noise not remo v ed by the data
MNRAS 514, 77–104 (2022) 
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eduction pipeline (DRP) we typically use a linear model of the form
 3 
j= 1 αj sin ( j · �t) + βj cos ( j · �t). Adding the 6 extra coefficients

j , β j as free parameters in the analysis of a single observing sequence
‘visit’) is not generally a problem, but this becomes inconvenient
or the analysis of larger data sets because different coefficients are
eeded for each visit. Instead of explicitly including the nuisance
arameters α1 , β1 , . . . in our analysis, we can marginalize o v er them
sing the trick described by Luger, F oreman-Macke y & Hogg ( 2017 ).
his trick ( implicit decorrelation ) requires that we assume Gaussian
riors on these nuisance parameters, in which case the likelihood to
btain the observed data y from a mean model μ( θ ) with parameters
is a multi v ariate normal distribution of the form 

( y | θ ) = N 

(
y ; μ, C + A � A 

T 
)
, (2) 

here the columns of the matrix A are the basis functions of our
nstrumental linear model, i.e. sin ( �t ), cos ( �t ), etc., and C is the
ovariance matrix that describes the measurement errors on y . If
e assume independent Gaussian priors on the nuisance parameters

ll with the same standard deviation σ� then � = σ� I . The term
� A A 

T is of the form 

N roll ∑ 

j= 1 

a j e 
−c j τnm cos 

(
d j τnm 

) + b j e 
−c j τnm sin 

(
d j τnm 

)
, 

here τ nm = | t n − t m | for observations obtained at times t n and t m .
his means we can easily calculate the likelihood p( y | θ , α) using

he CELERITE2 algorithm developed by Foreman-Mackey ( 2018 ).
ome simple trigonometry is sufficient to show that b j = c j = 0
nd α = 

{
a j = σ�, d j = j�, j = 1 , 2 , . . . N roll 

}
. This instrumental

oise model can be combined with both the white noise and the
orrelated noise models described in Section 2.8 . 

This implicit roll-angle decorrelation method is implemented in
he sub-module MultiVisit . The number of harmonic terms N roll 

an be selected with the k eyw ord option nroll . CHEOPS ’ roll-
ngle rotation rate is not exactly constant, particularly for stars far
rom the celestial equator, so implicit decorrelation may not be as
f fecti v e as e xplicit decorrelation using the parameters d f /dsin φ, etc.
his issue can be ignored if the trends with roll angle are weak, or
itigated by using a larger value of N roll . A third option is to use

he unwrap k eyw ord option to remove the best-fitting roll-angle
rend from each data set prior to analysis with MultiVisit using
mplicit roll-angle decorrelation. This is done by dividing the light-
urve data from each visit by the values generated by the following
unction: 

 + 

∑ 

j 

sin ( j φ( t i )) d f / d sin ( j φ) + cos ( j φ( t i )) d f / d cos ( j φ) , 

here φ( t i ) is the spacecraft roll angle at observation time t i . The
ecorrelation parameters d f /dsin ( j φ) and d f /dcos ( j φ) are the best-
tting values taken from the last fit to the light curve. These best-
tting parameter values are stored together with other details of the
t when the data set is saved to an output file. For trends correlated
ith parameters other than roll angle, MultiVisit automatically

elects the same decorrelation parameters that were used in the last
t to the light curve from each visit. 

.10 Analytical maximum-likelihood transit fit 

 key part of the science case for the CHEOPS mission is to
ave a facility that can be used to search for transits of small
xoplanets orbiting bright stars discovered in radial velocity surveys.
he analysis of the long visits used to search for transits benefits
NRAS 514, 77–104 (2022) 
rom a method to inject and reco v er synthetic transits in the light
urve. Transit injection and recovery can also be used to characterize
he noise in the light curve on different time scales. The method we
av e dev eloped for this task, described below, is implemented in the
YCHEOPS function scaled transit fit . 

We can use a factor s to modify the transit depth in a nominal
odel m 0 calculated with approximately the correct depth that is

caled as follows: 

m ( s) = 1 + s × ( m 0 − 1) . 

he data are normalized fluxes f = f 1 , . . . , f N with nominal errors
= σ1 , . . . , σN . Assume that the actual standard errors are under-

stimated by some factor β, and that these are normally distributed
nd independent, so that the log-likelihood is 

ln L = − 1 

2 b 2 
χ2 − 1 

2 

N ∑ 

i= 1 

ln σ 2 
i − N ln β − N 

2 
ln (2 π ) 

here 

2 = 

N ∑ 

i 

(
( f i − 1) − s( m 0 ,i − 1) 

)2 

σ 2 
i 

. 

The maximum likelihood occurs for parameter values s , and β

uch that ∂ ln L 

∂s 

∣∣
s , β

= 0 and ∂ ln L 

∂β

∣∣∣
s , β

= 0 , from which we obtain 

s = 

N ∑ 

i= 1 

( f i − 1)( m 0 ,i − 1) 

σ 2 
i 

[ 

N ∑ 

i= 1 

( m 0 ,i − 1) 2 

σ 2 
i 

] −1 

, 

nd 

= 

√ 

χ2 /N . 

For the standard errors on these parameters we use σ−2 
s =

∂ 2 ln L 

∂ 2 s 2 
| s , β and σ−2 

β = − ∂ 2 ln L 

∂ 2 β2 | s , β to derive 

s = β

[ 

N ∑ 

i= 1 

( m 0 ,i − 1) 2 

σ 2 
i 

] −1 / 2 

nd 

β = 

[
3 χ2 /β4 − N/β2 

]−1 / 2 
. 

hether or how much of the data outside transit to include depends
n whether these data can be assumed to have the same noise
haracteristics as the data in transit. Note that including these data
as no effect on s or σ s , because of the factors ( m 0, i − 1) in their
alculation, but will affect the estimates of β and σβ . 

If the noise scaling factor β is large ( > ≈ 2) then it may be more
ppropriate to assume that the nominal errors provided with the
ata are a lower bound to the true standard errors, e.g. if there is
n additional noise source that is not well quantified such as poor
osmic ray rejection. We can assume that actual standard error on
bservation number k is σ k with probability distribution 

 ( σk | σ0 ,k ) = 

{ 

0 σk < σ0 ,k 
σ0 ,k 

σ 2 
k 

σk ≥ σ0 ,k 
. 

his is a less informative prior on the standard error distribution
han the ‘error scaling’ method and so the results tend to be

ore pessimistic. Assuming independent measurements and uniform
riors, the posterior probability distribution is then 

ln L = C + 

N ∑ 

k= 1 

ln 

[
1 − exp ( −R 

2 
k / 2) 

R 

2 
k 

]
, 
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here C is a normalizing constant and R k = ( m k − f k )/ σ 0, k (Sivia &
killing 2006 , section 8.3.1). This is a function of one parameter
nly so the minimum can be found efficiently using any suitable 
umerical algorithm. The standard error on s is then found from
he values of s that give a log-likelihood that is 0.5 less than the

aximum log-likelihood, i.e. one standard deviation (1 σ ) assuming 
 Gaussian distribution. 

.11 Mass and radius calculations for the star and planet 

he analysis of the light curve for a transiting exoplanet in a circular
rbit provides constraints on three geometrical parameters – the 
caled semimajor axis, a / R � , the planet–star radius ratio, k = R p / R � ,
nd the impact parameter, b = a cos( i) / R � (Seager & Mall ́en-Ornelas
003 ). Kepler’s law can be used to convert the parameter a / R � to a
irect constraint on the mean stellar density 

� = 

3 M � 

4 πR 

3 
� 

= 

3 π

GP 

2 (1 + q) 

(
a 

R � 

)3 

. (3) 

n general, the mass ratio q = M p / M � is negligible for transiting
xoplanets. The same information is available from the analysis of 
ransits for planets in non-circular orbits provided that independent 
onstraints are available for both the eccentricity, e , and the longitude
f periastron, ω (Kipping 2014 ). These parameters combined with 
he semi-amplitude of the star’s spectroscopic orbit due to the planet, 
 , lead directly to a measurement of the planet’s surface gravity, 

 p = 

2 π

P 

(
1 − e 2 

)1 / 2 
K 

( R p /a) 2 sin i 
(4) 

Southworth, Wheatley & Sams 2007 ). One more constraint is needed 
o obtain the mass and radius of the planet. This is typically an
stimate for either the mass or radius of the host star. Estimates for
oth mass and radius will be needed in cases where the stellar density
s poorly constrained by the light curve, e.g. if the transits are shallow
ompared to the noise. 

The function funcs.massradius within pycheops imple- 
ents these calculations using the nominal solar and planetary 

onstants defined in the module constants . Confidence limits 
nd standard errors on parameters are calculated using a Monte 
arlo approach with a sample of 100 000 values per parameter. For
arameters specified as a mean with standard error the sample of
alues is generated assuming a normal distribution. For parameters 
rovided as a sample of points from the posterior probability 
istribution (PPD), e.g. using the output from EMCEE , we select 
00 000 values from the sample, with re-selection if required. Where 
ultiple input samples with the same length are provided, e.g. 

amples generated from EMCEE , values are sampled in a way that
reserves correlations between these parameters. Output statistics 
enerated from the Monte Carlo sample include: mean, median, 
nd half-sample mode, standard error, and asymmetric error bars 
alculated from the 15.9 per cent, median and 84.1 per cent percentile
oints of the sample. The function funcs.massradius accepts 
nput of the parameters M � , R � , and a / R � independently, so it is
ossible to calculate a value of ρ� from a / R � that is inconsistent with
he input values of M � and R � . This leads to an ambiguity o v er which
alues of M � and R � to use in the calculation of the planet mass and
adius. To resolve this ambiguity, R p is calculated from k and R � , and
s only calculated if both of these values are provided. Similarly, g p 
s only calculated from equation ( 4 ). The mean planet density, ρp , is
alculated from g p and m p , i.e. the input value of R � is not used in the
alculation of ρp . The sub-modules MultiVisit and Dataset 
oth provide massradius class methods that use the output from 

he last fit to the light curve(s) as input to funcs.massradius .
or these class methods, if only one of the parameters M � or R � is
rovided by the user then the other is calculated from a / R � using
quation ( 3 ). 

If the width of the transit is not well defined by the light curve
tself, e.g. due to gaps in the light curve or if the transit is shallow,
hen it is very useful to place a prior on the mean stellar density. As
an be seen from equation ( 3 ), this stellar property is directly related
o the parameter R � / a and this parameter is itself directly related to the
ransit width, e.g. for circular orbits the transit width in phase units is
 = ( R � /a) 

√ 

(1 + k) 2 − b 2 /π . The StarProperties class can 
e used to estimate the mean stellar density, ρ� , for stars with surface
ravities 3.697 < log g < 4.65 using a linear relation between log ( ρ� )
nd log g derived using the method and data described in Moya et al.
 2018 ). 

 E A R LY  SCI ENCE  P RO G R A M M E  

n this section, we report the results from the first exoplanet transits
bserved by CHEOPS during its Early Science programme for 
our well-known exoplanets: GJ 436 b, HD 106315 b, HD 97658 b,
nd GJ 1132 b. These observations are used to assess the in-flight
erformances of CHEOPS for measuring transit parameters, and to 
ompare this performance with the results obtained by reanalysing 
ransit light curves from the Kepler K2 mission, TESS , and Spitzer
pace Telescope ( Spitzer , hereafter). The targets were selected from
 list of well-known transiting exoplanets based on their visibility 
round the dates when CHEOPS nominal science operations were 
ue to start. Several targets were selected in order to demonstrate the
apabilities of CHEOPS for transiting planets o v er a range of stellar
nd planetary properties. The Early Science programme also includes 
bservations of the eclipses of WASP-189 b, the orbital phase curve
f 55 Cnc b and the transits of ν2 Lupi b. The results from these
bservations are reported elsewhere (Lendl et al. 2020 ; Delrez et al.
021 ; Morris et al. 2021 ). 

.1 Obser v ations 

he log of CHEOPS observations is presented in Table 1 . The data
et comprises three transits each for GJ 436 b and GJ 1132 b, two
ransits of HD 106315 b and one transit of HD 97658 b. CHEOPS
bserves from low-Earth orbit so observations are often interrupted 
ecause the line of sight to the target is blocked by the Earth or
ecause the satellite is passing through the South Atlantic Anomaly 
SAA). The ratio between the uninterrupted observation time and the 
otal duration of the observation sequence (‘visit’) is also noted in
able 1 and is at least 58 per cent for all of the visits analysed here. 

.2 Photometric extraction 

ll CHEOPS data are automatically processed at the CHEOPS 
cience operations centre (SOC). The data reduction pipeline (DRP) 
alibrates the raw images, e.g. it applies bias, gain and non-linearity
orrections, subtracts the dark current and scattered light, and 
pplies a flat-field correction. The CHEOPS field of view rotates 
ontinuously so the photometric aperture used to measure the flux 
rom the target star is periodically contaminated by the read-out trail
rom other stars on the CCD. This ‘smear’ effect is also corrected
or by the DRP. The DRP also simulates the field of view based
n the positions and magnitudes of the target and nearby stars as
isted in the Gaia DR2 catalogue (Gaia Collaboration 2018 ). The
MNRAS 514, 77–104 (2022) 
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Table 1. Log of CHEOPS observations. Data sets are labelled by the sequence number given in the first column throughout this paper. Eff. is the fraction of 
the observing interval co v ered by valid observations of the target. R ap is the aperture radius in pixels used to compute the light curve analysed in this paper. The 
column T exp gives the exposure time in terms of the integration time per image multiplied by the number of images stacked on-board prior to download. 

# Target G Start date Duration T exp N obs Eff. File key R ap 

(mag) (UTC) (s) (per cent) 

1 GJ 436 9 .57 2020-03-27T23:56:16 27433 1 × 60 s 340 74 CH PR100041 TG000302 V0102 25.0 
2 2020-04-02T06:53:35 27433 1 × 60 s 334 73 CH PR100041 TG000303 V0102 25.0 
3 2020-04-23T11:05:36 28153 1 × 60 s 300 64 CH PR100041 TG001301 V0102 25.0 

1 HD 106315 8 .89 2020-04-02T22:43:57 87305 1 × 41 s 1954 92 CH PR100041 TG000802 V0102 25.0 
2 2020-05-01T14:59:19 85992 1 × 41 s 1510 72 CH PR100041 TG001401 V0102 25.0 

1 HD 97658 7 .51 2020-04-22T04:59:16 27650 3 × 11 s 607 72 CH PR100041 TG001201 V0102 25.0 

1 GJ 1132 12 .14 2020-03-26T23:52:36 26052 1 × 60 s 301 70 CH PR100041 TG000401 V0102 15.5 
2 2020-03-28T14:27:57 27613 1 × 60 s 269 58 CH PR100041 TG000402 V0102 15.0 
3 2020-04-04T02:48:40 30674 1 × 60 s 314 61 CH PR100041 TG000403 V0102 15.0 
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ontamination of the photometric aperture by nearby stars is reported
n the DRP data products so that the user has the option to apply or
gnore this contamination correction. Light curves are calculated
sing three pre-defined aperture radii with radii of 22.5, 25, and 30
ixels 14 labelled RINF, DEF AULT , and RSUP, respectively. Light
urves labelled OPTIMAL are also provided for a fourth aperture
adius calculated to maximize the signal-to-noise ratio for the target
hile minimizing contamination from other stars in the image. The
ata files generated by the DRP include a data reduction report that
ummarizes each data processing step and that provides various data
uality metrics. Full details can be found in Hoyer et al. ( 2020 ).
ll light curves in this paper were processed using CHEOPS DRP
ersion cn03-20200703T111359. 

.3 Host star characterization 

or all targets we determined the stellar radii utilizing a modified
ersion of the infrared flux method (IRFM; Blackwell & Shallis
977 ). The method allows for deri v ation of angular diameters of stars
sing known relationships between this parameter, stellar ef fecti ve
emperature, and an estimate of the apparent bolometric flux. The
ngular diameter combined with the parallax can then be used to
alculate the stellar radius. In this study, we used a Markov chain
onte Carlo (MCMC) method to compare the synthetic fluxes,

etermined by attenuating stellar atmospheric models with a galactic
 xtinction la w parametrized by the reddening E ( B − V ). The reddened
pectra were convolved with the broad-band response functions for
he chosen bandpasses. These were compared to the observed Gaia
, G BP , and G RP , 2MASS J , H , and K , and WISE W 1 and W 2
ux es and relativ e uncertainties retriev ed from the most recent data
eleases (Skrutskie et al. 2006 ; Wright et al. 2010 ; Gaia Collaboration
021 ) in order to obtain the apparent bolometric fluxes. The resulting
ngular diameters are combined with the offset-corrected Gaia EDR3
arallax es (Linde gren et al. 2021 ) to deriv e stellar radii. 
In this study, we used the ATLAS stellar atmospheric models

Castelli & Kurucz 2003 ) for HD 106315 and HD 97635, ho we ver,
or the cooler stars in the sample (GJ 436 and GJ 1132) we adopted
he radii derived using PHOENIX models (Allard, Homeier & Freytag
011 ) as these spectral energy distributions contain molecular band
bsorption that can be important in the characterization of M-dwarfs.
tmospheric models for calculation of the synthetic photometry were
uilt from stellar parameters measured from the analysis of the star’s
NRAS 514, 77–104 (2022) 

4 The image scale for CHEOPS is 1 arc second per pixel. 

p  

a  

w  
pectrum, as described in the individual subsections on each star
elow. 
For each star the ef fecti ve temperature, T eff , the metallicity, [Fe/H],

nd the radius, R � , were used as input parameters to infer the mass
 � and age t � from two different sets of stellar evolutionary models,

amely PARSEC v1.2S (Marigo et al. 2017 ) and CLES (Scuflaire et al.
008 ). The isochronal M � and t � from PARSEC v1.2S were derived
y applying the grid-based interpolation method known as isochrone
lacement and described in Bonfanti et al. ( 2015 ) and Bonfanti,
rtolani & Nascimbeni ( 2016 ). In the case of CLES, instead, a
irect computation of the evolutionary track based on the set of input
arameters was performed. The consistency of the two pairs was
uccessfully checked following the validation procedure based on
he χ2 test presented in details in Bonfanti et al. ( 2021 ), so that we
nally merge the two probability distributions of both M � and t � and
omputed their respective medians and standard deviation. 

The results and additional details of the analysis are presented
eparately for each target in the subsection below. Photospheric
bundance ratios are quoted relative to the solar composition from
splund et al. ( 2009 ). 

.4 Light-cur v e analysis 

e used PYCHEOPS version 1.0.0 to analyse the data. The photometric
perture was selected based on the lowest point-to-point root mean
quare (RMS) reported in the data reduction reports. The correction
or contamination calculated by the DRP was applied to all light
urves. We applied a correction for the ramp effect to all data sets
part from the observations of GJ 1132. This correction is generally
ery small ( < ≈ 100 ppm). Observations with high background levels
ue to observing close to the Earth’s limb ( > 5 per cent abo v e the
edian background level) were excluded from the analysis. We also

xcluded data points more than 5 standard deviations from a median-
moothed version of each light curve. Typically, fewer than 5 data
oints are rejected from the analysis using this criterion. 
To select decorrelation parameters we did an initial fit to each

ight curve with no decorrelation and used the RMS of the residuals
rom this fit, σ p , to set the prior on the decorrelation parameters,
 (0 , σp ) or, for d f /d t , N (0 , σp /�t) where � t is the duration of

he visit. We then added decorrelation parameters to the fit one-by-
ne, selecting the parameter with the lowest Bayes factor at each
tep and stopping when B p > 1 for all remaining parameters. This
rocess sometimes leads to a set of parameters including some that
re strongly correlated with one another and so are therefore not
ell determined, i.e. they have large Bayes factors. We therefore go
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hrough a process of repeatedly removing the parameter with the 
argest Bayes factor if any of the parameters have a Bayes factors B p 

 1. The second step of this process typically remo v es no more than
 or 2 parameters. 
Gaussian-process (GP) regression is an ef fecti ve way to account 

or the additional uncertainty in the parameters derived from ob- 
ervational data in cases where the time-correlated noise sources 
‘systematics’) are present. The use of GP regression is common 
ractice within the exoplanet research community, partly because 
uch of the research into exoplanets for the first two decades of

his relati vely ne w branch of astrophysics had to use instrumentation
hat was never designed to observe the weak signals from exoplanet 
ystems. Time-correlated noise sources may arise within the instru- 
ent, the environment (particularly for ground-based observations) 

r from astrophysical noise sources, e.g. intrinsic variability of the 
ost star. By design, CHEOPS has very low levels of instrumental 
oise. Analysis of long-duration observations of bright stars with 
HEOPS have demonstrated that instrumental noise is between 15 
nd 80 ppm on time-scales of a few hours for isolated stars in the
agnitude range co v ered here. These observations also show that 

he standard error estimates on the count rates provided with the 
RP data files are reliable but slightly underestimate the true noise 

n the light curves by a factor ≈1.3. This may be due to small
rrors in the calibration of the data, e.g. flat-fielding errors, or weak
osmic ray events that are difficult to identify if they affect pixels
ear the peaks in the image of the star. To account for this small
mount of extra noise we assume that it is Gaussian white noise
ith standard deviation σw . The amplitude of the noise due to stellar
ranulation and stochastically driven oscillations for late-type star 
as been characterized in detail using data from the Kepler mission
Kallinger et al. 2014 ). For dwarf stars ( log g < ≈ 4), the amplitude
f this noise on time scales rele v ant to the observations presented
ere ( ∼10 2 –10 3 μHz) is typically no more than 100 ppm. Therefore,
here is little justification a priori to include a GP in the analysis
f a CHEOPS light curve for moderately bright dwarf stars. For all
he light curves analysed here, we checked that the power spectrum 

lotted in log–log space is flat, i.e. consistent with white noise, as
xpected. Consequently, we do not include GPs in the analysis of
he light curves analysed here. Note that the same argument does 
ot apply to subgiant stars, e.g. we observed granulation noise in the
HEOPS light curve of KEL T -11 (log g ≈ 3.7) and included a GP

n the analysis of that system using PYCHEOPS (Benz et al. 2021 ).
imilarly, CHEOPS is able to detect and characterize granulation 
oise and solar-like oscillations for very bright Sun-like stars such 
s ν2 Lupi ( V = 5.65, Delrez et al. 2021 ). 

For all of the visits analysed here, we repeated the analysis using
ifferent photometric apertures, or without rejecting data with high 
ackground levels, or without the correction for the ramp effect, or
except for GJ 1132) excluding the correction for contaminating 
ackground stars. For the analysis with MultiVisit we also 
xperimented with different values N roll . In all these cases, the results
re negligibly different to the results reported here. 

Sampling of the PPD for the model parameters is done with EMCEE

sing 256 w alk ers and 512 steps following a ‘burn-in’ phase of 1024
teps to ensure that the sampler has con verged. Con vergence of the
ampler was checked using visual inspection of the parameters values 
rom all the w alk ers plotted versus step number. These ‘trail plots’
how no trends in mean value or width and all the w alk ers appeared
o be randomly sampling the parameter values in very similar 
ay. 
F or conv enience, the light curv es are normalized to their median

alue prior to analysis. We store the original light curve prior to
ormalization and use this post hoc to convert the parameter c i used
o model the out-of-transit level for data set i to an observed out-of-
ransit count rate in photoelectrons per second [e − s −1 ]. 

.4.1 GJ 436 b 

he warm-Neptune GJ 436 b orbits a moderately bright M2.5 V
tar ( V = 10.6, G = 9.6) with an orbital period of 2.64 d (Butler
t al. 2004 ). It was the first Neptune-mass exoplanet found to transit
ts host star (Gillon et al. 2007 ). Sev eral studies hav e scrutinized
he e v aporating atmosphere of this planet using observations from
ltraviolet (Kulow et al. 2014 ; Ehrenreich et al. 2015 ; Lavie et al.
017 ; dos Santos et al. 2019 ) to infrared wavelengths (Pont et al.
009 ; Knutson et al. 2011 , 2014 ; Lanotte et al. 2014 ). A second
lanet has been posited to explain the significant orbital eccentricity 
f GJ 436 b ( e ≈ 0.15; Maness et al. 2007 ; Ribas, Font-Ribera &
eaulieu 2008 ) but recent studies based on e xtensiv e radial velocity
ata have not confirmed previous claims for the existence of this
econd planet (Lanotte et al. 2014 ; Trifonov et al. 2018 ). The orbit
f GJ 436 b is significantly misaligned with the rotation axis of its
ost star (Bourrier et al. 2018 ). 
To estimate the mass and mean stellar density of GJ 436 we

sed the empirical calibrations implemented in the software KMD- 
ARFPARAM (Hartman et al. 2015 ). These empirical relations are 
ell-determined for stars with masses and radii similar to GJ 436.
or the input to KMDWARFPARAM we used the apparent magnitudes 

n the V , J , H , and K bands listed on SIMBAD and the parallax
rom Gaia EDR3. The results are summarized in Table 3 . The
ass and radius obtained from KMDWARFPARAM agree very well 
ith our values obtained using the methods described in Sec- 

ion 3.3 ( M = 0 . 444 ± 0 . 034 M �, R = 0 . 444 ± 0 . 059 R �) but are
ore precise. These radius estimates also agree well with the value
 = 0 . 455 ± 0 . 018 R � measured directly using interferometry by
on Braun et al. ( 2012 ). 

We observed three transits of GJ 436 b (Table 1 ). The transit
ngress was observed on all three visits but only the final visit co v ers
he point of mid-transit and the egress was only partly observed
uring the first visit. We first analysed the transits individually using
ataset.lmfit transit in order to identify which decorrela- 

ion parameters are needed for each visit. We fixed the orbital period
t the value P = 2.643 8980 d (Lanotte et al. 2014 ). We also fixed
he limb-darkening parameters at the values inferred from the tables 
rovided by Claret ( 2019 ). The results are summarized in Table 2 .
etween 1 and 3 useful decorrelation parameters were identified per 
isit, with the highest order term needed for decorrelation against 
oll angle being sin ( φ). GJ 436 is moderately bright and there is
ittle contamination of the photometric aperture from other stars. As 
 result, the instrumental noise trends in the light curv es hav e v ery
ow amplitudes ( < ≈ 300 ppm). A small but significant linear trend with 
ime is seen for all three visits which we ascribe to stellar variability
n time scales longer than the visit duration. The power spectral
ensity (PSD) of the residuals from these initial fits are shown in
g. B1 of the supplementary online material. The small amount of
ower near orbital frequency of the CHEOPS spacecraft and its first
armonic for data set 1 is not statistically significant, i.e. the PSDs
f the residuals are consistent with the white-noise level expected 
ased on the typical error bar per datum. The trends in the data with
pacecraft roll angle and our fit to this trend for data set 3 are shown
n fig. C1 of the supplementary online material. 

For the combined analysis of the visits using MultiVisit we 
et priors on f c and f s based on the values of e = 0.152 ± 0.009
MNRAS 514, 77–104 (2022) 
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Table 2. Summary of the initial analysis for individual visits for targets with more than one visit using Dataset.lmfit transit . T c 
is the time of mid-transit and RMS is the standard deviation of the residuals from the best fit. The numbering of the visits is the same as in 
Table 1 . Note that the standard errors quoted here are based on the estimated covariance matrix, so may be underestimated. Values preceded 
by = were held fixed in the analysis. Data from the individual visits to GJ 1132 provide no useful constraint on the impact parameter, b . The 
variables in final column are as follows: time, t ; spacecraft roll angle, φ, PSF centroid position, ( x , y ); smear correction, smear ; aperture 
contamination, contam ; image background level, bg . Digits in parentheses are standard errors in the final digit of the preceeding value. 

# Target BJD TDB T c D W b RMS Decorrelation parameters 
−2458900 (per cent) (ppm) 

1 GJ 436 36.6865(1) 0.49(5 ) 0.0156(4) 0.74 ± 0.03 262 t 
2 41.975(1) 0.63(3 ) 0.0160(5) 0.77 ± 0.02 265 t , contam , bg 
3 63.1321(3) 0.65(1 ) 0.0196(2) 0.67 ± 0.02 266 t , sin ( φ) 

1 HD 106315 42.944(1) 0.031(2 ) 0.0161(2) 0.63 ± 0.04 238 t , x , bg , smear , x 
2 71.592(13) 0.027(2 ) 0.0160(5) = 0.63 250 sin ( φ), x 

1 GJ 1132 = 35.6559 0.30(3 ) 0.0193(3) = 0.77 1262 contam , smear , t , cos ( φ), sin (2 φ), cos (2 φ), 
2 = 37.2849 0.22(4 ) 0.0118(18) = 0.77 1125 contam , bg , t , x , y , sin ( φ), cos (2 φ), sin (2 φ) 
3 = 43.8006 0.27(13 ) 0.0138(12) = 0.77 1408 contam , bg , t , sin ( φ), cos (2 φ) 

Table 3. Results from our analysis of GJ 436 b. Gaussian priors on parameters 
with mean μ and standard deviation σ are noted using the notation N ( μ, σ ). 
For each data set i = 1, 2, 3, c i is the mean count rate out of eclipse, d f i /d t 
is the linear trend with time, d f i / d contam is the correlation of flux with the 
predicted contamination of the aperture by background stars, and d f i / d bg 
is the correlation of flux with the estimated background level in the image. 
The quantities contam and bg are normalized so that the coefficients give 
the amplitude of the trend in each light curve. This analysis uses implicit 
roll-angle decorrelation with N roll = 1. 

Parameter Value Notes 

Input parameters 
T eff (K) 3505 ± 51 1 
log g (cgs) 4.91 ± 0.07 1 
[Fe/H] −0.04 ± 0.16 1 
M � (M �) 0.445 ± 0.018 
P (d) 2.643898 2 
K (m s −1 ) 17.38 ± 0.17 3 

Model parameters 
D 0.00700 ± 0.00018 
W 0.01593 ± 0.00015 
b 0.802 ± 0.012 
T 0 0.26212 ± 0.00012 N (0 . 262 , 0 . 01), 4 
h 1 0.733 ± 0.051 N (0 . 73 , 0 . 1) 
h 2 = 0.633 
ln σw −12.1 ± 3.3 N ( −10 , 5) 
c 1 (10 6 e-/s) 15.365 31 ± 0.000 45 
d f 1 /d t (d −1 ) 0.000 59 ± 0.000 17 
c 2 (10 6 e-/s) 15.404 48 ± 0.000 82 
d f 2 /d t (d −1 ) 0.000 76 ± 0.000 16 
d f 2 / d bg −0.000 36 ± 0.000 16 
d f 2 / d contam 0.000 373 ± 0.000 094 
c 3 (10 6 e-/s) 15.349 05 ± 0.000 54 
d f 3 /d t (d −1) 0.000 34 ± 0.000 20 

Derived parameters 
M p ( M ⊕) 21.72 ± 0.63 
R p ( R ⊕) 3.85 ± 0.10 
R � (R �) 0.422 ± 0.010 
R p / R � 0.0837 ± 0.0011 
a / R � 14.56 ± 0.30 
i ( ◦) 86.84 ± 0.11 
log ( ρ� / ρ�) 0.773 ± 0.027 N (0 . 724 , 0 . 032) 
g p (m s −2 ) 14.35 ± 0.67 
ρp (g cm 

−3 ) 2.09 ± 0.15 
σ (ppm) 6 ± 29 

Notes . 1: Schweitzer et al. ( 2019 ). 2: Lanotte et al. ( 2014 ). 3: Trifonov et al. 
( 2018 ). 4: BJD TDB − 2458947. 
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nd ω = 325.8 ◦ ± 5.7 ◦ from Trifonov et al. ( 2018 ). The limb-
arkening parameter h 2 has only a subtle effect on the light curve
uring the ingress and egress phases of the transit so we decided
o fix this parameter at the value inferred from the tables provided
y Claret ( 2019 ). We include h 1 as a free parameter in the analysis
ith a Gaussian prior centred on the value obtained from the same

ables with an arbitrary choice of 0.1 for the standard error. We also
mposed a prior on the mean stellar density based on the values
btained from KMDWARFPARAM (Hartman et al. 2015 ). Based on the
esults of the analysis for the individual visits we decided to use
 roll = 1. Increasing this value by 1 or 2 has a negligible effect on the

esults. The results from this analysis are given in Table 3 and the fits
o the light curves are shown in Fig. 1 . Correlations between selected
arameters from this analysis are shown in Fig. 2 . These results are
iscussed in the context of previous studies of GJ 436 b in Section 5.1 .

.4.2 HD 106315 b 

D 106315 is a F5 V star with a V -band magnitude of 8.95 that is
nown to host at least two planets (Crossfield et al. 2017 ; Rodriguez
t al. 2017 ). The inner planet (b) is a super-Earth with a radius of
.44 R ⊕ and an orbital period of 9.55 d; the outer planet (c) is a
eptune-sized planet with a radius of 4.35 R ⊕ and a period of 21.06 d

Barros et al. 2017 ). Kosiarek et al. ( 2021 ) have measured accurate
asses for these planets based on e xtensiv e multi-year radial velocity
easurements for these planets together with transits observed with

pitzer . That study was moti v ated by on-going and planned observing
rogrammes with Hubble Space Telescope ( HST ) and James Webb
pace Telescope ( JWST ) to characterize the atmospheres of these
lanets. These authors find that the orbital eccentricity of these
lanets is close to e = 0 based on their e xtensiv e radial velocity
ata and on stability arguments. 
The rotation of HD 106315 measured from spectral line broaden-

ng is moderately fast ( v rot sin i � ≈ 13 km s −1 ) but the K2 light curve
nd ground-based photometry show that the intrinsic variability of
his star is < ≈ 0 . 2 per cent at optical wavelengths (Crossfield et al.
017 ; Kosiarek et al. 2021 ). There are several published estimates
or the mass and radius of this star based on a variety of methods
these are summarized in Table 4 together with our own estimates

ased on the methods described in Section 3.3 . We have used these
esults to estimate the mass of this star and to set a prior on the mean
tellar density for the analysis of the light curve. In both cases we
ave used the weighted mean value and the weighted sample standard
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Figure 1. CHEOPS transit light curves of GJ 436 b. Upper panel : All data after removing trends. Observed light curves are displayed in cyan. The dark blue 
points are the data points binned o v er 0.002 phase units. The best-fitting transit model is shown in green. Middle panel : Observed light curves are displayed in 
cyan offset by multiples of 0.005 units. The dark blue points are the data points binned o v er 0.002 phase units. The full model including instrumental trends is 
shown in brown and the transit model without trends is shown in green. Lower panel : Residuals obtained after subtraction of the best-fitting model in the same 
order as the upper plot offset by multiples of 0.002 units. 

Figure 2. Correlation plot for selected parameters from our analysis of GJ 436. 
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Table 4. Mass, radius, and mean stellar density estimates for HD 106315. 

M � (M �) R � (R �) log ( ρ� / ρ�) Ref. 

1.227 ± 0.064 1.257 ± 0.014 −0.209 ± 0.027 1 
1.154 ± 0.042 1.269 ± 0.024 −0.248 ± 0.029 2 
1.091 ± 0.036 1.296 ± 0.058 −0.300 ± 0.060 3 
1.027 ± 0.034 1.281 ± 0.058 −0.311 ± 0.061 4 
1.07 ± 0.03 1.18 ± 0.03 −0.186 ± 0.035 5 
1.088 ± 0.043 1.252 ± 0.041 −0.229 ± 0.045 Mean 

Notes . 1. This work. 2. Kosiarek et al. ( 2021 ). 3. Barros et al. ( 2017 ). 4. 
Rodriguez et al. ( 2017 ). 5. Crossfield et al. ( 2017 ). 
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eviation to set the value and its error. We use the sample standard
rror rather than the standard error in the mean because the values in
able 4 are not completely independent and the differences between

hese estimates may reflect systematic sources of uncertainty e.g. the
nknown helium abundance for this star. 
To derive the stellar atmospheric parameters for HD 106315 in

able 4 we used version 5.22 of the Spectroscopy Made Easy
ME package (Piskunov & Valenti 2017 ) to analyse the spectrum
f this star observed with the High Accuracy Radial velocity
lanet Searcher (HARPS) spectrograph on the European Southern
bservatory (ESO) 3.6-m telescope. All available HARPS spectra
ere downloaded from the ESO science archive and co-added prior

o analysis. In this package synthetic spectra are calculated starting
rom a first guess of individual stellar parameters and utilizing a grid
f stellar models, in this case taken from the ATLAS-12 set (Kurucz
013 ). Atomic parameters were downloaded from the VALD data
ase (Piskunov et al. 1995 ). Keeping all but one parameter fixed and
terating and minimizing until no further impro v ement is realized
ne arrives eventually at a set of stellar parameters (Fridlund et al.
017 ). 
We observed two transits of HD 106315 b with CHEOPS (Table 1 ).

he first transit was observed when the target was close to the anti-
un direction so the observing efficiency is very high. The data
et for the second visit shows spurious jumps in values of the
pacecraft roll angle versus time due to a software bug that was
xed in DRP version 13.0. These spurious roll angle values were
orrected prior to the analysis presented here. We first analysed both
ransits individually using Dataset.lmfit transit in order to
dentify which decorrelation parameters are needed for each visit.

e fixed the orbital period at the value P = 9.552105 d and assumed
hat the orbital eccentricity is e = 0 (Kosiarek et al. 2021 ). We also
xed the limb-darkening parameters at the values inferred from the

ables provided by Maxted ( 2018 ). The second data set does not
o v er the ingress or egress to the transit so the impact parameter
s unconstrained by these data. We fixed the impact parameter to
he value determined from the analysis of the first data set for the
nalysis of the second data set. The results are summarized in Table 2 .
etween 2 and 4 useful decorrelation parameters were identified per
isit, with the highest order term needed for decorrelation against
oll angle being sin ( φ). HD 106315 is bright and there is little
ontamination of the photometric aperture from other stars. As a
esult, the instrumental noise trends in the light curves have very low
mplitudes ( < ≈ 120 ppm). A small but significant linear trend with
ime is seen for the first visit which we ascribe to stellar variability on
ime-scales longer than the visit duration. The power spectral density
PSD) of the residuals from these initial fits are shown in fig. B2 of
he supplementary online material. There is a small excess in power
t low frequencies for the second data set that we assume is related
o rapid changes in the scattered light level towards the start and end
f each visit. This can lead to a gradients in the background level
NRAS 514, 77–104 (2022) 
n some images that is not (yet) accounted for in the data reduction
ipeline. The trends in the data with spacecraft roll angle and our fit
o this trend for data set 2 are shown in fig C2 of the supplementary
nline material. 
We used the same fixed values of e and P for the combined

nalysis of the two visits using MultiVisit . We set priors on
he limb-darkening parameters h 1 and h 2 based on the results from

axted ( 2018 ). We included the small correction to the tabulated
alues recommended by Maxted ( 2018 ) based on the observed offset
etween these values and the observed values of h 1 and h 2 for stars
imilar to HD 106315. Based on the results of the analysis for the
ndividual visits we decided to use N roll = 1. Changing this value by

1 has a negligible effect on the results. The results from this analysis
re given in Table 5 . Correlations between selected parameters from
his analysis are shown in Fig. 3 . The fits to the light curves are
hown in Fig. 4 . 

We also attempted a similar analysis without the prior on the
tellar density. The results from that analysis are consistent with the
esults presented here but with increased uncertainties, particularly
or the impact parameter, b ( D = 0.000 283 ± 0.000 028, W =
.016 47 ± 0.000 43, b = 0.54 ± 0.31). The mean stellar density
btained from this analysis of the light curve with no prior on ρ� is
og ( ρ� / ρ�) = −0.16 ± 0.26. 

These results are discussed in the context of previous studies
f HD 106315 b in Section 5.2 . To aid this discussion, we also
erformed an analysis of the 6 transits of HD 106315 b in the K2
ight curve of HD 106315 (Howell et al. 2014 ) using very similar
ssumptions to those used in our analysis of the CHEOPS light curve.
e used the light curve corrected for instrumental effects using the

S2C algorithm (Aigrain et al. 2015 ) downloaded from the Mikulski
rchive for Space Telescopes 15 (MAST). There are clear offsets in

he mean flux level either side of each transit in this light curve so we
sed a smooth function generated with a Gaussian process fit to the
ata between the transits to put the flux level on to a consistent scale
or every transit. We used the same light-curve model from PYCHEOPS

sed for the analysis of the CHEOPS light curve and set the same
riors on the transit parameters and mean stellar density. The priors
n the limb-darkening parameters were similar to those used for the
nalysis of the CHEOPS light curve although the values differ due to
he different instrument response functions. We did account for the
nite integration time of the K2 observations but did not include any
dditional parameters for decorrelation of instrumental noise sources.
he results from this analysis are also given in Table 5 . These results
nd the results from previous studies (Barros et al. 2017 ; Crossfield
t al. 2017 ; Rodriguez et al. 2017 ) are consistent with one another
ut the errors on the transit parameters vary by a factor ≈2 because
f the different assumptions made in each study, e.g. the error on
 / R � is sensitive to the prior used for ρ� . 

.4.3 HD 97658 b 

he super-Earth HD 97658 b orbits a moderately bright K1 V star
 V = 7.7, G = 7.5) with a period of P = 9.43 d (Howard et al.
011 ). Transits of the host star by this planet were found using
round-based observations (Henry et al. 2011 ) and confirmed using
ollo w-up observ ations with Spitzer (Van Grootel et al. 2014 ) and
he Microvariability and Oscillations in STars ( MOST ) telescope
Dragomir et al. 2013 ). Guo et al. ( 2020 ) analysed near-infrared
pectra of HD 97658 b observed during four transits with the WFC3

https://archive.stsci.edu/
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Table 5. Results from our analysis of the transits for HD 106315 b. Gaussian 
priors on parameters with mean μ and standard deviation σ are noted using 
the notation N ( μ, σ ). For each data set i , c i is the mean count rate out of 
eclipse, d f i /d t is the linear trend with time and d f i / d smear is the correlation 
of flux with the smear correction. The quantity smear is normalized so that 
the coefficient gives the amplitude of the trend in the light curve. This analysis 
uses implicit roll-angle decorrelation with N roll = 1. 

Parameter Value Notes 

Input parameters 
T eff (K) 6450 ± 105 
log g (cgs) 4.28 ± 0.10 
[Fe/H] −0.09 ± 0.05 
[Mg/H] −0.09 ± 0.12 
[Si/H] −0.05 ± 0.06 
M � (M �) 1.091 ± 0.029 
P (d) 9.552105 1 
K (m s −1 ) 2.88 ± 0.85 1 

Model parameters 
D 0.000284 ± 0.000014 
W 0.01637 ± 0.00038 
b 0.601 ± 0.045 
T 0 1952.4979 ± 0.0017 2 
h 1 0.777 ± 0.012 N (0 . 777 , 0 . 012) 
h 2 0.419 ± 0.055 N (0 . 421 , 0 . 055) 
ln σw −9.34 ± 0.10 N ( −9 . 3 , 1 . 0) 
c 1 (10 6 e-/s) 20.05254 ± 0.00028 
d f 1 /d t (d −1 ) −0.000154 ± 0.000 020 
d f 1 / d bg 0.000 029 ± 0.000 037 
d f 1 / d smear 0.000089 ± 0.000 030 
c 2 (10 6 e-/s) 20.022 91 ± 0.000 24 

Derived parameters 
M p ( M ⊕) 10.1 ± 3.0 
R p ( R ⊕) 2.25 ± 0.10 
R � (R �) 1.222 ± 0.045 
R p / R � 0.01686 ± 0.00041 
a / R � 15.95 ± 0.55 
i ( ◦) 87.84 ± 0.23 
log ( ρ� / ρ�) −0.224 ± 0.045 N ( −0 . 229 , 0 . 045) 
g p (m s −2 ) 19.5 ± 6.0 
ρp (g cm 

−3 ) 4.8 ± 1.6 
σw (ppm) 87 ± 9 

K2 light curve analysis 
D 0.000 277 ± 0.000 016 
W 0.016 62 ± 0.000 50 
b 0.586 ± 0.054 
T 0 0.2030 ± 0.0020 2 
h 1 0.778 ± 0.012 N (0 . 78 , 0 . 012) 
h 2 0.422 ± 0.054 N (0 . 419 , 0 . 055) 
ln σw −9.942 ± 0.037 
R p / R � 0.016 63 ± 0.000 48 
a / R � 15.92 ± 0.56 
i ( ◦) 87.89 ± 0.25 
log ( ρ� / ρ�) −0.227 ± 0.046 N ( −0 . 229 , 0 . 045) 
σw (ppm) 48 ± 2 

Note . 1: Kosiarek et al. ( 2021 ). 2: BJD TDB − 2457615. 
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nstrument on HST , together with e xtensiv e observations of the transit
rom the STIS instrument on HST , Spitzer , and MOST . Despite this
ealth of data their atmospheric modeling results were inconclusive. 
uo et al. were able to rule out previous claims of additional planets

n the HD 97658 system based on a large set of radial velocity
bservations obtained o v er two decades. Their analysis of these 
adial velocities also shows that the orbit of HD 97658 b is circular
r nearly so ( e < ≈ 0 . 03). Variability of the activity indicators in the
ame spectroscopic data set lead to an estimate of P rot ≈ 35 d for
he rotation period of this star. They conclude that HD 97658 b
s a fa v ourable target for atmospheric characterization through 
ransmission spectroscopy with JWST . 

The TESS light curve of HD 97658 shows very little intrinsic
ariability in this star ( < ≈ 0 . 02 per cent), as is expected for a very
lowly rotating K-dwarf. The results from recent studies of the 
ost star properties are summarized in Table 6 together with the
esults from our own analysis. We have used the weighted mean of
hese results to calculate the values of the stellar mass and mean
ensity used in this analysis, and the weighted sample standard 
eviation to estimate the errors on these parameters. We use the
ample standard deviation rather than the standard error in the mean
ecause the values in Table 6 are not completely independent and the
ifferences between these estimates may reflect systematic sources 
f uncertainty, e.g. the unknown helium abundance for this star. 
We observed a single transit of HD 97658 b with CHEOPS (Ta-

le 1 ). Although the observing efficiency is quite high (72 per cent)
he co v erage of the ingress to the transit is poor. HD 97658 is a

oderately bright and isolated star so the level of instrumental noise
n the light curve is very low. 

We used an initial analysis of this transit with 
ataset.lmfit transit to determine which decorrelation 
arameters should be used in our final analysis. We fixed the orbital
eriod at the value P = 9.489 295 d and assumed a circular orbit
Guo et al. 2020 ). The stellar atmospheric parameters are taken
rom the SWEET-Cat catalogue (Santos et al. 2013 ; Sousa et al.
018 ). These are a homogeneous set of parameters derived using
he ARES + MOOG methodology (Sousa 2014 ) which were originally
resented in Mortier et al. ( 2013 ). The limb darkening parameters
 1 and h 2 were included as free parameters in this initial fit. The
ean stellar density with its error from Table 6 was included as a

onstraint in the least-squares analysis. This initial analysis shows 
hat there are weak trends in the data with amplitudes ≈100 ppm
orrelated with sin ( φ) and the background level in the images. There
re no other significant instrumental trends in the light curve. If we
nclude a linear trend with time in the least-squares analysis we
nd that it has an amplitude < ≈ 40 ppm d −1 . Based on these results
e used Dataset.emcee sampler to sample the joint PPD 

or the transit model parameters, the two decorrelation parameters, 
nd the hyperparameter ln σ w for our noise model. The results are
iven in T able 7 . W e set priors on the limb-darkening parameters h 1 
nd h 2 based on the results from Maxted ( 2018 ). We included the
mall correction to the tabulated values recommended in Maxted 
 2018 ) based on the observed offset between these values and the
bserved values of h 1 and h 2 for stars similar to HD 97658. The
t to the light curve is shown in Fig. 5 and correlation plots for
elected parameters are shown in Fig. 6 . The power spectral density
PSD) of the residuals shown in fig. B3 of the supplementary online
aterial is consistent with the expected white-noise level based 

n the median error bar per datum. The trends in the data with
pacecraft roll angle and our fit to this trend are shown in fig. C3 of
he supplementary online material. 

These results are discussed in the context of previous studies of
D 97658 b in Section 5.3 . To aid this discussion, we also performed

n analysis of the 2 transits of HD 97658 b in the TESS light
urve of HD 97658 using very similar assumptions to those used
n our analysis of the CHEOPS light curve. We used the light curve
DCSAP FLUX values provided in the data file downloaded from 

AST. Although the variability between the transits in this light 
urve is very small ( < ≈ 0 . 02 per cent ) we used a smooth function
enerated with a Gaussian process fit to the data between the transits
MNRAS 514, 77–104 (2022) 
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Figure 3. Correlation plot for selected parameters from our analysis of HD 106315. 

Figure 4. CHEOPS transit light curves of HD 106315 b. Upper panel : Observed light curves are displayed in cyan offset by multiples of 0.002 units. The dark 
blue points are the data points binned o v er 0.001 phase units. The full model including instrumental trends is shown in brown and the transit model without 
trends is shown in green. Lower panel : Residuals obtained after subtraction of the best-fitting model in the same order as the upper plot offset by multiples of 
0.002 units. 
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o ensure that the flux level is on a consistent scale for both transits.
e used the same light curve model from PYCHEOPS used for the

nalysis of the CHEOPS light curve and set the same priors on the
ransit parameters and mean stellar density. The priors on the limb-
arkening parameters were similar to those used for the analysis of
he CHEOPS light curve although the values differ due to the different
nstrument response functions. The results from this analysis are also
iven in Table 7 . 
NRAS 514, 77–104 (2022) 
.4.4 GJ 1132 b 

J 1132 is a nearby M4.5 V star ( d ≈ 12 pc) that was found to
ost a transiting exoplanet using ground-based photometry from
he MEarth project (Berta-Thompson et al. 2015 ). GJ 1132 b is a
mall rocky planet with a radius of ∼2.4 R ⊕, a mass of ∼1.7 M ⊕,
nd an orbital period of P = 1.63 d. Additional photometry from
he MEarth-South telescopes and o v er 100 h of observations with

art/stab3371_f3.eps
art/stab3371_f4.eps
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Table 6. Mass, radius, and mean stellar density estimates for HD 97658. The 
error quoted on the mean value is the standard deviation of the sample. 

M � (M �) R � (R �) log ( ρ� /( ρ�) Ref. 

0.758 ± 0.044 0.761 ± 0.009 0.236 ± 0.030 1 
0.74 ± 0.02 0.74 ± 0.02 0.26 ± 0.04 2 
0.74 ± 0.01 0.73 ± 0.01 0.279 ± 0.019 3 
0.77 ± 0.05 0.741 ± 0.024 0.276 ± 0.053 4 
0.752 ± 0.035 0.743 ± 0.017 0.263 ± 0.037 Mean 

Notes . 1. This work. 2. Brewer et al. ( 2016 ). 3. Bonfanti et al. ( 2016 ). 4. Van 
Grootel et al. ( 2014 ). 

Table 7. Results from our analysis of HD 97658. Gaussian priors on 
parameters with mean μ and standard deviation σ are noted using the notation 
N ( μ, σ ). RMS is the standard deviation of the residuals from the best fit. 

Parameter Value Notes 

Input parameters 
T eff (K) 5137 ± 36 1 
log g (cgs) 4.47 ± 0.09 1 
[Fe/H] −0.35 ± 0.02 1 
[Mg/H] −0.25 ± 0.03 1 
[Si/H] −0.31 ± 0.04 1 
M � (M �) 0.752 ± 0.035 
P (d) 9.489 295 2 
K (m s −1 ) 2.81 ± 0.15 2 

Model parameters 
D 0.000 825 ± 0.000 017 
W 0.0124 40 ± 0.000 051 
b 0.475 ± 0.037 
T 0 1961.876 39 ± 0.000 23 3 
h 1 0.715 ± 0.011 N (0 . 72 , 0 . 012) 
h 2 0.406 ± 0.054 N (0 . 397 , 0 . 055) 
ln σw −10.70 ± 0.64 
c (10 6 e-/s) 56.550 66 ± 0.000 82 
d f /dsin ( φ) 0.000 110 ± 0.000 013 N (0 . 0 , 0 . 00015) 
d f / d bg −0.000 101 ± 0.000 032 N (0 . 0 , 0 . 00015) 

Derived parameters 
M p ( M ⊕) 7.62 ± 0.42 
R p ( R ⊕) 2.293 ± 0.070 
M � (M �) 0.741 ± 0.018 
R p / R � 0.028 72 ± 0.000 30 
a / R � 23.35 ± 0.51 
i ( ◦) 88.83 ± 0.12 
log ( ρ� / ρ�) 0.278 ± 0.029 N (0 . 267 , 0 . 029) 
g p (m s −2 ) 14.2 ± 1.1 
ρp (g cm 

−3 ) 3.48 ± 0.36 
σw (ppm) 23 ± 14 
RMS (ppm) 137 

TESS analysis 
T 0 0.9407 ± 0.0010 4 
D 0.000 805 ± 0.000 039 
W 0.012 35 ± 0.000 20 
b 0.498 ± 0.046 
h 1 0.771 ± 0.012 N (0 . 773 , 0 . 012) 
h 2 0.391 ± 0.056 N (0 . 39 , 0 . 055) 
ln σw −7.905 ± 0.018 
R p / R � 0.028 38 ± 0.000 68 
a / R � 23.21 ± 0.52 
i ( ◦) 88.77 ± 0.14 
log ( ρ� / ρ�) 0.270 ± 0.029 N (0 . 267 , 0 . 029) 
σ (ppm) 369 ± 7 

Notes . 1. Sousa et al. ( 2018 ). 2. (Guo et al. 2020 ). 3: BJD TDB − 2458961. 4: 
BJD TDB − 2458904. 
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pitzer by Dittmann et al. ( 2017 ) did not rev eal an y additional
ransiting exoplanets in this system. Nevertheless, Bonfils et al. 
 2018 ) found evidence for a second non-transiting planet in this
ystem (GJ 1132 c) with an orbital period P ≈ 8.83 d from e xtensiv e
adial velocity observations. Southworth et al. ( 2017 ) claimed the
etection of an extended atmosphere on GJ 1132 b based on an
ncreased transit depth in the z ′ and K bands relative to other
avelengths. Subsequent spectrophotometric observations with the 
DSS3C multi-object spectrograph on the Magellan Clay Telescope 
y Diamond-Lowe et al. ( 2018 ) failed confirm the anomalous transit
epth around wavelengths of 1 μm and are consistent with a feature-
ess spectrum, implying that GJ 1132 b has a high mean molecular
eight atmosphere or no atmosphere at all. More recently, Swain 

t al. ( 2021 ) have claimed the detection of atmospheric absorption
eatures in the transmission spectrum of GJ 1132 b obtained with the

FC3 instrument on HST o v er the wav elength range 1.13 – 1.64 μm,
ut at a much lower level than the broad-band features claimed by
outhworth et al. ( ∼250 ppm cf. ∼1500 ppm). Mugnai et al. ( 2021 )
ound no evidence for molecular absorption in the transmission 
pectrum of GL 1132 b from their analysis of the same WFC3 data
nalysed by Swain et al. ( 2021 ). 

Based on its V -band magnitude ( V ≈ 14.9, Girard et al. 2011 ),
J 1132 lies beyond the faint magnitude limit of CHEOPS ( V = 12-
3). Ho we ver, the high scientific interest of small planets transiting
 dw arfs, which are f a v ourable for atmospheric characterization,
oti v ated us to assess the precision that CHEOPS can achieve for

uch faint targets. CHEOPS has a very broad spectral response which
s very similar to the Gaia G band, so the count rate for cool stars
ike GJ 1132 is equi v alent to a Sun-like star with the same G -
and magnitude but approximately 1 mag brighter in the V band.
evertheless, GJ 1132 is a faint star ( G = 12.1) in a crowded part of

he sky (Fig. 7 ) and the transits due to GJ 1132 b are shallow, so this
s a challenging target for observations with CHEOPS . 

The three transits of GJ 1132 b we observed with CHEOPS have
n observing efficiency from 58 to 70 per cent. The duration of
he transit is approximately half that of a CHEOPS orbit but we
ere unfortunate that the majority of the transit falls in a gap for

wo of the visits. The light curves are dominated by instrumental
oise due to contamination of the aperture by nearby stars. For this
eason, the OPTIMAL photometric aperture has a radius ≈15 pixels, 
uch smaller than the aperture size typically used for CHEOPS 

bservations. In addition to the problems with contamination and 
nfortunate scheduling, it was found that using the science images 
o track the star during the visits gives worse performance than using
he off-axis star trackers. This mode of operation (‘payload in the
oop’) was disabled for the final visit. The RMS pointing residual
as reduced from 2.7 arcsec and 3.8 arcsec for the first two visits to
.36 arcsec for the final visit. 
GJ 1132 shows little intrinsic variability. MEarth photometry of 

J 1132 shows rotational modulation with a period P rot ≈ 125 days
nd an amplitude ≈0.1 per cent (Berta-Thompson et al. 2015 ). To
stimate the mass of GJ 1132 we used the mass – M K relation from
enedict et al. ( 2016 ). The absolute K -band magnitude of GJ 1132
ased on the parallax from Gaia EDR3 ( π = 79.321 ± 0.018 mas)
nd the K s -band magnitude from 2MASS ( K s = 8.322 ± 0.027) is
 K = 7.819 ± 0.027. To estimate the error in this value we used the

tandard deviation of the residuals from this relation for the 9 stars in
enedict et al. with M K in the range 7.62–8.02. Including the small
dditional uncertainty inherited from the error in M K we estimate 
hat the mass of GJ 1132 is 0 . 192 ± 0 . 022 M �. 

To estimate the mean stellar density of GJ 1132 we com-
iled a sample of stars with accurate and precise surface gravity
MNRAS 514, 77–104 (2022) 
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Figure 5. CHEOPS transit light curve of HD 97658 b. Upper panel : Observed light curve displayed as cyan points. The dark blue points are the data points 
binned o v er 11.5 min. The full model including instrumental trends is sho wn in bro wn and the transit model without trends is sho wn in green. Multiple versions 
of the full model sampled from the PPD are also shown in light brown. Middle panel : Same as the upper panel after dividing-out the instrumental trends in the 
data. Lower panel : Residuals from the best-fitting model. 

Figure 6. Correlation plot for selected parameters from our analysis of HD 97658. 
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easurements. We use surface gravity rather than mean stellar den-
ity directly because this parameter can be determined independently
f any assumptions about the primary star mass for eclipsing binaries
here an M-dwarf transits a solar-type star. The properties of these
NRAS 514, 77–104 (2022) 
tars are given in Table 8 . Note that the value of log g quoted in table 4
f Casewell et al. ( 2018 ) is incorrect so we have re-calculated this
alue based on the mass and radius v alues gi ven in the same table.
e found that the 5-Gyr solar-metallicity isochrones from Baraffe

art/stab3371_f5.eps
art/stab3371_f6.eps
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Figure 7. A typical image of GJ 1132 obtained with CHEOPS prior to 
calibration and cosmic ray removal. The blue circles indicate photometric 
apertures with radii of 15.0 and 22.5 pixels. 

Table 8. Low-mass stars with precise log g measurements. Digits in paren- 
theses are the standard error in the final digit of the preceeding value. 

Star Mass/M � log g (cgs) [Fe/H] Ref. 

J0543 −56 B 0.1641(59 ) 5.09(4 ) 0 .23 1 
J1038 −37 B 0.1735(67 ) 5.04(4 ) 0 .31 1 
J1013 + 01 B 0.1773(77 ) 5.02(2 ) 0 .29 1 
J1115 −36 B 0.1789(61 ) 5.12(3 ) 0 .30 1 
J0339 + 03 B 0.2061(95 ) 5.12(5 ) − 0 .25 1 
J2349 −32 B 0.174(6 ) 5.104(14 ) − 0 .28 2 
SAO 106989 B 0.256(5 ) 4.82(13 ) − 0 .2 3 
HD 24465 B 0.233(2 ) 05.029(7 ) 0 .3 3 
CM Dra A 0.2310(9 ) 4.994(07 ) − 0 .30 4, 5 
CM Dra B 0.2396(9 ) 05.010(6 ) − 0 .30 4, 5 
J0522 −25 A 0.1739(13 ) 5.057(21 ) – 6 
J0522 −25 B 0.2168(48 ) 5.007(20 ) – 6 
J1934 −42 B 0.1864(55 ) 5.045(12 ) 0 .29 7 
J2046 + 06 B 0.1974(62 ) 05.074(8 ) 0 .00 7 

Notes . 1. von Boetticher et al. ( 2019 ). 2. Gill et al. ( 2019 ). 3. Chaturvedi et al. 
( 2018 ). 4. Morales et al. ( 2009 ). 5. Terrien et al. ( 2012 ). 6. Casewell et al. 
( 2018 ). 7. Swayne et al. ( 2021 ). 
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Table 9. Results from our analysis of GJ 1132. Gaussian priors on parameters 
with mean μ and standard deviation σ are noted using the notation N ( μ, σ ). 
For each data set i , c i is the mean count rate out of eclipse, d f i /d t is the 
linear trend with time, d f i / d contam is the correlation of flux with the 
predicted contamination of the aperture by background stars, d f i / d smear 
is the correlation of flux with the smear correction, and d f i / d bg is the 
correlation of flux with the estimated background level in the image. The 
quantities contam , smear , and bg are normalized so that the coefficients 
give the amplitude of the trend in each light curve. These results were obtained 
using implicit roll-angle decorrelation with N roll = 2. 

Parameter Value Notes 

Input parameters 
T eff (K) 3090 ± 65 
log g (cgs) 5.07 ± 0.06 
[Fe/H] −0.31 ± 0.10 
M � (M �) 0.192 ± 0.022 
R � (R �) 0.207 ± 0.0124 
P (d) = 1.628 9287 1 
K (m s −1 ) 2.85 ± 0.34 2 

Model parameters 
D 0.002 44 ± 0.000 20 
W 0.018 76 ± 0.000 54 
b 0.43 ± 0.16 
T 0 0.914 19 ± 0.000 44 N (0 . 9138 , 0 . 002), 3 
h 1 0.861 ± 0.069 N (0 . 75 , 0 . 1) 
h 2 = 0.753 
ln σw −7.034 ± 0.056 N ( −7 . 0 , 0 . 5) 
c 1 (10 6 e-/s) 1.320 92 ± 0.000 74 
d f 1 /d t (d −1 ) 0.004 21 ± 0.000 91 
d f 1 / d smear 0.00117 ± 0.00063 
d f 1 / d contam −0.001 49 ± 0.000 52 
c 2 (10 6 e-/s) 1.2976 ± 0.0016 
d f 2 /d t (d −1 ) 0.0041 ± 0.0014 
d f 2 / d bg −0.0022 ± 0.0011 
d f 2 / d contam −0.001 58 ± 0.000 52 
c 3 (10 6 e-/s) 1.3038 ± 0.0023 
d f 3 /d t (d −1 ) 0.003 98 ± 0.000 77 
d f 3 / d bg −0.0022 ± 0.0010 
d f 3 / d contam −0.0060 ± 0.0011 

Derived parameters 
M p ( M ⊕) 1.74 ± 0.25 
R p ( R ⊕) 1.11 ± 0.10 
R � (R �) 0.207 ± 0.016 
R p / R � 0.0494 ± 0.0021 
a / R � 16.3 ± 1.1 
i ( ◦) 88.50 ± 0.66 
log ( ρ� / ρ�) 1.338 ± 0.086 N (1 . 307 , 0 . 089) 
g p (m s −2 ) 13.7 ± 2.8 
ρp (g cm 

−3 ) 7.0 ± 1.9 
σ (ppm) 881 ± 50 

Notes . 1. Southworth et al. ( 2017 ). 2. Bonfils et al. ( 2018 ). 3: BJD TDB −
2458938. 
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t al. ( 2015 ) gives a good estimate for the mass – log g relation in this
ass range. There is no clear trend with [Fe/H] in the residuals for

hese stars so we do not account for [Fe/H] when we estimate log g .
ased on this isochrone and the standard error of the residuals, we
stimate that the surface gravity of GJ 1132 is log g = 5.070 ± 0.056.
he mean stellar density and radius implied by these values of

he mass and log g are R = 0 . 212 ± 0 . 018 R � and log ( ρ/ ρ�) =
.307 ± 0.089, respectively. This radius estimate is in very good 
greement with the value R = 0 . 202 ± 0 . 016 R � inferred from the
bsolute G -band magnitude using the M G – R relation from Rabus
t al. ( 2019 ). Our mass and radius estimates are in good agreement
ith the values M = 0.181 ± 0.019, R = 0 . 207 ± 0 . 016 R � from
erta-Thompson et al. ( 2015 ). The slight increase in the mass and

adius are a consequence of the slightly smaller parallax for GJ 1132
rom Gaia EDR3 compared to the value used by Berta-Thompson 
t al. ( π = 83.07 ± 1.69 mas). 

The T eff and [Fe/H] estimates for GJ 1132 in Table 9 were
btained using ODUSSEAS , a machine learning tool to derive effec- 
ive temperature and metallicity for M dwarf stars based on the 
easurement of the pseudo equi v alent widths of stellar absorp-

ion lines in high-resolution optical spectra (Antoniadis-Karnavas 
t al. 2020 ). We applied ODUSSEAS to the spectrum obtained by
ombining the spectra of GJ 1132 observed with the HARPS 
pectrograph. This estimate of T eff is in reasonably good agreement 
ith the value T eff = 3203 ± 53 K based on the star’s absolute
 -band magnitude and the T eff –M G calibration from Rabus et al.

 2019 ). 
We used an initial analysis of each transit with 
ataset.lmfit transit to determine which decorrelation 
arameters should be used in the combined analysis of the three light
urves. The correction of the ramp effect has not been calibrated for
perture radii less than 22.5 pixels so we did not apply the ramp
orrection to the light curves used here calculated with aperture 
adii ≈15 pixels. Extrapolating the ramp correction as a function of
MNRAS 514, 77–104 (2022) 
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Figure 8. Correlation plot for selected parameters from our analysis of GJ 1132. 
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perture radius suggests that this correction is < 30 ppm for these
ight curves. We fixed the orbital period at the value P = 1.628 9287 d
Southworth et al. 2017 ) and assumed a circular orbit for this initial
nalysis, and the limb-darkening parameters h 1 and h 2 were fixed
t the values determined from table 10 of Claret ( 2019 ). We find
hat the individual transits provide no constraint on the impact
arameter so we fixed this parameter at a nominal value b = 0.77.
he mean stellar density estimate described abo v e (log ( ρ/ ρ�) =
.307 ± 0.089) was included as a constraint in the least-squares
nalysis. Contamination by background stars is the dominant
ource of instrumental noise in the light curves so we included
fdcontam as a decorrelation parameter in the analysis of all the

ight curves. Other decorrelation parameters were selected in the
sual way based on their Bayes factors using the method described
n the introduction to this section. A summary of the results from
his initial analysis is given in Table 2 . The power spectral density
PSD) of the residuals shown in fig. B4 of the supplementary online
aterial is consistent with the expected white-noise level based on

he median error bar per datum for all three data sets. The trends
n the data with spacecraft roll angle and our fit to these trends
or each data set are shown in fig. C4 of the supplementary online
aterial. 
Bonfils et al. ( 2018 ) find that the eccentricity of the orbit is e < 0.22

t the 95 per cent confidence level so for the combined analysis of
he visits using MultiVisit we assumed that the orbit is circular.
he limb-darkening parameter h 2 has only a subtle effect on the

ight curve during the ingress and egress phases of the transit so we
ecided to fix this parameter at the value inferred from the tables
rovided by Claret ( 2019 ). We include h 1 as a free parameter in
NRAS 514, 77–104 (2022) 
he analysis with a Gaussian prior centred on the value obtained
rom the same tables with an arbitrary choice of 0.1 for the standard
rror. We imposed the same prior on the mean stellar density as
sed in the analysis of the individual visits. Based on the results
f the analysis for the individual visits we decided to use N roll =
. The results from this analysis are given in Table 9 . Correlations
etween selected parameters from this analysis are shown in Fig. 8 .
he fits to the light curves are shown in Fig. 9 . The results found

or an analysis with N roll = 3 or using the unwrap option are
lmost indistinguishable from those presented here. We also tried
n analysis with N roll = 1 but there are clear trends in the residuals
elated to the roll angle. Even so, the results are consistent with those
resented here. Very similar results were also found using the RINF
perture with a radius of 22 pixels. The optimum value of N roll for
he RINF aperture data is N roll = 3; the values of D and b obtained
re insensitive to the choice of N roll or whether the unwrap option is
sed. 
Dittmann et al. ( 2017 ) noted that the value of R p / R � that they
easured using MEarth data is inconsistent with the value obtained

sing Spitzer photometry at 4.5 μm. We have reanalysed the MEarth
hotometry provided in their table 1 because there is a clear non-
inear trend in these data when plotted as a function of airmass. To

odel these data we use the qpower2 transit model implemented
n PYCHEOPS plus a 5th-order polynomial as a function of sec z − 1
o account for trends with airmass (where z is the zenith distance
f GJ 1132 at the time of observation) plus a sinusoidal model
 rot sin (2 π t / P rot ) + b rot cos (2 π t / P rot ) with a period P rot = 125 d to
ccount for stellar variability modulated by the stars rotation period.
e did not impose a prior on the mean stellar density for the analysis

art/stab3371_f8.eps
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Figure 9. Top : CHEOPS observations of 3 transits of GJ 1132 b. Upper panel: All data after remo ving trends. Observ ed light curv es are displayed in cyan. The 
dark blue points are the data points binned o v er 0.0025 phase units. The best-fitting transit model is shown in green. Middle-upper plot Observed light curves 
are displayed in cyan offset by multiples of 0.01 units. The full model including instrumental trends is shown in brown and the transit model without trends 
is shown in green. Middle-lower panel : Same as the middle-upper panel after removing trends correlated with space-craft roll angle. Lower panel : Residuals 
obtained after subtraction of the best-fitting model in the same order as the upper plot offset by multiples of 0.005 units. 
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f the MEarth data and only data within 0.075 phase units of the
id-transit were included in the fit. The results from this reanalysis 

re also given in Table 10 . 
These results are discussed in the context of previous studies of

J 1132 b in Section 5.4 . 

.4.5 Accuracy of the qpower2 algorithm 

e used the ELLC light-curve model (Maxted 2016 ) to calculate a
ransit light curve for each of the 4 planets using direct numerical
ntegration of the power-2 limb-darkening law. We then fit these light 
urves with light curves calculated using the qpower2 algorithm to 
easure the systematic error in the parameters R p / R � and a / R � . In all

ases, we find that this systematic error is negligible compared to the
andom error in these quantities. 

.5 Updated transit ephemerides 

.5.1 GJ 436 b 

e used a linear fit to the time of mid-transit from Table 3 , 8 times of
id-transit from Lanotte et al. ( 2014 ), and 4 times of mid-transit from
othringer et al. ( 2018 ) to establish the following linear ephemeris

or the times of mid-transit: 

JD TDB ( T 0 ) = 2455475 . 82450(3) + 2 . 64389759(7) × E. 
alues in parentheses give the standard error in the final digit of the
receding quantity. There is no evidence for any change in period
reater than Ṗ /P ≈ 6 . 0 × 10 −10 from these data. 

.5.2 HD 106315 b 

e used a linear fit to the two times of mid-transit from Table 5 to
stablish the following linear ephemeris for the times of mid-transit 
or HD 106315 b: 

JD TDB ( T 0 ) = 2458427 . 132(1) + 9 . 55211(2) × E. 

.5.3 HD 97658 b 

e used a linear fit to the two times of mid-transit from Table 7 ,
ne time of mid-transit from Van Grootel et al. ( 2014 ), and
8 times of mid-transit from various instruments from Guo et al.
 2020 ) to establish the following linear ephemeris for the times of
id-transit: 

JD TDB ( T 0 ) = 2457234 . 82213(16) + 9 . 4893072(25) × E. 

Values in parentheses are the standard error in the final two digits
f the preceding quantity. This is a slight impro v ement on the value
f the orbital period given by Guo et al. ( 2020 ) ( P = 9.489 295(5) d),
artly because of the extended baseline including the observation 
rom CHEOPS , but also because we choose our reference time of
MNRAS 514, 77–104 (2022) 
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Table 10. Results from our reanalysis of the MEarth light curves for GJ 1132. 
Gaussian priors on parameters with mean μ and standard deviation σ are noted 
using the notation N ( μ, σ ). The parameters z 0 . . . z 5 are the coefficients of 
the polynomial used to model the trend of tabulated flux with airmass. The 
tabulated flux values are assumed to all have the same standard error, σ f . 

Parameter Value Notes 

Model parameters 
D 0.002 37 ± 0.000 10 
W 0.019 03 ± 0.000 33 
b 0.41 ± 0.23 
T 0 2457184.558 55 ± 0.000 69 BJD TDB 

P (d) 1.628 9227 ± 0.000 0041 
h 1 0.805 ± 0.037 N (0 . 769 , 0 . 15) 
h 2 = 0.76 
z 0 0.000 070 ± 0.000 079 
z 1 0.0082 ± 0.0012 
z 2 −0.0423 ± 0.0055 
z 3 0.0723 ± 0.0095 
z 4 −0.0504 ± 0.0069 
z 5 0.0125 ± 0.0018 
a rot −0.000 108 ± 0.000 034 
b rot −0.000 034 ± 0.000 025 
ln σ f −5.6410 ± 0.0039 

Derived parameters 
R p / R � 0.0487 ± 0.0010 
a / R � 16.2 ± 1.8 
i ( ◦) 88.6 ± 1.0 
log ( ρ� / ρ�) 1.33 ± 0.15 
σ f (ppm) 3549 ± 14 

Figure 10. Observed − calculated times of mid-transit for HD 97658 b based 
on the linear ephemeris from Guo et al. ( 2020 ). The dashed line shows our 
updated linear ephemeris. The solid line with shaded band shows our updated 
quadratic ephemeris ±1 standard deviation. 
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Figure 11. In order of increasing mass – GJ 1132 b, HD 97658 b, 
HD 106315 b, and GJ 436 b in the mass–radius plane compared to other 
extrasolar planets with well-determined parameters taken from TEPCat (cyan 
points) and models from Zeng, Sasselov & Jacobsen ( 2016 ) for planets 
composed of 100 per cent rock (lower line) or water (upper line). The mass 
and radius of Earth, Uranus and Neptune are also shown using the initial 
letters of these planets’ names. 
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id-transit (cycle E = 0) to minimize the covariance between this
alue and P . 

Using the same data set we find the following quadratic ephemeris
or the time of mid-transit: 

BJD TDB (T 0 ) = 2457234 . 82195(12) + 9 . 4892968(38) × E 

+ 0 . 5 × (1 . 46 ± 0 . 48) × 10 −7 × E 

2 . 

The Bayesian information criterion for this ephemeris is 37.9
f. 55.5 for a linear ephemeris, i.e. there is strong evidence from
hese data that the orbital period of HD 97658 b is not constant.
he observed times of mid-transit and our updated ephemerides are
hown as residuals from the linear ephemeris from Guo et al. in
ig. 10 . 
NRAS 514, 77–104 (2022) 
.5.4 GJ 1132 b 

e used a linear fit to the times of mid-transit from Table 9 , 27 times
f mid-transit from Dittmann et al. ( 2017 ), 5 times of mid-transit from
ugnai et al. ( 2021 ), and 9 times of mid-transit from Southworth

t al. ( 2017 ) to establish the following linear ephemeris for the times
f mid-transit: 

JD TDB ( T 0 ) = 2457554 . 32450(9) + 1 . 6289292(4) × E. 

he errors reported on the times of mid-transit in table 3 of Mugnai
t al. ( 2021 ) are clearly too small. We used the RMS residual from a
inear fit to these times of mid-transit to assign a more realistic error
f 0.000 42 d to these values. There is no evidence for any change in
eriod greater than Ṗ /P ≈ 3 . 6 × 10 −9 from these data. 

.6 Planet mass and radius estimates 

he values of the planet mass ( M p ) and radius ( R p ) given in Tables 3 ,
 , 7 , and 9 are based on the values of a / R � , i and k = R p / R � measured
rom the CHEOPS light curves only. In this section, we make
mpro v ed estimates for M p and R p using all published estimates for
hese parameters that are of similar precision to the values obtained
rom the CHEOPS data, or better. For all four planets we have used
ur best estimate for the stellar mass, M � , together with the mean
tellar density, ρ� derived using Kepler’s law from a / R � , to infer a
alue of R � and, hence, R p = k × R � . The masses and radii obtained
re shown in Fig. 11 . 

.6.1 GJ 436 b 

othringer et al. ( 2018 ) observed two transits of GJ 436 b using the
TIS spectrograph on HST with the G750L low-resolution grism
o v ering the wavelength range 0.53 – 1.03 μm. These observations
o not co v er the e gress of the transit so Lothringer et al. used fix ed
alues for a / R � and i from Morello et al. ( 2015 ) in their analysis. The
eighted mean transit depth from the values at various wavelengths
iven in their table 3 using our method described in Appendix A
s 6746 ± 30 ppm. Lothringer et al. find that using values of a / R � 

nd i from different sources introduces an additional uncertainty
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Table 11. Impro v ed planet mass and radius estimates. See Section 3.6 for 
details of the data sources combined to obtain the input values of R p / R � , a / R � , 
and sin i used here. 

Parameter Units Value Error Notes 

GJ 436 b 
P (d) 2.643 897 59 
M � (M �) 0.445 ± 0 . 018 
K (m s −1 ) 17.38 ± 0 . 17 1 
e 0.152 ± 0 . 009 1 
sin i 0.998 43 ± 0 . 00004 
R p / R � 0.082 61 ± 0 . 00022 
a / R � 14.46 ± 0 . 09 
R � (R �) 0.425 ± 0 . 006 
M p ( M ⊕) 21.68 ± 0 . 63 
R p ( R ⊕) 3.83 ± 0 . 06 
g p (m s −2 ) 14.50 ± 0 . 24 
ρp (g cm 

−3 ) 2.12 ± 0 . 06 

HD 106315 b 
P (d) 9.552 11 
M � (M �) 1.088 ± 0 . 043 
K (m s −1 ) 2.88 ± 0 . 85 2 
R p / R � 0.016 86 ± 0 . 00041 
a / R � 15.95 ± 0 . 55 
sin i 0.999 31 ± 0 . 00013 
R � (R �) 1.221 ± 0 . 045 
M p ( M ⊕) 10.1 ± 3 . 0 
R p ( R ⊕) 2.25 ± 0 . 10 
g p (m s −2 ) 19.6 ± 6 . 0 
ρp (g cm 

−3 ) 4.9 ± 1 . 6 

HD 97658 b 
P (d) 9.489 3072 
M � (M �) 0.752 ± 0 . 035 
K (m s −1 ) 2.81 ± 0 . 15 3 
R p / R � 0.028 63 ± 0 . 00030 
a / R � 23.69 ± 0 . 49 
sin i 0.999 816 ± 0 . 000034 
R � (R �) 0.724 ± 0 . 019 
M p ( M ⊕) 7.69 ± 0 . 47 
R p ( R ⊕) 2.26 ± 0 . 06 
g p (m s −2 ) 14.7 ± 1 . 0 
ρp (g cm 

−3 ) 3.65 ± 0 . 33 

GJ 1132 b 
P (d) 1.628 9289 
M � (M �) 0.192 ± 0 . 022 
K (m s −1 ) 2.85 ± 0 . 34 4 
R p / R � 0.049 01 ± 0 . 00054 
a / R � 16.38 ± 0 . 55 
sin i 0.9997 ± 0 . 0001 
R � (R �) 0.205 ± 0 . 010 
M p ( M ⊕) 1.74 ± 0 . 25 
R p ( R ⊕) 1.10 ± 0 . 06 
g p (m s −2 ) 14.2 ± 2 . 0 
ρp (g cm 

−3 ) 7.2 ± 1 . 2 

Notes . 1: Trifonov et al. ( 2018 ). 2: Kosiarek et al. ( 2021 ). 3. Guo et al. ( 2020 ). 
4. Bonfils et al. ( 2018 ). 

o  

d
f  

e
i  

16 We attempted to contact Xueying Guo via her co-authors but, at the time 
of writing, we have not obtained clarification of these points. 
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130 ppm in the transit depth. Taking this into account, we find that
he planet–star radius ratio from this study is k = 0.082 13 ± 0.000 81.

Knutson et al. ( 2014 ) used the Wide Field Camera 3 (WFC3)
nstrument on HST to observe 4 transits of GJ 436 b over the
avelength range 1.2 – 1.6 μm. From their Table 1 we use the values
 / R � = 14.41 ± 0.10 and i = 86.774 ◦ ± 0.030 ◦, and the four values
f R p / R � from each visit which we combine to obtain the weighted
verage value k = 0.083 62 ± 0.000 15. 

Transits of GJ 436 b observed several times with Spitzer at 3.6,
.5, and 8.0 μm. Some or all of these data have been analysed by
nutson et al. ( 2011 ), Beaulieu et al. ( 2011 ), Morello et al. ( 2015 ),

nd Lanotte et al. ( 2014 ). These studies use a variety of techniques to
ccount for instrumental noise that is comparable to the transit depth 
n these light curves. Here, we use the results from Lanotte et al. since
his is the only study to use all the available data. From the parameters
n their table 3 we obtain the values k = 0.082 58 ± 0.000 17, i =
6.858 ◦ ± 0.52, and a / R � = 14.54 ± 0.15. 
None of the studies abo v e find an y strong e vidence for v ariations in

ransit depth with wavelength due to opacity sources in an extended 
tmosphere on GJ 436 b, so we have combined all these estimates of
 p / R � irrespectiv e of wav elength. The values of a / R � , sin i and R p / R � 

btained by combining the abo v e estimates with the results from
able 3 are given in Table 11 , together with the resulting planetary
ass and radius estimates. 

.6.2 HD 106315 b 

he values of sin i and R p / R � in Table 11 come from combining our
esults in Table 5 based on the analysis of the CHEOPS and K2 light
urves with those from Kosiarek et al. ( 2021 ) based on the analysis
f two transits of HD 106315 b observed with Spitzer at 4.5 μm.
e have not used the values of a / R � from Kosiarek et al. because

hey are either inconsistent with the mean stellar density measured 
ndependently by several authors shown in Table 4 , or not precise
nough to be useful. The values of a / R � in Table 5 from the analysis
f the CHEOPS and K2 are not independent. They are both strongly
onstrained by the same prior that we placed on ρ� for the analysis
f both these light curves, so we only used the value of a / R � from
he analysis of the CHEOPS light curve. Where Kosiarek et al. quote
symmetric error bars on a parameter we use the larger of the two
rror bars. The values from different sources have been combined 
sing the algorithm described in Appendix A . Kosiarek et al. argued
hat the orbital eccentricity of HD 106315 b is likely to be small based
n the observed radial velocities and on stability arguments for the 
rbits of the two planets in this system. Based on this analysis we fix
 = 0 for our calculation of the mass and radius of HD 106315 b. 

.6.3 HD 97658 b 

xtensive photometry of the transits of HD 97658 b using Spitzer
nd HST has been presented by Guo et al. ( 2020 ). Their Table 2
eems to imply that they were able to establish a value of a / R � =
6.7 ± 0.4 from the analysis of their HST light curves. Ho we ver,
his seems unlikely given that these data have poor coverage of the
ransit, e.g. the egress was not observed at all, so it is unclear to us
here this estimate of a / R � comes from. It also appears from their

able 2 that they assumed for the analysis of the transits that the orbital
ccentricity is e = 0.078 and that the longitude of periastron is ω =
0 ◦. Again, it is unclear where these estimates comes from – previous
stimates of ω have very large uncertainties because the eccentricity 
f the orbit is low. 16 Unfortunately, this value of ω maximizes the
ifference between the value of the mean stellar density inferred 
rom the transit width via Kepler’s law assuming either a circular or
ccentric orbit. The results of their radial velocity analysis presented 
n their table 7 assume that the orbit is circular. Using equation (34)
MNRAS 514, 77–104 (2022) 
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Table 12. Planet–star radius ratio as a function of wavelength for GJ 1132 b. 
The flux-weighted mean photon wavelength for each observation and its 
standard deviation are indicated in the column headed 〈 λ〉 . 

Bandpass 〈 λ〉 (nm) R p / R � Ref. 

CHEOPS 787 ± 126 0.0494 ± 0.0021 1 
MEarth 842 ± 79 0.0487 ± 0.0010 1 
Spitzer 4442 ± 284 0.0492 ± 0.0008 2 
LDSS3C 901 ± 90 0.0490 ± 0.0010 3 
Mean 0.0490 ± 0.0005 
MEarth 842 ± 79 0.0455 ± 0.0006 2 
g 

′ 
482 ± 35 0.0493 ± 0.0014 4 

r 
′ 

626 ± 34 0.0519 ± 0.0012 4 
i 
′ 

764 ± 36 0.0498 ± 0.0008 4 
z 
′ 

900 ± 52 0.0575 ± 0.0019 4 
J 1235 ± 68 0.0457 ± 0.0058 4 
H 1648 ± 76 0.0418 ± 0.0057 4 
K 2166 ± 87 0.0610 ± 0.0075 4 
g 

′ 
482 ± 35 0.0565 ± 0.0013 5 

i 
′ 

482 ± 35 0.0511 ± 0.0009 5 
WFC3 1366 ± 146 0.0495 ± 0.0010 6 
TESS 890 ± 107 0.0481 ± 0.0010 6 

Notes . 1. This work. 2. Dittmann et al. ( 2017 ). 3. Diamond-Lowe et al. ( 2018 ). 
4. Southworth et al. ( 2017 ), GROND. 5. Southworth et al. ( 2017 ), PISCO. 6. 
Mugnai et al. ( 2021 ). 
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Table 13. List of equation of state (EoS) used in the forward model. 

Layer Composition EoS 

Core Fe, FeS Hakim et al. ( 2018 ), 
Fei et al. ( 2016 ) 

Mantle [Mg,Fe]SiO 3 , 
[Mg,Fe]O, 

[Mg,Fe] 2 SiO 4 , 
[Mg,Fe] 2 Si 2 O 6 Sotin et al. ( 2007 ) 

Volatile H 2 O Haldemann et al. ( 2020 ) 
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rom Kipping ( 2014 ), the difference is 26 per cent, with the value
erived for e = 0 being larger than the true value if e > 0. A full
e-analysis of the data in Guo et al. ( 2020 ) is beyond the scope of
his study so we have decided not to use the results from the analysis
f the HST and Spitzer light curves by Guo et al. in this analysis.
o we ver, the results from the radial velocity analysis by Guo et al.

re unambiguous so we have followed them in assuming that the
rbit is circular and have used the value of K from their table 7. 
Four transits of HD 97658 b observed by Dragomir et al. ( 2013 )

ith the MOST satellite provide the following estimates for the
ransit parameters: k = 0.0306 ± 0.0014, a/R � = 24 . 36 + 0 . 97 

−1 . 1 , i =
9 . ◦45 + 0 . 37 

−0 . 42 . From the analysis of a single transit observed at 4.5 μm
ith Spitzer by Van Grootel et al. ( 2014 ) we obtain the following
alues: k = 0 . 02780 + 0 . 00075 

−0 . 00077 , a / R � = 24.9 ± 1.4, i = 89 . ◦14 + 0 . 52 
−0 . 36 ,

here the value of a / R � has been calculated from the values of
 , W , and b in their table 2. We have combined these estimates
ith the values of k , a / R � , and i from Table 7 to obtain the values

hown in Table 11 using the algorithm described in Appendix A .
here asymmetric error bars are quoted on values we have used

he larger value as the standard error estimate. Similarly to the K2
ight curve of HD 106315 b, we have not used the value of a / R � from
he analysis of the TESS light curve in this calculation because it is
ot independent of the value from the analysis of the CHEOPS light
urve – both values are strongly constrained by the same prior on
� . Guo et al. ( 2020 ) did not find any strong evidence for features

n the transmission spectrum of HD 97658 b so we have ignored
ny possible wavelength dependence in the planetary radius for the
alculations summarized in Table 11 . 

.6.4 GJ 1132 b 

easurements of R p / R � for GJ 1132 b from various sources are
isted in Table 12 . We have not used the estimates from Southworth
t al. ( 2017 ) in our calculations for reasons that will be discussed
n Section 5.4 . The values of a / R � and sin i in Table 11 are the
eighted means of the values from the same sources used to calculate
NRAS 514, 77–104 (2022) 
 calculated using the algorithm described in Appendix A . We have
gnored any possible wavelength dependence in the planetary radius
or the calculations summarized in Table 11 . This point will also be
iscussed in Section 5.4 . 

 CONSTRAI NTS  O N  T H E  I N T E R NA L  

TRUCTURE  

e used the retrie v al code already employed in the case of TOI-178
Leleu et al. 2021 ) to constrain the planetary internal structure. Here,
e briefly recall the ingredients of the model and apply it to three
f the e xoplanets observ ed with CHEOPS during the Early Science
bserving programme. More details on the code can be found in
eleu et al. ( 2021 ). 
We use a global Bayesian model to fit the observed properties of

he star and planet. The observed properties of the star are its mass,
adius, age, ef fecti ve temperature, and the photospheric abundances
Si/Fe] and [Mg/Fe]. The observed properties of the planet are the
lanet–star radius ratio, the radial-velocity semi-amplitude, and the
rbital period. The hidden planetary properties are the mass of solids
where ‘solids’ refers to the mass of planet not due to H or He gas),
he mass fractions of the core, mantle, and water, the mass of the gas
nvelope, the Si/Fe and Mg/Fe mole ratios in the planetary mantle,
he S/Fe mole ratio in the core, and the equilibrium temperature
ue to irradiation by the star. Then, for an y giv en combination of
idden planetary properties and stellar properties, one can compute
he resulting planet–star radius ratio and the radial-velocity semi-
mplitude. 

The two important ingredients of such a calculation are the physics
ncluded in the forward model that is used to calculate the radius of
 planet with a given mass and structure, and the prior distribution
n the planetary hidden parameters. We assume in the calculations
resented below a fully differentiated planet, consisting of a core
omposed of Fe and S, a mantle composed of Si, Mg, and Fe, a
ure water layer, and a gas layer composed of H and He only. The
quations of state used for these calculations (Table 13 ) are taken
rom Hakim et al. ( 2018 ) and Fei et al. ( 2016 ) at pressures below 240
Pa, and from Sotin, Grasset & Mocquet ( 2007 ) and Haldemann

t al. ( 2020 ) at higher pressures. The temperature profile is assumed
o be adiabatic. For the gas envelope, we use the semi-analytical
odel of Lopez & F ortne y ( 2014 ) which provides the thickness of the

as envelope as a function of the gas mass fraction, the equilibrium
emperature, the mass and radius of the solid planet, and the age
assumed to be equal to the stellar age). 

We assume that the logarithm of the gas-to-solid ratio in the planet
as a uniform distribution. The mass of the planet core, the planet
antle, and the mass of water have uniform priors except that the
ass fraction of water in the solid planet is limited to a maximum

alue of 0.5. We assume that the bulk Si/Fe and Mg/Fe mole ratios
n the planet is equal to the one in the star. This assumption will not
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e valid for planets that have undergone events such as giant impacts
hat can strongly affect these mole ratios. From the knowledge of
he bulk ratio in the planet as well as the core-to-mantle mass ratio,
he Si/Fe and Mg/Fe mole ratios in the mantle can be computed
nalytically . Importantly , the solid and gas part of the planet are
omputed independently, which means that we do not include the 
ompression effect of the planetary envelope on its core. Including 
he feedback from the gas envelope on to the planetary core is left for
uture work, and is well justified a posteriori given the small value
f the gas envelope. 

 DISCUSSION  

n this section, we compare the results from Section 3 to the results
rom previous studies of these planets, and discuss the implication of
ll these results and the analysis in Section 4 for our understanding of
hese planetary systems and the performance of CHEOPS compared 
o other instrumentation. 

.1 GJ 436 b 

he transit depth for GJ 436 b that we have measured using CHEOPS
7000 ± 180 ppm) is consistent with the weighted mean value 
800 ± 30 ppm from 8 transits observed with Spitzer at 3 wavelengths 
y Lanotte et al. ( 2014 ). The results in their table 8 show that this
eighted mean is dominated by a single observation at 3.6 μm with

n uncertainty of 40 ppm cf. a typical uncertainty of 100 ppm for the
ther transits. Thus, the precision in the transit depth measurement 
e have achieved from 3 visits covering ∼half of two transits is about
alf that achieved with a typical observation of a single visit with
pitzer . This is a consequence of the larger aperture of the Spitzer
pace Telescope cf. CHEOPS, the gaps in the CHEOPS observations, 
nd the red colour of this M-type star fa v ouring observations at
nfrared wavelengths. 

Although the precision of the transit depth measurement by 
anotte et al. is 6 times better than our measurement using CHEOPS ,

he precision in the planet radius measurement using all available data 
n Table 11 (3 . 85 ± 0 . 06 R ⊕) is only a factor of two better than the
alue based on CHEOPS data only in Table 3 (4.00 ± 0.13 R ⊕). This
s because the uncertainty in the stellar radius is now the dominant
ource of uncertainty in the calculation of the planet’s radius. The 
igh cadence of the CHEOPS observations helps to reduce this 
ncertainty because this allows for an accurate measurement of 
he transit shape and width, from which we can infer an accurate

easurement of the mean stellar density. 
GJ 436 is a slowly rotating star ( P rot ≈ 50 d) that shows little

ntrinsic variability at optical wavelengths ( < ≈ 0 . 5 per cent, Knutson
t al. 2011 ; Lothringer et al. 2018 ). We might then expected changes
n flux at the rate d f /d t ∼ 0.0001 d −1 if this intrinsic variability is due
o modulation in the visibility of long-lived star-spots by rotation. 
he observed values of d f /d t in Table 3 sho w v ariability at a rate
everal times larger than this estimate over a time-scale ≈8 h. If there
s variability with an amplitude ≈0.002 due to short-lived bright or
ark regions in the photosphere of GJ 436 that are not occulted by the
lanet then there will be a systematic error ≈ 0 . 1 per cent in R p / R � . 
Our internal structure models (see fig. D1 of the supplementary 

nline material) suggest that GJ 436b has a significant gas envelope, 
ith a mass between 0.67 and 1.73 M ⊕ (all given values are the 5
r 95 per cent quantiles). The mass fraction of water in the planet is
ssentially unconstrained (comprised between 0.08 and 0.41 of the 
ass of the core). 
.2 HD 106315 b 

he value of the orbital period derived in Section 3.5.2 is significantly
ifferent from the value given by Kosiarek et al. ( 2021 ) based on their
nalysis of two transits observed with Spitzer and the published time
f minimum based on K2 data (9.552 87 ± 0.000 21 d). The time of
onjunction given by Kosiarek et al. for the transit observed with
pitzer on the date 2017-09-10 is clearly discrepant by o v er an hour.
his discrepancy introduces a systematic error in the predicted time 
f mid-transit of almost 7 h using their linear ephemeris for the
bserving date 2025 discussed by Kosiarek et al.. The uncertainty 
n the time of mid-transit for observations in 2025 with our updated
inear ephemeris is now less than 10 min. 

The precision in the planet radius we derive from two transits
f HD 106315 b observed with CHEOPS is very similar to that
btained from about 80 d of observations with K2 co v ering 6 transits.
lthough Kepler has a larger aperture that CHEOPS and observed 
ore transits during the K2 mission, 3 of the transits contain only
 or 2 v alid observ ations and all the transits are affected by missing
ata points. As a result, there are only 20 valid K2 observations
uring the transit of HD 106315 b. These data are also affected by
naccuracies in the correction for spurious flux variations due to the
pacecraft motion. There is very good agreement between the transit 
epth measurements from the two instruments. CHEOPS is very well 
uited to observations of bright, isolated stars like HD 106315, and
he very low levels of instrumental noise for such targets allows for
ccurate and precise characterization of broad, shallow transits such 
s those produced by HD 106315 b. 

In term of internal structure, the internal structure modelling (see 
g. D2 of the supplementary online material) shows that HD 106315b
as a gas envelope smaller than 10 −3 M ⊕ (all given values are the 5
r 95 per cent quantiles), a large mass fraction of water (comprised
etween 0.04 and 0.47 of the mass of the core, with some preference
or large water fraction), and an iron mass fraction in the planet
maller than for the Earth. Both explains why the density of the
lanet is smaller than the one of the Earth, and of a pure silicate
phere (see Fig. 11 ). 

.3 HD 97658 b 

D 97658 is the brightest target observed during the Early Science
rogramme so any systematic noise sources not removed by the DRP
r our decorrelation techniques are most likely to be seen in the light
urve of this star. We experimented with using a Gaussian process to
odel correlated noise in the analysis of this visit using the kernel

escribed in Section 2.8 . This requires some thought about the use of
riors on the hyper-parameters of the noise model to a v oid the transit
ignal being modelled as noise with an amplitude ≈D correlated on
 time-scale ≈W . To a v oid this problem we use an intermediate step
here the transit parameters D , W , T 0 , etc. are fixed at the values
btained in the least-squares fit and we use EMCEE to sample the
oint PPD of the decorrelation parameters and the hyper-parameters 
f the GP, S 0 , and ω 0 ( Q is fixed at the value 1 / 

√ 

2 ). We find that the
onvergence of the sampler is impro v ed if we also set a prior on the
arameter, c , the mean flux level out of transit. We set a Gaussian
rior on c with the same mean as the flux values out of transit and a
idth 4 times the standard error on the mean on these values. Based
n the results from this intermediate step, we set Gaussian priors on
 0 and ω 0 centred on the mean of the values sampled from the PPD
nd with standard deviation equal to twice the standard deviation of
he sampled PPD. This enables us explore the correlations between 
he transit parameters and the hyper-parameters of the noise model 
MNRAS 514, 77–104 (2022) 
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Figure 12. Planet–star radius ratio as a function of wavelength for GJ 1132 b. 
Points are colour coded as follows: blue – CHEOPS , red – MEarth, orange 
– Diamond-Lowe et al. ( 2018 ), green – Southworth et al. ( 2017 ), magenta –
WFC3, cyan – TESS. The radius ratio obtained from Spitzer observations at 
4.5 μm is indicated with dotted lines. The planet–star radius ratio measured 
using MEarth data by Dittmann et al. ( 2017 ) is plotted with an open circle 
symbol. 
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ithout exploring unreasonable parts of the parameter space, e.g.
olutions where the light curve contains no transit. The results from
his analysis are indistinguishable from the results in Table 7 , e.g. D =
.000 822 ± 0.000 019, W = 0.012 442 ± 0.000 054. The amplitude
f correlated noise estimated from the standard deviation of the
aussian process, σGP = 

√ 

S 0 ω 0 Q , is 25 ± 35 ppm based on this
nalysis. The value of the Bayesian information criterion (BIC) for
he best fit including a Gaussian process is slightly lower than that
ithout a GP, but the difference is less than 10 so the evidence that

he GP is fitting a real signal is not strong. 
The precision of our transit depth measurement from a single visit

ith CHEOPS impro v es on the measurement based on two transits
bserved with TESS by a factor 2. There is good agreement in the
ransit depth measured by the two instruments. The precision of the
lanet–star radius ratio from the combined measurement is less than
 per cent. The error in the planet radius, R p , is now dominated by
he uncertainty in the stellar radius (Table 11 ). 

The internal structure of HD 97658b (see fig. D3 of the supple-
entary online material) is comparable to the one of HD 106315b,
ith ho we ver a larger mass of the gas envelope (smaller than ∼10 −2 

 ⊕), a similar water mass fraction (between 0.06 and 0.48 of the
ass of the core), and a similar iron mass fraction in the planet.

nterestingly, the posterior distribution of the water mass fraction
eaks at large values compared to the two planets discussed abo v e
in particular GJ 436 b). 

.4 GJ 1132 b 

ome care is needed when comparing values of R p / R � as a function
f wavelength for observations obtained through broad-band filters
ecause GJ 1132 is an M4.5V-type star that has a very red spectrum
ith strong features due to molecular absorption. These features of

he stellar spectral energy distribution should be accounted for when
alculating the ef fecti v e wav elength and bandwidth for observations
btained with different instruments. For the results shown in Fig. 12
nd given in Table 12 we used a synthetic spectrum from the BT-Settl
rid of models (Allard 2014 ) to calculate the ef fecti v e wav elength
nd bandwidth for each observation from the flux-weighted mean
hoton wavelength and its standard error. The MEarth instrument
ses a long-pass filter with a cutoff wavelength of 715 nm. We
NRAS 514, 77–104 (2022) 
ssumed that MEarth has the same instrument response as CHEOPS
or wavelengths redder than this cutoff and 0 response otherwise.
or the LDSS3C instrument used by Diamond-Lowe et al. ( 2018 ) we
ssume a uniform response o v er the wav elength range 710–1030 nm.

From Fig. 12 it is clear that there is significant disagreement
etween the value of R p / R � observed in the z ′ bandpass by Southworth
t al. ( 2017 ) and the values obtained using CHEOPS , MEarth, TESS ,
nd LDSS3C, despite the substantial o v erlap in the bandpass for each
nstrument. Light curves of GJ 1132 from ground-based instruments
sing broad-band filters will be affected by systematic errors because
hese observations require the use of nearby stars to monitor the
tmospheric transparency and extinction. These comparison stars
ypically have very different spectra to GJ 1132, so they are not
ffected by changes in observing conditions in the same way as
J 1132. This is particularly true for observations at infrared
avelengths that are affected by variable water absorption bands. We

onclude that the large radius for GJ 1132 b observed by Southworth
t al. in the z ′ is not strong evidence for an extended atmosphere on
his planet. 

In the case of the MEarth data we were able to account for the
ystematic noise correlated with airmass because there is a large
mount of data available for this star obtained o v er man y nights.
he data from the LDSS3C instrument are not affected by this effect
ecause the extinction correction was done in multiple narrow pass
ands. There is excellent agreement between the values of R p / R � 

nd other transit parameters measured using these instruments and
ith the values derived using extensive data from Spitzer at 4 . 5 μm.
his gives us some reassurance that CHEOPS data analysed using
YCHEOPS can provide accurate and precise measurements for the
roperties of transiting planets, even in cases such as this where there
s poor co v erage of the individual transits, the field of observation
s crowded, and the target is fainter than the design specification of
he instrument. It should be noted that this is partly due to a well-
etermined mass–density and mass–absolute-magnitude relations for
tars with masses ≈0.18 M �. This demonstrates the importance of
aving a good understanding the host star for accurate characteriza-
ion of exoplanet systems. 

The focus of the study by Swain et al. ( 2021 ) using observations
f GJ 1132 b with the WFC3 instrument on HST was the detection
nd interpretation of subtle features in the transmission spectrum
 v er the wav elength range 1.13–1.64 μm. That study does not report
ll the transit parameters derived from their analysis of the ‘white
ight’ light curve produced by combining the data at all observed
avelengths. The time of mid-transit is reported in their table 1 with

MJD’ in the units column. The value given has the wrong number
f digits for a modified Julian date and is 0.5 d less than the time
f mid-transit from Southworth et al. ( 2017 ) quoted as a prior in
he same table. We assume that this time of mid-transit is actually
iven as BJD TDB − 0.5. In that case, the offset of this time of mid-
ransit from the value predicted by our updated linear ephemeris is

118 ± 18 s, i.e. significantly earlier than expected. There is some
mbiguity here as it is unclear what time-scale has been used for the
 alue gi ven in their table 1. Swain et al. state that they derive the
ey parameter R p / R � from the white-light data but do not quote the
esult. It appears that the value of the parameter R � / a was fixed in
heir analysis although the value selected is not giv en. A fix ed value
or the orbital semimajor axis, a , is provided in their table 1 but it
s unclear why since this parameter has a negligible effect on the
hape and depth of the transit, unless it is used indirectly with some
ther parameter to infer R � / a . The value of the orbital inclination is
uoted in their table 1 as i = 87 . ◦3577 with upper and lower limits of
 . ◦0430105 and 0 . ◦044457, respectively. We take this to mean that they
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av e deriv ed a value i = 87 . ◦358 ± 0 . ◦044. This value is marginally
onsistent with the average value i = 88 . ◦62 ± 0 . ◦30 derived from the
our data sets used to determine the mass and radius of the planet in
able 11 . 
During the preparation of this manuscript, Mugnai et al. ( 2021 )

ublished an analysis of the same HST data used by Swain et al.
 2021 ) using two different methods. In contrast to the results from
wain et al. and Mugnai et al. found no evidence for any molecular
ignatures in the wavelength range covered by the WFC3 instrument. 
his study was published subsequent to the analysis presented in 
ections 3.6 and 4 . We have not updated the analysis in those sections
ecause the planet radius derived from their ‘white-light’ light curves 
s very close to the value used in our analysis. There is also very good
greement between the planet–star radius ratio obtained by Mugnai 
t al. from their analysis of the TESS light curve and the value we
ave obtained from the analysis of the CHEOPS and MEarth light 
urves, as can be seen from the values listed in Table 12 and from
ig. 12 . 
The internal structure models (see fig. D4 of the supplementary 

nline material) indicate that the planet is a bare dry core. The gas
raction is negligible and the water mass fraction could be up to
7 per cent . The mass fraction of the iron core ranges between 2 and
5 per cent, with a small fraction of sulphur in it. All these values are
imilar to some extent to Earth values, so the planet could be pictured
s a very hot (massive) Earth analogue. This scenario is consistent 
ith the lack of any detected spectral features in the transmission

pectrum of GJ 1132 b. 

 C O N C L U S I O N S  

e have used observations of stars observed during the Early Science 
rogramme to demonstrate that CHEOPS data can be analysed 
traightforwardly using PYCHEOPS in order to determine accurate 
nd precise transit parameters for transiting extrasolar planets. The 
erformance of CHEOPS is comparable to or better than other space- 
ased instrumentation despite its modest aperture because of the 
ery lo w le vels of instrumental noise by design for this instrument.
ompared to K2 , MOST and Spitzer , CHEOPS also has the distinct
dvantage that it is currently operational. CHEOPS also has the 
exibility to schedule observations to coincide with the transits and 
clipses of known exoplanets, or to search for suspected transiting 
xoplanets in multiplanets systems (Bonfanti et al. 2021 ). PYCHEOPS 

as already been used for the analysis of CHEOPS data in several
tudies (Lendl et al. 2020 ; Benz et al. 2021 ; Bonfanti et al. 2021 ;
orsato et al. 2021 ; Leleu et al. 2021 ; Van Grootel et al. 2021 ).
HEOPS observations are on-going so we can look forward to the 
ublication of many exciting results from the partnership of this 
nique instrument and the PYCHEOPS software. 

C K N OW L E D G E M E N T S  

HEOPS is an ESA mission in partnership with Switzerland with 
mportant contributions to the payload and the ground segment 
rom Austria, Belgium, France, Germany, Hungary, Italy, Portugal, 
pain, Sweden, and the United Kingdom. The CHEOPS Consortium 

 ould lik e to gratefully acknowledge the support received by all
he agencies, of fices, uni versities, and industries involved. Their 
exibility and willingness to explore new approaches were essential 

o the success of this mission. 
PM acknowledges support from Science and Technology Facilities 

ouncil (STFC) research grant number ST/M001040/1. This project 
as received funding from the European Research Council (ERC) 
nder the European Union’s Horizon 2020 research and innovation 
rogramme (project FOUR ACES ; grant agreement No 724427). 
his project has been carried out in the frame of the National
entre for Competence in Research PlanetS supported by the Swiss 
ational Science Foundation (SNSF). ACC and TW acknowledge 

upport from STFC consolidated grant number ST/R000824/1. YA 

nd MJH acknowledge the support of the Swiss National Fund 
nder grant 200020 172746. SH gratefully acknowledges Centre 
ational d’ ́Etudes Spatiales (CNES) funding through the grant 
37319. SGS acknowledge support from Funda c ¸ ˜ ao para a Ci ̂ encia
 a Tecnologia through FCT contract nr. CEECIND/00826/2018 
nd POPH/FSE (EC). The Belgian participation to CHEOPS has 
een supported by the Belgian Federal Science Policy Office 
BELSPO) in the framework of the PRODEX Program, and by 
he University of Li ̀ege through an ARC grant for Concerted
esearch Actions financed by the Wallonia-Brussels Federation. 
e acknowledge support from the Spanish Ministry of Science 

nd Innovation and the European Regional Development Fund 
hrough grants ESP2016-80435-C2-1-R, ESP2016-80435-C2-2-R, 
GC2018-098153-B-C33, PGC2018-098153-B-C31, ESP2017- 
7676-C5-1-R, MDM-2017-0737 Unidad de Excelencia ‘Mar ́ıa 
e Maeztu’- Centro de Astrobiolog ́ıa (INTA-CSIC), as well as the
upport of the Generalitat de Catalunya/CERCA programme. The 
OC activities have been supported by the European Space Agency 

ESA) contract No. 4000124370. SCCB acknowledges support from 

CT through FCT contracts nr. IF/01312/2014/CP1215/CT0004. 
B, SC, DG, MF, and JL acknowledge their role as ESA-appointed
HEOPS science team members. ABr was supported by the 
NSA. This project was supported by the CNES. This work was
upported by FCT through national funds and by the European 
e gional Dev elopment Fund (FEDER) through COMPETE2020 
 Programa Operacional Competitividade e Internacionaliza c ¸ ˜ ao 
y these grants: UID/FIS/04434/2019; UIDB/04434/2020; 
IDP/04434/2020; PTDC/FIS-AST/32113/2017 and POCI- 
1-0145-FEDER- 032113; PTDC/FIS-AST/28953/2017 and 
OCI-01-0145-FEDER-028953; PTDC/FIS-AST/28987/2017 and 
OCI-01-0145-FEDER-028987. ODSD is supported in the form of 
ork contract (DL 57/2016/CP1364/CT0004) funded by national 

unds through FCT. BOD acknowledges support from the Swiss 
ational Science Foundation (PP00P2-190080). MF and CMP 

ratefully acknowledge the support of the Swedish National Space 
gency (DNR 65/19, 174/18). DG gratefully acknowledges financial 

upport from the CRT Foundation under Grant No. 2018.2323 
Gaseousor rock y? Unv eiling the nature of small worlds’. MG
s an F.R.S.-FNRS Senior Research Associate. This work was 
ranted access to the HPC resources of MesoPSL financed by 
he Region Ile de France and the project Equip@Meso (reference 
NR-10-EQPX-29-01) of the programme Investissements d’Avenir 

upervised by the Agence Nationale pour la Recherche. This work 
as also partially supported by a grant from the Simons Foundation

PI Queloz, grant number 327127). Acknowledges support from 

he Spanish Ministry of Science and Innovation and the European 
e gional Dev elopment Fund through grant PGC2018-098153-B- 
33, as well as the support of the Generalitat de Catalunya/CERCA
rogramme. This project has been supported by the Hungarian 
ational Research, Development and Innov ation Of fice (NKFIH) 
rants GINOP-2.3.2-15-2016-00003, K-119517, K-125015, and 
he City of Szombathely under Agreement No. 67.177-21/2016. 
VG is an F.R.S-FNRS Research Associate. This research was 

upported in part by the National Science Foundation under Grant 
o. NSF PHY-1748958. MS acknowledges supported from STFC, 
rant number ST/T506175/1. The authors acknowledge support 
MNRAS 514, 77–104 (2022) 



102 P . F . L. Maxted et al. 

M

f  

F  

F  

R  

(  

2  

p  

S  

a  

o  

A
 

(  

b  

/  

D  

i  

t  

C  

o  

t  

p  

p  

o  

w  

p  

1  

p  

(  

(  

a  

o  

e  

a  

s  

b  

f  

t  

b  

f  

U  

F  

C  

N

D

T  

m  

t  

D

R

A  

A
A  

A  

 

A  

 

 

A
A  

A
B  

 

B
B
B
B
B
B  

 

B
B
B
B  

B
B
B
B
B
B
B  

B  

C  

C
C  

 

C
C  

C
C
D  

 

D
D  

D
D  

d
D
E
E
F  

F
F
F  

F  

F
G
G

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/514/1/77/6440178 by U
niversity of Liege user on 16 M

ay 2023
rom the Swiss NCCR PlanetS and the Swiss National Science
oundation. YA acknowledges the support of the Swiss National
und under grant 200020 172746. GPi, VNa, GSs, IPa, LBo, and
Ra acknowledge the funding support from Italian Space Agency

ASI) regulated by ‘Accordo ASI-INAF n. 2013-016-R.0 del 9 luglio
013 e integrazione del 9 luglio 2015 CHEOPS Fasi A/B/C’. This
ublication makes use of data products from the Two Micron All Sky
urv e y, which is a joint project of the University of Massachusetts
nd the Infrared Processing and Analysis Center/California Institute
f Technology, funded by the National Aeronautics and Space
dministration and the National Science Foundation. 
This work has made use of data from the European Space Agency

ESA) mission Gaia ( ht tps://www.cosmos.esa.int /gaia ), processed
y the Gaia Data Processing and Analysis Consortium (DPAC, https:
/ www.cosmos.esa.int/web/gaia/ dpac/consortium ). Funding for the
PAC has been provided by national institutions, in particular the

nstitutions participating in the Gaia Multilateral Agreement. KGI is
he ESA CHEOPS Project Scientist and is responsible for the ESA
HEOPS Guest Observers Programme. She does not participate in,
r contribute to, the definition of the Guaranteed Time Programme of
he CHEOPS mission through which observations described in this
aper have been taken, nor to any aspect of target selection for the
rogramme. This research has made use of the SIMBAD database,
perated at CDS, Strasbourg, France Based on observations made
ith ESO Telescopes at the La Silla Paranal Observatory under
rogramme IDs 191.C-0873 (GJ 1132), 198.C-0838 (GJ 1132),
98.C-0169 (HD 106315), and 098.C-0304 (HD 106315). This
ublication makes use of The Data & Analysis Center for Exoplanets
D A CE), which is a facility based at the University of Gene v a
CH) dedicated to extrasolar planets data visualization, exchange
nd analysis. D A CE is a platform of the Swiss National Centre
f Competence in Research (NCCR) PlanetS, federating the Swiss
xpertise in Exoplanet research. The D A CE platform is available
t https://dace.unige.ch . LD is an F.R.S.-FNRS Postdoctoral Re-
earcher. The Belgian participation to CHEOPS has been supported
y the Belgian Federal Science Policy Office (BELSPO) in the
ramework of the PRODEX Program, and by the University of Li ̀ege
hrough an ARC grant for Concerted Research Actions financed
y the Wallonia-Brussels Federation. A.De. acknowledges support
rom the European Research Council (ERC) under the European
nion’s Horizon 2020 research and innovation programme (project
OUR ACES , grant agreement No. 724427), and from the National
entre for Competence in Research ‘PlanetS’ supported by the Swiss
ational Science Foundation (SNSF). 

ATA  AVA ILA BILITY  

he data underlying this article are available in the CHEOPS
ission archive ( https:// cheops.unige.ch/ ar chive browser /) and from

he VizieR data base of astronomical catalogues at the Centre de
onn ́ees astronomiques de Strasbourg ( ht tp://cds.u-st rasbg.fr/). 

E FEREN C ES  

igrain S., Hodgkin S. T., Irwin M. J., Lewis J. R., Roberts S. J., 2015,
MNRAS , 447, 2880 

kinsanmi B., Oshagh M., Santos N., Barros S., 2018, A&A , 609, A21 
kinsanmi B., Barros S. C. C., Santos N. C., Correia A. C. M., Maxted P. F.

L., Bou ́e G., Laskar J., 2019, A&A , 621, A117 
llard F., 2014, in Booth M., Matthews B. C., Graham J. R., eds, Proc. IAU

Symp. 299, Exploring the Formation and Evolution of Planetary Systems.
Kluwer, Dordrecht, p. 271 
NRAS 514, 77–104 (2022) 
llard F., Homeier D., Freytag B., 2011, in Johns-Krull C., Browning M. K.,
West A. A., eds, ASP Conf. Ser. Vol. 448, 16th Cambridge Workshop
on Cool Stars, Stellar Systems, and the Sun. p. Astron. Soc. Pac., San
Francisco, p. 91 

nderson D. R. et al., 2011, ApJ , 726, L19 
ntoniadis-Karnavas A., Sousa S. G., Delgado-Mena E., Santos N. C.,

Teixeira G. D. C., Neves V., 2020, A&A , 636, A9 
splund M., Grevesse N., Sauval A. J., Scott P., 2009, ARA&A , 47, 481 
aglin A., Auvergne M., Barge P., Deleuil M, Michel E., CoRoT Exoplanet

Science Team, 2009, , Proc. IAU Symp. 253, Transiting Planets. Cam-
bridge Univ. Press, Cambridge, p.71 
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PPENDIX  A :  M E A N  A N D  E R RO R  ESTIMATES  

O R  QUA N TITIES  T H AT  MAY  BE  AFFECTED  

Y  SYSTEMATIC  E R RO R S  

here we have multiple estimates for a stellar or planetary parameter
hat may be affected by systematic errors, we assume that the
ystematic error on all these estimates has the same value, σ sys .
ote that σ sys may also be used to characterize the variance due to

nteresting astrophysical signals, e.g. changes in planet radius with
avelength or transit timing variations. The log-likelihood to obtain

he observed measurements y = { y i ± σi , i = 1 , . . . , N} is then 

ln p( y | μ, σsys ) = −1 

2 

∑ 

i 

[
( y i − μ) 2 

s 2 i 

+ ln 
(
2 π s 2 i 

)]
, 

here s 2 i = σ 2 
i + σ 2 

sys . We assume a broad uniform prior on the
ean, μ and a broad uniform prior on ln σ sys . We then sample

he posterior probability distribution using EMCEE with 1500 steps
nd 128 w alk ers. We discard the first 500 ‘burn-in’ steps of the
arkov chain and use the remaining sample to calculate the mean

nd standard deviation of the posterior probability distribution for μ,
.e. our best estimate for the value of the parameter and its standard
rror. 
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