
IMPACT OF ADVERSARIAL EXAMPLES ON DEEP LEARNING
MODELS FOR BIOMEDICAL SEGMENTATION
Ozbulak U., Van Messem A., De Neve W. - Ghent University
{utku.ozbulak,arnout.vanmessem,wesley.deneve}@ugent.be

Abstract
Given that a large portion of medical

imaging problems are effectively seg-

mentation problems, we analyze the im-

pact of adversarial examples on deep

learning models for biomedical image

segmentation. We expose the vulnerabil-

ity of these models to adversarial exam-

ples by proposing a novel algorithm that

makes it possible to craft targeted ad-

versarial examples that come with high

intersection-over-union rates and with

perturbation that is mostly invisible to

the bare eye.

Motivation
Recent studies adopt deep learning

models at a quick pace to solve image-

related problems for medical data sets.

Given that (1) labor expenses (i.e.,

salaries of nurses, doctors, and other

relevant personnel) are a key driver

of high costs in the medical field and

(2) that increasingly super-human

results are obtained by machine learning

systems, an ongoing discussion is to

replace or augment manual labor with

automation for a number of medical

diagnosis tasks [1].

However, a recent development called

adversarial examples showed that deep

learning models are vulnerable to

gradient-based attacks [2]. This vul-

nerability, which is considered a major

security flaw, for instance enables the

creation of fraud schemes (e.g., for

insurance claims) when deep learning

models are carrying out clinical tasks [1].

The aforementioned observations moti-

vate our effort to better understand the

impact of adversarial examples on deep

learning-based approaches towards

biomedical image segmentation, so to

facilitate the secure deployment of deep

learning models during clinical tasks.
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Adaptive Segmentation Mask Attack
Adversarial examples are malicious data points that force machine learning models to make mistakes during testing time [2].
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By introducing a novel algorithm for producing targeted adversarial examples for image segmentation problems, we expose the
vulnerability of deep learning models for biomedical image segmentation to malicious data points. Our algorithm, named Adaptive
Segmentation Mask Attack (ASMA), incorporates two techniques, namely, the use of (1) adaptive segmentation masks and (2) dy-
namic perturbation multipliers. Our attack is defined as follows:

X : Input image.

g(θ,X) : Forward pass from a neural

network g with parameters θ using input X.

Y
A

: Target (adversarial) mask.

P : Added perturbation at nth iteration.

minimize ||X − (X + P) ||2 ,

such that argmax
(
g(θ, (X + P))

)
= Y

A
, (X + P) ∈ [0, 1]

z
,

Pn =

M−1∑
c=0

∇x
(
g(θ,Xn)c � 1{YA = c} � 1{arg maxM (g(θ,Xn)) 6= c}

)
.

Our algorithm is able to craft adversarial examples with 97% and 89% Intersection-over-Union (IoU) accuracy, for the Glaucoma
Dataset of [3] and the ISIC Skin Lesion Dataset of [4], respectively, with IoU measured between the predicted segmentation for a
given adversarial example and the corresponding target mask. While doing so, our algorithm modifies the image so subtly that the
perturbations, for the most part, are not visible to the bare eye.
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Using our algorithm, results obtained for the two above-mentioned biomedical datasets (mean and standard deviation) are provided
in the table below (PA denotes pixel accuracy).

Glaucoma Dataset ISIC Skin Lesion Dataset
Modification Accuracy Modification Accuracy

Optimization L2 L∞ IoU PA L2 L∞ IoU PA

ASMA 2.47 0.17 97% 99% 3.88 0.16 89% 98%
±1.05 ±0.09 ±2% ±1% ±1.99 ±0.09 ±10% ±1%

* The experiments presented above are conducted in white-box settings, using the U-Net architecture [5].
** The work described in this poster will be presented in the 22nd International Conference on Medical Image Computing and
Computer Assisted Intervention (MICCAI-19).
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