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“It is every man’s obligation to put back into the world at least the equivalent of
what he takes out of it.”

Albert Einstein





vii

Abstract
The implementation of district heating networks into cities is a main topic in

European Union policy plannings looking for sustainable solutions to reduce CO2
emissions and improve global energy efficiency of heating systems. Compared to
decentralized heating production units, district heating networks provide higher
energy efficiencies due to larger units’ sizes. However, their development into
cities is generally limited by high initial investment costs and a long return on
investment period. Therefore, policymakers and investors are reserved about
new district heating networks projects because of the risks associated with the
profitability of the project.

The development of optimization methods intended to draft efficient systems
using heating consumption profiles into a prescribed geographic area are useful
in this purpose. A Multi-Period Mixed Integer Linear Programming (MILP)
model for the optimal outline and sizing of a third generation district heating
network based on a Geographic Information System (GIS) is described in this
thesis. The optimal outline aims to determine the location of the heating sources
and the pipes into the network while the optimal sizing aims to size the pipes
and the heating sources (including thermal storage solutions). This model can
be used as a decision tool based on the maximization of the net cash flow (NCF)
generated by the system from user-defined economic and physical parameters.
This methodology aims to be applicable for a large range of problem sizes from
small-scale to large-scale case studies while guarantying numerical robustness and
fast solutions. This thesis provides new insights for the optimization of heating
network systems:

1. A global review of the district heating network sector regarding the ad-
vantages, the technical breakthroughs and the economic features of these
heating networks. Existing optimization models for heating networks are
compared to identify their main attributes and to highlight the novelty and
the benefits of this work compared to the existing ones.

2. Implementation of a decision tool based on a methodology enabling to de-
sign any new heating network from scratch based on a geographic informa-
tion system and user-defined economic and urbanistic parameters.

3. Applications of the methodology to small-scale and large-scale case studies
to show the replicability of the decision tool to a large range of heating
networks.

4. Optimized heating networks from the decision tool are modelled in a dy-
namic way to illustrate the limits of the decision tool and its lack of accuracy
regarding the physics of the system.

Keywords: District Heating, Energy Integration, Geographic Information System, Heat
Storage, Mixed Integer Linear Programming, Multi-period, Optimization, Outline, Siz-
ing.
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Résumé
L’implémentation de réseaux de chaleur dans les villes est une problématique

importante abordée par la politique énergétique de l’Union européenne à la
recherche de solutions durables pour réduire les émissions de CO2 et améliorer
l’efficacité énergétique globale des systèmes de chauffage. Par rapport aux
unités de production de chaleur décentralisées, les réseaux de chaleur offrent
une efficacité énergétique plus élevée en raison de la plus grande taille des
unités de production utilisées. Cependant, leur développement dans les villes
est généralement limité par des coûts d’investissement initiaux élevés. Les
investisseurs publics ou privés ont peur d’investir dans le cadre de nouveaux
projets de réseaux en raison des risques liés à la rentabilité de ce type de projets.

Le développement de méthodes d’optimisation visant à tracer et dimension-
ner ces réseaux à partir de profils de consommation de chaleur donnés est utile
à cette fin. Un modèle de programmation linéaire en nombres entiers mixtes
sur plusieurs périodes (MILP) pour le tracé et dimensionnement optimal d’un
réseau de chaleur de troisième génération basé sur un système d’information géo-
graphique (SIG) est développé dans cette thèse. Le tracé optimal vise à déter-
miner l’emplacement des sources de chaleur et des conduites au sein du réseau
tandis que le dimensionnement optimal vise à dimensionner les conduites et les
sources de chaleur (incluant des solutions de stockage thermique). Ce modèle
peut être utilisé comme un outil de décision basé sur la maximisation du cash
flow net généré par le réseau à partir de paramètres définis par l’utilisateur de
l’outil. Cette méthodologie vise à être applicable à une large gamme de tailles de
problèmes tout en garantissant une robustesse numérique et des solutions rapi-
des. Cette thèse apporte de nouvelles pistes pour l’optimisation des réseaux de
distribution de chaleur :

1. Une revue globale de la filière des réseaux de chaleur concernant leurs atouts,
les avancées techniques dans le domaine et les aspects économiques liés
à ces réseaux. Les modèles existants d’optimisation sont comparés afin
d’identifier leurs principales caractéristiques et de mettre en évidence la
nouveauté et les bénéfices de ce travail par rapport aux travaux existants.

2. Une implémentation d’un outil d’aide à la décision permettant de con-
cevoir tout nouveau projet de réseau de chaleur à partir d’un système
d’information géographique et de paramètres économiques et urbanistiques
définis par l’utilisateur de l’outil.

3. Des applications de la méthodologie à des études de cas à petite et grande
échelle pour montrer la réplicabilité de l’outil d’aide à la décision à une
large gamme de réseaux de chaleur.

4. Les réseaux de chaleur optimisés à partir de l’outil de décision sont modélisés
de manière dynamique pour illustrer les limites de l’outil de décision et son
manque de précision vis-à-vis de la physique du système.

Mots-clés: Réseaux de chaleur, Intégration énergétique, SIG, Stockage thermique,
MILP, Multi-période, Optimisation, Tracé, Dimensionnement.
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Chapter 1

Introduction

“The best time to plant a tree was 20 years
ago. The second best time is now.”

—Chinese Proverb

1.1 Context
In the context of current environmental problems, issues related to the energy

transition are of paramount importance for the upcoming years. The question
of energy policy to meet these challenges concerns all parts of the population:
political decision-makers, industrial leaders and citizens. The establishment of
international agreements, like the COP 21 agreements, between different nations
on the basis of concrete objectives (e.g. the reduction of greenhouse gases emis-
sions through the decarbonization of the energy sector) to be achieved for various
time horizons is therefore a first solution to these environmental issues.

Figure 1.1: Breakdown of the greenhouse gases emissions among the
different sectors in the world in 2016 [1].



2 Chapter 1. Introduction

The reduction of greenhouse gases (GHG) emissions is indeed one of the
key factors in today’s society in order to respond to short and medium-term
climate issues. In the energy sector, this reduction of GHG emissions requires
a shift from the use of conventional fossil fuels (oil, gas and coal) to renewable
energy sources (solar, biomass, waste incineration, etc.) while a significant part
of greenhouse gases emissions comes from the energy sector [1] (as illustrated in
Figure 1.1 for the year 2016). Therefore, it is essential to focus on this sector
in order to find solutions to reduce GHG emissions. The current problem lies
in the fact that renewable energy production relies mainly on the electricity
sector. The heating production sector, standing for approximately 50% of the
final energy demand in Europe in 2015 [2] (cf. Figure 1.2 for Belgium), also
seems worth considering. As illustrated in Figure 1.3, the current heating energy
mix in the European Union (EU) relies mainly on fossil fuels [3] while several
heating production alternatives with low carbon emissions exist [4].

Figure 1.2: Breakdown of the final energy demand among the different
sectors in Belgium in 2015 [2].

(a) Heating production in EU by
technology in 2015

(b) Greenhouse gases emissions by
technology

Figure 1.3: Heating context in European Union [3, 4].
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Moreover, despite the reduction in heating consumption in buildings, this
heating demand is going to increase in the upcoming years due to a growing
demographic trend that is increasingly concentrated in cities [5]. In order
to increase the energy share into the energy mix from low-carbon sources,
the Member States of the European Union have adopted renewable energy
quota targets to be achieved through the National Renewable Energy Action
Plans [6] in their energy mix. These National Renewable Energy Action Plans
determine the action plans undertaken by the different EU countries to achieve
their individual targets in the electricity, heating and mobility sectors. These
action plans also discuss the policy measures to set up at local, regional and
national level to achieve these targets. As illustrated in Figure 1.4, the share
of district heating technology used in the national energy mix of each country
tends to be higher in the Scandinavian countries, which have already developed
more intensively the use of district networks in their heating and cooling solutions.

Figure 1.4: Breakdown of the energy mix by technology and by country
into the EU27 [3].

Denmark, for example, illustrates this trend by having replaced part of its
natural gas consumption by the introduction of biomass as an energy source
and by the significant share of heat supply with district heating networks. This
combination of biomass and heating networks therefore makes it possible to
reduce the share of natural gas consumption in their energy mix compared with
countries such as Belgium, France or Germany, where the share of natural gas
in the energy mix is over 40 %. This global transition towards lower carbon
emission district heating systems through a partial decarbonisation of the energy
mix could reduce CO2 emissions by up to 58% by 2050, allowing to limit the
temperature increase only between 2 to 3°C [7]. Moreover, the political support
given by the European Union in terms of financing for energy efficiency in
the heating and cooling sector is not negligible: the European Structural and
Investment Fund (ESIF) will allocate €19 billion to support energy efficiency
and €6 billion to support renewable energy and district heating networks [3].
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Heating technologies with low-carbon emissions like heat pumps and biomass
boilers are promising for the future energy framework. However, these technolo-
gies at the small-scale level have a quite variable efficiency due to the fluctuation
of the heating production to satisfy a variable heating demand over the year.
This directly affects the total heating production cost. Better efficiencies are
reached with large-scale units integrated into heating networks and combined
with thermal storage units. Moreover, district heating makes it possible to
create synergies between different energy carriers like heat and electricity
by integrating locally residual heating resources such as waste incineration
units for example or heat pumps using the electricity surplus from renewable
electricity sources. However, these solutions require a large initial investment
cost which is supported from public authorities or participatory financing to
be viable [8]. These district heating networks could therefore be one of the
means to respond to the energy transition that is expected over the next few years.

District heating networks appear thus to be a viable solution for the future
but are not yet widely implemented in urban communities because of their
relatively high initial investment costs. The building of district heating networks
requires large fundings for the implementation of projects whose primary
purpose is the installation of pipes to provide the heat produced at prescribed
heating sources to the consumers by means of a heat transfer fluid. These site
works, in addition to the considerable time required for their completion and
the possible opposition of citizens to their implementation, are responsible for
long-term investments for investors interested in investigating the field of district
heating networks. In an attempt to promote investment in these networks in
urban communities, the development of decision tools for the outline and sizing
of district heating networks might be useful in order to guarantee a certain
return on investment to the investors involved in the development of these new
urban heating communities compared to the current conventional means of
decentralised heating production such as gas and oil-fired boilers.

Heating networks are not very common in Belgium, especially in Wallonia,
and remain very small-scale networks (up to 1km). As previously explained, the
main barrier to the development of these networks relies on the large part of the
initial investment cost. A simple and robust tool allowing a private operator or a
local authority to estimate the opportunities for exploiting non-conventional and
renewable energy sources, as well as their economic and environmental impact,
would be a powerful incentive to develop this type of technology in Wallonia. It
would also make it possible to test the influence, at the scale of Wallonia, of dif-
ferent policies to support heating networks. For this purpose, the EcoSystemPass
project has been funded by the European Regional Development Fund (ERDF)
to implement a decision support tool dedicated to the simulation and multi-scale
energy optimisation of urban agriculture sites in a first phase and, in a second
phase, to extend it to urban sites. This decision support tool aims for defining
the best synergy scenarios between the available energy sources and the heating
consumers by integrating different energy transport and conversion techniques.



1.2. Principle of the district heating network 5

1.2 Principle of the district heating network
District heating networks provide heat for space heating and domestic hot

water in the residential, public and industrial sectors. The heat is produced
centrally from one or several existing heating sources and distributed to the con-
sumers thanks to a heat transfer fluid (generally water) flowing through pipes
buried into the ground. The heating sources feeding these networks are of several
types: combined heat and power (CHP) plants producing heat and electricity
simultaneously, gas or biomass boilers for heating only, waste heat from indus-
trial processes, geothermal sources, solar heat, heat from waste incineration or
heat pumps. District heating networks enable significant primary energy savings
through large-scale energy production. However, these technologies are generally
associated with significant heat losses due to the distribution network between
heating producers and consumers. In order to minimise these heat losses that are
proportional to the distance between heating producers and consumers and the
diameters of the pipes, district heating networks are of greater interest in densely
populated (and therefore energy-dense) urban areas [9]. A schematic illustration
of a district heating network is shown in Figure 1.5.

Figure 1.5: Illustrative scheme of a district heating network.

These networks have been involved in the energy sector for over a century and
have undergone a significant technological breakthrough since their introduction
as illustrated in Figure 1.6. The first generation of district heating networks
was developed from 1880 in the United States using coal-based heating sources
for the production of high-pressure steam distributed in concrete pipes. This
high-temperature steam induced a lot of heat losses into the pipes such that
from the 1930s, a transition to second generation district heating networks took
place [10].

These second-generation district heating networks used coal and oil as fuels
to provide pressurized hot water (instead of steam) at temperatures between
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100 and 150°C. The main novelty of these networks was the introduction of
cogeneration plants which increase the overall energy efficiency of the system
while decreasing the temperature levels in the network and thus indirectly
reducing heat losses along the network pipes. These networks were strongly
developed between the 1930s and 1970s, especially after the Second World War
in the communist Soviet countries, with the idea of an energy community [11].

These networks, based solely on the idea of a competitive solution in
terms of heating price and not on the energy efficiency, have been replaced by
third-generation heating networks. These networks are the networks currently in
place in most countries already equipped with heating networks since they date
from the early 1970s. The introduction of this new generation of networks was
justified by the two consecutive oil crises of 1973 and 1979 and was particularly
marked in the Scandinavian countries. The main goal of this type of network was
then to increase the overall energy efficiency of the system by further reducing
the temperature levels within the network (below 100°C) while using local energy
resources (such as biomass in Sweden or waste incinerators in Denmark for ex-
ample). Some networks even use renewable resources such as solar or geothermal
energy. A novelty linked to this generation of networks is also based on the use
of pre-fabricated and pre-insulated pipes that are directly buried into the ground .

With the increasing introduction of renewable energies into the energy
market, a transition is currently taking place towards fourth generation heating
networks. This fourth generation of networks tends to meet the environmental
objectives set by national and international directives such as the adoption of
the draft climate agreement of the COP21. These networks aim to integrate a
large share of renewable energies into the heating mix by promoting synergies
between the electricity and heating sectors. These new generation networks
can therefore integrate a very wide range of heating sources, from renewable
energies to waste heat 1, providing low temperature heat enabling to reduce
heat losses along pipes and promoting the use of intermittent energy during
time periods when this energy is available and not used for other applications [12].

For example, electricity from wind generation during the night is little used
because the electricity demand is low during this time period. Currently, this
electricity is dispatched in other countries with an electricity demand or stored
in batteries to be reused at times when the electricity demand is high. This
electricity storage in conventional batteries has a large cost and could be replaced
by thermal storage using heat pumps that convert this electricity into heat which
would then be stored as hot water in thermal storage tanks. This solution can be
economically and environmentally interesting knowing that the cost of thermal
storage in the form of sensitive energy is between 0.1 €/kWh and 10 €/kWh [13]
whereas the cost of a conventional electricity storage with a lithium-ion battery is
about 200 €/kWh [14]. The main problem with these synergy scenarios concerns
the proper management of these fourth generation heating networks including

1Waste heat is heat from industrial processes that can be recovered and reused free of charge
(waste incinerators, industrial processes, data centers, ...).
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many intermittent heating sources that have to meet a global energy demand
over the network throughout the year. The sizing, design and control of these
networks is therefore essential for their operation in order to ensure optimal energy
flexibility [15].

Figure 1.6: Evolution of district heating from first to fourth generation
networks [12].

Several studies also mention fifth-generation district combined heating and
cooling networks using ultra-low temperature grids to limit heat losses and
prevent energy waste within the network. As illustrated in Figure 1.7 [16], the
network is built as a closed loop system where heating and cooling heat exchanges
occur simultaneously into the system. Heated buildings provide cold to the
network while cooled buildings and industrial processes provide their excess
heat to the network. These kinds of networks enable to provide some synergies
between different buildings constitutive of the network. The ultra-low tempera-
ture (generally below 30°C) operation of these networks enables to directly use
various low-temperature waste heat sources including shallow geothermal energy,
waste heat from industrial processes or sewage water for example. The heating
demand is then satisfied by using local boosters like heat pumps to increase
the available heating load to the required temperature level for each building [17].

These kinds of networks are covered in the literature only since a few years
but are very promising for future new heating and cooling network projects.
Some 5th generation thermal networks are already in operation in Europe [18]
to cover both heating and cooling demands of buildings by means of distributed
heat pumps installed at the substations of the network. However, these networks
generally require specific consumers with a relatively low temperature heating
demand (below 60°C). This 5th generation technology is therefore tailored for
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new neighbourhoods characterized by buildings with low-temperature heating
demands.

Figure 1.7: Principle of a 5th generation heating and cooling network
(Paris-Saclay thermal energy network) [16].

In the frame of this thesis, a focus on third and potentially fourth generation
heating networks is provided for their optimal outline and sizing. Indeed, the
decision support tool linked to the EcoSystemPass project mentioned previously
aims to help industries specialized for the implementation of mainly third
generation heating networks to draw out and design in an optimal way these
heating networks into a new geographic area. Initially, the tool is dedicated to
a project in a township of Liège (Herstal) in Belgium by connecting a future
greenhouse dedicated to the production of molecules of pharmaceutical interest
to an existing waste incinerator through a new heating network project. This
case study of a new heating network project is used in this thesis as a basis for
the development of an open-source optimization platform for the integration
of renewable energy sources through heating networks for the energy supply
of various types of users. This optimization platform looks for promoting the
development of energy communities taking into account a set of parameters like
the heating sales price or the connection rate of users to a network for example.

Due to the heating profile of the studied neighbourhood in the EcoSystem-
Pass project based on an existing building stock mainly made up of old poorly
insulated dwellings requiring large temperature levels (around 80°C) for heating,
fifth generation heating networks would not fit as the most suitable technology
for the required application. Indeed, the main goal of the project is to implement
a heating network to supply space heating and domestic hot water demands of
an existing building stock mainly made up of old residential dwellings. Moreover,
the use of a fifth generation thermal network would require local heat pumps
with a large temperature difference between the cold and the hot source implying
low coefficients of performance for these boosting units. Finally, the industrial
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group Coriance, in charge of the sizing and building of the future heating network
for the EcoSystemPass project, implements conventional third generation heating
networks such that the decision tool developed in this thesis is initially focused
on this generation of networks. Before detailing the goals of the decision tool
developed in this thesis, a brief description of the components related to district
heating networks is presented in the next section.

1.2.1 Heating production and storage units
District heating networks can use a large range of heating sources such as pro-

duction units using fossil fuels or biomass as fuel, cogeneration plants, geothermal
energy, heat from waste incineration or heat pumps [19]. The integration of heat-
ing technologies using renewable energies is also of particular interest for the
development of renewable heating networks. These renewable networks could
help to the decarbonization of the heating sector while integrating renewable
intermittent energy sources.

Heat-only boilers
These boilers are only dedicated to the production of heat in the form of pres-

surized hot water using different types of fuels such as fossil fuels (natural gas or
oil), biomass or residual waste treated in waste incinerators.

Combined heat and power (CHP)
Cogeneration plants simultaneously produce heat and electricity from an energy

source. The advantage of cogeneration aims to make the most efficient use of the
energy available within the energy source in order to achieve a better overall
efficiency of energy production (i.e. to produce a maximum amount of useful
energy in the form of heat and electricity based on the energy available within
the source). The kind of sources used by these production units come in a variety
of forms making it possible to obtain a diversified energy mix, as illustrated in
Figure 1.8 [20].

Figure 1.8: Fuels mix into CHP in 2017 in EU [20].
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In order to meet environmental requirements while becoming energy indepen-
dent from fossil fuels, some countries are beginning to look for these cogeneration
plants using biomass as fuel with district heating networks. For example, Sweden
is a heavy user of biomass (due to its large available resources) in cogeneration
plants such as the Stockholm, Lund and Södertälje power plants [21].

Geothermal sources
Geothermal energy consists in exploiting the energy available within the earth’s

crust via a fluid that recovers this heat to produce heat and possibly electricity.
Within the framework of district heating networks, geothermal sources can be
suitable for supplying heat. The main advantages of geothermal sources are their
zero CO2 emissions while having a constant operating regime (this renewable
energy is indeed not intermittent since it is available all over the year, day and
night). However, the investment costs related to these geothermal sources are
relatively high, particularly in cities. Geothermal energy is nevertheless a source
to consider, knowing that 25% of the European population lives in urban areas
where geothermal resources are available [22]. A graphical illustration of the
geothermal resources available in the European Union is proposed in Figure 1.9
[23].

Figure 1.9: Geothermal resources in EU in 2020 [23].

Solar heat
Solar energy can also be exploited on a large scale for heating production

through the use of solar collectors which focus the solar rays at a specific point
to heat a fluid that will then be used as a heat transfer fluid to supply a district
heating network or thermal storage (i.e., hot water tanks). This kind of heat-
ing production, even if it is used in some heating networks such as the Marstal
heating network in Denmark [24], has many disadvantages. This energy source is
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intermittent and requires large areas available for the installation of solar collec-
tors, ideally in areas with a lot of sunshine all over the year [25]. Another form of
solar heat can use a combination of photovoltaic panels combined to heat pumps.

Heat pumps
Heat pumps are energy-efficient units that make it possible to use many low-

temperature heating sources to produce heat at a prescribed temperature level
based on the heating consumer demand [26]. These heat pumps can also be used
to locally raise the temperature level within the network to meet specific demands
of some heating consumers (e.g. hospitals or industries that have heating demands
with higher temperature levels) [27]. Heat pumps have the potential to include
intermittent renewable energies producing electricity like solar photovoltaic panels
which can be used to feed the heat pumps to produce heat stored in thermal
storages [28] or used directly to feed a heating network [29].

Industrial waste heat sources
District heating networks can use waste heat (in the form of flue gases or cooling

water) from industrial processes as a heating source. Heat recovery boilers or heat
exchangers can be used to recover the waste heat contained into these flue gases
to supply a heating network. Different kinds of waste heat sources are used for
the supply of district heating networks: data centres [30], steel production plants
[31] or kraft pulp mills [32] for example. Waste incinerators also produce heat
in a continuous way to supply it to a large range of dwellings. Many examples
exist worldwide and future projects using these incinerators as heating sources
are being developed, such as the Brescia incinerator in Italy and the Copenhagen
incinerator in Denmark [33]. The heating network for the EcoSystemPass project
studied in this thesis also focuses on a waste incinerator as main heating source
in a township of Liège (Herstal) in Belgium. This heating source is increasingly
justified in the European context due to the growing share of municipal waste
that is incinerated instead of being buried, as shown in Figure 1.10 [34].

Figure 1.10: Waste treatment in EU between 1996 and 2018 [34].
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Thermal heat storages
In order to include intermittent heating sources like solar heating or heating

sources with a variable heating production cost like heat pumps, thermal heat
storages can be used to shift the time at which energy is consumed. The
heating storage can thus provide a solution to shift the heating production from
non economically to economically interesting periods. This optimal heating
production planning requires the use of thermal storage units [35]. These thermal
storage units are interesting compared to electricity storage units thanks to their
low specific costs (cf. Section 1.2).

The most common type of thermal energy storage (TES) consits of water
storage into tanks or pits (PTES) [36]. These units can be above the ground or
buried a few meters into the ground. Other underground water storage technolo-
gies (UTES) exist like borehole thermal energy storages (BTES) [37] or aquifer
thermal energy storages (ATES) [38] for bigger depths beyond 100 meters. These
storages are more dedicated to seasonal energy storage by storing heat during
the summer and supplying this stored heat during high heating demand periods
in winter. An alternative kind of heat storage relies on the buildings’ thermal
inertia. The flexible use of building inertia could be used to provide heat by
shifting the heating supply planning in an optimal way [39]. This kind of heating
storage has the advantage to be flexible but its storage capacity remains smaller
than the use of pit thermal energy storages. All these storages rely on the use of
the sensible heat of water.

Figure 1.11: Review of the existing storage technologies [13].

In this thesis, the tank storage is considered as the main storage technology
into the decision tool because of its technological maturity (cf. Figure 1.11), its
easy implementation, its low cost and its flexibility for daily thermal storage [13].
Due to the fact that the underground thermal storage is quite dependent on the
available kind of ground for the heating network project, underground thermal
storage solutions are not considered into this thesis. However, the reader should
be aware that this assumption benefits daily storage instead of seasonal storage
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because of the larger thermal losses with tank thermal storages above the ground
than underground thermal storages. It can also be observed from Figure 1.11
that other storage technologies are developed at the research and development
or demonstration stage. However, these technologies are not considered into this
thesis because they are not yet available at a commercial stage.

Storage tanks have a vertical cylindrical form, are made up of steel and are
often located near the heating sources. These storages have different sizes based
on the size of the heating network: they can be sized from a few hundred cubic
meters to tens of thousands cubic meters [40]. As mentioned before, one of the
advantages of the pit and tank storage technologies relies on its low cost with
large-scale systems. A review of the existing systems and their specific costs for
pit and tank storages as well as underground thermal storages is represented in
Figure 1.12 [41]. It can be observed that the cheapest solution for large-scale
systems is the underground thermal storage. However, this solution can only
be applied to very large-scale thermal storages such that this solution can not
be generalized to any size of heating network project. The tank storage is thus
picked up as the main solution for thermal storages into the network even though
its specific cost is slightly larger than with underground thermal storages.

Figure 1.12: Costs for different existing thermal storages [41].

1.2.2 Heating consumers
Heating networks link the above-mentioned heating sources to the consumers,

each of which having a very specific heating demand profile. These consumers
can be residential dwellings like houses and apartments, businesses, industries
or public buildings. Their heating demands are usually time-variable and
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complementary such that the total heating load over the heating network is
generally lower than separate individual heating loads. This aggregation effect
can reduce the peak demand over the network, as shown in Figure 1.13.

Figure 1.13: Aggregation effect over a district heating network.

This aggregation effect enables to get a total heating demand which is more
constant over time as compared to the sum of the individual heating demands.
This enables to save primary energy used for heating production dispatching the
heating production in a better way thanks to dwellings with different heating
demand profiles. These heating consumers are one of the key players of a heat-
ing network project because they indirectly finance the network infrastructure
by buying heat to the network operator. Heating sales revenues can thus coun-
terbalance capital and operating expenses to ensure profitability for the heating
network project. A quick overview of the pricing models for district heating is
presented in the following.

1.2.2.1 Pricing models applied to the heating consumers

Heating sales to the consumers are the main way to recover the initial
investments spent for the building and operation of the network. As explained
previously, the heat is supplied to the consumers through the network thanks to a
primary circuit of pipes carrying the heat transfer fluid from the heating sources
to the consumers. This fluid from the primary circuit then feeds substations
located at consumer’s places. As shown in Figure 1.14 [42], these substations
use the heat content of the heat transfer fluid from the primary circuit to heat
water in a secondary circuit. This secondary circuit aims to supply heat to the
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consumers and is regulated from temperature and flow rate sensors.

Figure 1.14: A substation and its main components [42].

In order to quantify the heat consumed by each user connected to a substation,
the use of heat meters computes the energy consumed from the water mass flow
rate and the temperature decrease measured in the primary circuit. As shown in
Figure 1.15 [43], two temperature sensors are placed upstream and downstream of
the consumer supply on the primary circuit to measure the temperature decrease
at the primary circuit. A flowmeter is also set up to measure the water mass
flow rate into the primary circuit. Based on these measurements, the heat meter
computes instantly the amount of consumed heat.

Figure 1.15: Operating principle of a calorimeter [43].

This heating consumption amount remains the main component for the pricing
of heating sales. The heating supply is based on contracts between network
operators and consumers. It is important to note that the form of these contracts
come in a variety of forms from one heating network project to another. The
pricing models come in a variety of form specific to each application. Even within
the same heating network, several different pricing models can be applied by
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the network operator depending on the type of customers. The details of these
contracts are not set out in this thesis but a general review of the main existing
pricing structures is proposed in the following section. Pricing contracts can be
classified according to two main types of models: models based on investment
and operating expenditures and models based on market prices [44].

Pricing models based on capital and operating expenditures

These models price the sold heat from the total annual costs of the network (in-
cluding capital and operating expenditures) with a prescribed return on invest-
ment defined by the several stakeholders involved into these heating networks.
The risks related to this model are twofold:

1. In the case of a monopolistic network structure, the sales prices can be
adjusted quite flexibly by the network operators by increasing the profit
margin freely and indefinitely if no legal framework for regulating sales
prices is provided. The sales price paid by consumers could thus become
far too high compared to the cost price of the network in a market mainly
dominated by a monopoly.

2. On the other hand, in a competitive market with multiple heat supply
alternatives, a model based solely on network costs and expected return on
investment that does not take competition into account can lead to market
share losses and become unprofitable.

A purely cost-based model exists and can be implemented in monopolistic
configurations where the network operator has sufficient control over the market.
However, this type of model is quite scarce in practice and is therefore frequently
combined with a market-based pricing model.

Pricing models based on market prices

These models price heating sales from market prices of alternative heating supply
solutions (mainly the gas suppliers). The objective aims to set a price competitive
compared to these alternatives while trying to remain economically profitable for
the network operator. This kind of model can obviously only be used in a market
where competition is sufficiently developed to get pricing benchmarks. Two kinds
of pricing based on market prices exist:

1. Pricing directly based on market prices:
Heating sales price are continuously based on the market prices offered by
competitors such that formulas linking the competitive market prices to the
heating sales prices are used. The advantage of this method relies on the
ensurance to always remain competitive on the heating market.

2. Pricing indirectly based on market prices:
The heating sales price is no longer set continuously based on market prices
but only predefined annually from average price estimates established by
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competitors. A more accurate model that takes into account monthly con-
sumption and includes the predefined annual selling price then determines
the monthly selling price of heat.

The main drawback of this type of model is that it is based solely on market
competition but does not necessarily ensure the profitability of the network. In
practice, more complex pricing structures combining cost-based and market price
models therefore exist in order to be simultaneously profitable and competitive
in the market. These models must be established on a case-by-case basis and
include certain key elements.

Key elements in the design of pricing models

Pricing models come in a variety of forms and can vary widely from one applica-
tion to another. It is therefore essential to determine the key elements common
to any viable pricing model. In the literature, the following main criteria are
considered for the viability of a pricing model [33]:

✓ Competitive prices adapted to market and operating conditions:
Variable operating costs are higher during peak demand periods and lower
during base load periods. If the heating sales price is prescribed constant
over the year without taking into account market and operating conditions,
the sales price for the peak load would be too low and the sales price for
the base load would be too high. This scenario can lead consumers to
install their own base load heating unit and buy only the under-priced
peak load leading to a non-viable pricing solution for the heating network
operator.

✓ Tariffs based on the usage capacity subscribed to the network by consumers:
This criterion seeks to favour consumers with a large heating demand
who are more economically viable than consumers with a smaller heating
demand. These consumers provide a base-load heating demand over the
network with lower production costs than the peak heating production
to satisfy smaller consumers. These big heating consumers can therefore
be rewarded with a lower overall heating sales price than smaller consumers.

✓ Tariffs partially independent of the level of heating demand:
The 2 previous criteria are mainly based on the level of heating consump-
tion of network’s users to establish a pricing model. However, some mainte-
nance and network extension costs have also to be covered by all the users
regardless of their consumption level. The pricing model must therefore
also include these costs in the billing.

From these 3 criteria, network operators define pricing contracts with a fixed
connection fee, a fixed capacity subscription fee and a variable charge based on
the heating consumption over a prescribed time period. The variable price charge
based on heating consumption is computed from heat meters enabling to price
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directly heat based on market and operating conditions. Regarding the capacity
subscription fee, it aims to reward large consumers subscribing to a larger heating
capacity increasing the total heating demand of the network and thus reducing the
financial risks incurred by the network operator. This fixed capacity subscription
fee encourages all the users to subscribe to a maximum heating capacity in order
to reduce their bill. This subscribed capacity represents the average heating
consumption over a full year (of 8760 hours) and is calculated as follows:

Subscribed capacity [kW] = Annual subscribed energy [kWh]
8760 [h]

Consumers are then clustered by categories according to their subscribed ca-
pacity to set a sales price specific to each category of consumers by assigning a
revision coefficient depending on the category to which they belong. Consumers
with a large subscribed capacity have a lower revision coefficient since the pricing
model seeks to reward these customers. Finally, a fixed annual grid connection
fee, independent on the heating demand and subscribed capacity of the con-
sumer, ensures the maintenance and operational expenses linked to the network.
A generic billing model for the heating sales is proposed in Figure 1.16 based on
the heating network market in France [45].

Figure 1.16: Billing of heat consumption to a consumer for a heating
period (adapted from [45]).
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The billing relies on a variable price component (R1) and a fixed price com-
ponent (R2). The revision coefficient of R1 mainly takes into account the energy
mix used for the heating production and the market prices. In the case of a net-
work with a diversified energy mix, the pricing of the total consumption in kWh
for a user is computed according to a weighted average of the part of the costs of
the different fuels used into the heating mix. For example, considering a heating
network with 2 heating sources A and B used proportionnally according to %A
and %B with respective costs CostA and CostB in €/kWh, the revised coefficient
can be computed as follows:

R1 coefficient [€/kWh] = %A . CostA + %B . CostB

Multiplying the heating amount measured by a heat meter over the current
billing period by this coefficient then gives the total amount without value-added
tax (VAT) to be paid by the consumer. The applied VAT rate depends on the
energy mix used during the current heating period for the heating production.
The applied VAT is generally 19.6% but may be reduced to 5.5% if the energy
mix is based on at least 50% of renewable energy 2 and residual heat. Concerning
the fixed part of the fee, it includes the fixed annual fee for the connection to the
network and an annual capacity subscription fee where the revision coefficient
depends on the capacity subscribed by the user.

Pricing model considered in this thesis

In this thesis, a pricing model only based on market prices is used considering the
gas market as the main competitor for heating supply. This pricing model is used
because one of the goals of this thesis is to highlight the economic benefits of dis-
trict heating networks compared to conventional heating energy careers like gas.
Therefore, a purely competitive pricing scheme is used as a comparison to show to
policy-makers the potential interest of heating networks for a prescribed heating
sales price. For sake of simplicity, a unique heating sales price is considered for
all the consumers over the network even though it has been previously explained
that the heating sales price is partially dependent on the heating demand of each
consumer and also of the kind of consumers. Even if a single heating sales price is
considered, the optimization formulation presented in Chapter 2 makes possible
to prescribe a different heating sales price for each potential consumer (street) of
the network.

1.2.3 Pipes
The last components of the network are the pipes connecting the heating

sources to the consumers by carrying the heat transfer fluid. These pipes, gen-
erally made up of steel surrounded by a polyurethane foam for third generation
heating networks, are usually buried into the ground and therefore require major
worksites within cities to dig the trenches to install them. The investment

2Renewable and recovery energies include most energy carriers except nuclear, oil, gas and
coal.
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costs for these pipes take a significant part of the initial investment costs and
must be taken into account when designing a new heating network project.
This important capital cost component into a heating network project has been
illustrated by [46] with more than 50% of the total costs dedicated only to the
trenching and the pipes.

Figure 1.17: Pipes of a district heating network.

These pipes have standardized diameters defined by pipes manufacturers.
These standardized diameters are summarized in Table 1.1. These pipes have
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an average cost dependent on their diameters such that these costs, which take
an important part into the total capital costs, have to be considered for the im-
plementation of new heating networks. These costs will be detailed in Chapter
2.

Table 1.1: Standardized district heating pipes sizes.

DN (mm) Steel pipe diameter (mm) Insulation thickness (mm)
20 26.9 2.6
25 33.7 3.2
32 42.4 3.2
40 48.3 3.2
50 60.3 3.2
65 76.1 3.2
80 88.9 3.2
100 114.3 3.6
125 139.7 3.6
150 168.3 4.0
200 219.1 4.5
250 273.0 5.0
300 323.9 5.6
350 355.6 5.6
400 406.4 6.3
450 457.2 6.3
500 508.0 6.3
550 558.8 6.3
600 610.0 7.1
700 711.0 8.0
800 813.0 8.8
900 914.0 10.0
1000 1016.0 10.0

1.2.4 Pros and cons of district heating networks
Large-scale heating networks can supply the heating needs of large cities with a

variety of heating production sources. Compared to decentralized heating produc-
tion units, district networks offer some advantages but also some disadvantages
[7]:

✓ Lower heating production costs than with decentralized heating production
units thanks to economies of scale and an aggregation effect;

✓ The availability for using diversified fuels and heating sources with a lower
exergy (waste heat from industrial processes for example);

✓ A reduced environmental impact by monitoring pollutant emissions and
reducing CO2 emissions with respect to smaller individual installations;
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✓ Combined heat and power production through cogeneration plants for a
better overall energy efficiency of the system;

✓ An integration of renewable and local resources into the energy mix thanks
for example to the inclusion of the vector of electricity for the heating pro-
duction using a heating network combined with the use of thermal storages;

✓ Ease of use for heating consumers who do not have to worry about heating
production but can simply consider the heat supply as a service provided
by a network operator (just like electricity);

× Large initial investment costs which have to be funded by in-
vestors and/or public authorities;

× Substantial heat losses along the network requiring the production of more
heat than the heating demand of the consumers ;

× Short-term flexibility which is not always easy to manage in the case of
centralized production systems.

Despite numerous advantages linked to district heating networks, there are
some constraints linked to the development of this technology into the heating
sector. This thesis is going to try for helping to promote the development of the
heating network technology thanks to the use of specific tools assessing precisely
the economic (and environmental) interest or not of a district heating network
within a specific area.

1.3 Problem statement
The development of heating networks in urban communities is increasingly

being studied at the scientific level for their environmental benefits while in-
vestors and policy makers are cautious about new investments in district heating
network technology because of their large initial investment costs for their
implementation into cities. Numerous studies within the European Union have
already demonstrated the technical and environmental viability of the heating
network technology (especially those embedding renewable energy sources) [47].
However, the economic factors are generally neglected although they are of
paramount importance for investors and political decision-makers. This thesis
aims therefore to address this issue by implementing a decision tool dedicated
to the investors and policy-makers for the optimization of the outline and the
sizing of third generation district heating networks in order to maximize the net
cash flow linked to a new heating network project.

The development of the decision tool is based on the EcoSystemPass research
project linked to a refurbishment project of an unused industrial zone into an
urban agriculture site with a greenhouse. As illustrated in Figure 1.18, this re-
furbishment project initially aims to connect the future greenhouse with a piping
system to an existing waste incinerator operated by Veolia for providing heating
needs to the greenhouse. In the frame of this project, the company Coriance [48]
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specialized in the implementation of third generation heating networks has been
assigned to design a heating network in the neighbourhood of the waste incinera-
tor. In parallel to this refurbishment project, the EcoSystemPass research project
has therefore been launched to help companies like Coriance to draw out and size
in an optimal way heating network projects. The main goal of this project is to
develop a decision tool to help industrials and policymakers to promote heating
network projects into small-size but also large-size neighbourhoods. This decision
tool has to take into account economic parameters (project lifetime, actualiza-
tion rate and heating sales price) as well as urbanistic parameters (space into
the ground and available heating capacity in the neighbourhood). Finally, it was
expected that the decision tool can help policy makers to identify interesting con-
sumers to connect to a new network project while prescribing the connection of
some of them if it is required for political reasons for example.

Figure 1.18: Illustration of the EcoSystemPass research project.

Based on this project, research groups have worked on different tasks linked
to the site refurbishment:

• Compute the heating demands of the greenhouse using a dynamic model
customizable for different kinds of culture into the greenhouse;

• Assess the heating demands of the dwellings constitutive of the neighbour-
hood surrounding the waste incinerator and the future greenhouse;

• Implement an optimization method for urban energy planning
with heating network projects into cities taking into account dif-
ferent economic and urbanistic parameters for the optimal outline
and sizing of third and potentially fourth generation heating net-
work projects;

• Define a GIS-based visualization software to draw out the optimal network
and show some results from the outputs of the optimization method.
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The optimization method which is part of the global project is mainly pre-
sented into this thesis. To help the reader for understanding the decision tool into
its global structure, the other tasks will also be quickly explained in the follow-
ing. This aims to highlight the main inputs data used for the implementation of
the optimization method and to explain how the visualization platform has been
developed as an output of the global structure of the project. However, before
presenting into details the optimization method developed in this thesis, a liter-
ature review based on the requirements of the EcoSystemPass research project
for the optimal outline and sizing of heating networks is achieved to analyse the
features of each model and their main characteristics compared to the expected
characteristics of the new optimization model.

1.3.1 Literature review
District heating networks are of increasing interest in the field of scientific

research because of their potential in the framework of the energy transition.
Many studies are performed about the dynamic modelling and predictive control
of operating district heating networks while other researches are related to the
optimization of the outline and the sizing of these networks. A non-exhaustive
literature review based on the main goals of the EcoSystemPass research project
is proposed in the following. The main comparison criteria for optimization
methods available in the literature are therefore based on the two main goals of
the project: provide an optimal outline and sizing of any new heating network
project into a prescribed geographic area defined in a geographic information
system. Defining an outline for a new network consists of picking up which
streets have to be connected to the network or not to guarantee the economic
profitability of the project. It also includes the selection of the optimal pipes
diameters to put into the streets if they are connected to the network. Regarding
the sizing of the network, the decision tool determines where the heating sources
and thermal storage units have to be installed and how they have to be sized
to optimally design the heating network. For this project, third generation
heating networks are mainly considered by the industrial client. However, from
an academic point of view, the decision tool also looks for being applicable to
fourth generation heating networks in the future by tuning some parameters of
the tool as a function of the temperature level into the network.

Among numerous studies about district heating optimization, Apostolou
[49] develops a methodology based on a mixed integer non-linear (MINLP)
optimization approach minimizing the total costs of the system for the in-
tegration and the design of heating and cooling sources into a new district
heating or cooling project. A MINLP formulation based on the minimization
of the total costs is also developed by Mertz [50] for the outline and the
whole sizing of a district heating project with the specificity to design the
kind of connection between consumers (either parallel or in cascade). Roland
[51] implements a mixed-integer nonlinear optimization model taking into
account with a high level of details all the hydraulic and thermal effects
based on the Euler momentum and thermal energy equations. Blommaert [52]
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develops an adjoint-based numerical strategy to enable large-scale nonlinear
thermo-economical network optimization for finding the best topology, pipe
diameter choices, and operation parameters for realistic district heating networks.

Multi-objective non-linear optimization problems based on heuristic formula-
tions are also developed to minimize total costs combined with a minimization
of the CO2 emissions [53–56] or the share of primary energy import into the
network [57]. These optimization formulations have a high level of complexity
enabling to provide a detailed modelling of the system but their non-linearity
does not ensure a unique optimal solution for the problem and their complexity
limits the application scale to optimization problems with a small number of
streets into the potential network.

Mixed Integer Linear Programming formulations optimizing the design
and operation of district heating systems [58, 59] are also developed but do
not consider the potential outline of a new district heating network project.
These models are useful to assess the optimal use of existing energy sources
but the important aspect of building or not pipes and power plants at given
locations is missing. Another kind of optimization models taking into account
the optimization of the outline of the heating network exists in the literature.
Some of these models [60–62] define the optimal outline of a potential network by
choosing the consumers to connect to it but are based on existing heating power
plants with prescribed fixed capacities. The sizing of new potential heating
plants is not included in these models.

Haikarainen [63], Soderman [64] and Lambert [65] develop MILP approaches
combining the optimization of the outline and the design/operation of the
network but validate their models only on small-scale test cases which are not
connected to any geographic information system. Dorfner [66], Girardin [67] and
Unternährer [68] implement an optimization formulation based on a geographic
information system and combining both the outline and the design of a potential
new heating network project. However, these models do not include thermal
storage capacities into the outline of the network.

Finally, some methods are also available as commercial softwares or ad-
ditional plug-ins of a geographic information system directly usable by any
user for urban energy planning linked to heating network projects. The
open-source decision support software SigOpti [69] looks for helping cities and
network operators to optimally size a new heating network into a geographic
information system. Based on a network outline defined by the user of the
software, SigOpti provides the least expensive solution based from a global
cost analysis in terms of network sizing (pipe diameters and flow rates) as
well as in terms of heating production selection and sizing (gas, biomass,
geothermal energy, ...). The software URBio also provides a tool for urban
energy planning by identifying optimal energy strategies as well as insights into
the urban layout, distribution and size of buildings [70]. This tool helps to define
master plans for urban plannings in new neighbourhoods by selecting the kind
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of buildings to build and by sizing the energy system linked to the neighbourhood.

Table 1.2: Comparison of optimization methods from a literature review

Authors Objective
Function Linear Outline Sizing/

Operation Multi-period Storage GIS

Apostolou [49] min Ctot × ✓ ✓ ✓ ✓ ×
Bertrand [58] max profits ✓ × ✓ ✓ × ✓

Blommaert [52] min Ctot × ✓ ✓ × × ✓
Bordin [60] max profits ✓ ✓ × × × ×
Dorfner [66] min Ctot ✓ ✓ ✓ ✓ × ✓
Falke [53] min Ctot & CO2 × ✓ × ✓ ✓ ×

Fazlollahi [54] min Ctot & CO2 × ✓ ✓ ✓ ✓ ✓
Girardin [67] min Ctot ✓ ✓ ✓ × × ✓

Haikarainen [63] min Ctot ✓ ✓ ✓ ✓ ✓ ×
Jebamalai [61] min Ctot ✓ ✓ × ✓ ✓ ✓
Lambert [65] max NCF ✓ ✓ ✓ ✓ × ×

Mertz [50] min Ctot × ✓ ✓ × × ×
Molyneaux [55] min Ctot & CO2 × × ✓ × × ×

Omu [59] min Ctot ✓ × ✓ ✓ ✓ ×
Roland [51] max NCF × ✓ × × × ×

Samsatli [62] min Ctot ✓ × ✓ ✓ ✓ ×
SigOpti [69] min Ctot ✓ × ✓ × × ✓

Soderman [64] min Ctot ✓ ✓ ✓ ✓ ✓ ×
Unternährer [68] min Ctot ✓ ✓ ✓ ✓ × ✓

URBio [70] min Ctot or CO2 ✓ ≈ ✓ ✓ × ✓
van der Heijde [57] min Ctot & PEI ✓ × ✓ ✓ ✓ ×

Weber [56] min Ctot & CO2 × ✓ ✓ ✓ ✓ ✓
Model in this thesis max NCF ✓ ✓ ✓ ✓ ✓ ✓

A summary of the main features of the different optimization models men-
tioned above is presented in Table 1.2. It can be observed that all the presented
models do not complete all the features listed in Table 1.2. The contribution of
this thesis with the new model described in the following chapter is to fill in all
the features presented in Table 1.2. The 3 main features combined in this new
model are the following:

1. A MILP model applicable at the street level to small-scale cases with a
neighbourhood of a few streets to large-scale problems including heating
network projects into cities. The linearity of the model ensures to provide
a unique solution to the optimization problem and to guarantee robustness
for the use of the tool by an external user.

2. A model combining both the optimization of the outline and the siz-
ing/operation of the network. The optimization of the outline enables to
draw out any new heating network project from scratch by choosing the
location of streets where pipes can be built and which heating plants to use
or to build. The optimization of the sizing/operation is useful to size the
pipes and the heating plants and storages capacities.

3. A model that can be connected to a geographic information system such
that the optimization procedure can be easily replicated to any new geo-
graphic area with potential interesting heating consumers to connect to a
network.
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Table 1.3: Non-exhaustive review of optimization models for district heating networks.

Authors Methodology Summary
Apostolou
(2018) [71]

Single-objective Multi-period
MINLP

Optimization model for the design of networks and energy conversion means
using energy integration techniques. This model is applied to the design
of industrial heat exchanger networks. The goal of the model is to be
able to deal with the geographical and temporal scales enabling to assess
the consequences of heating load fluctuations on the heating production
units while defining the network layout. The optimization model therefore
allows the outline and design of networks that take advantage of potential
synergies.

Bertrand
(2019) [58]

Single-objective Multi-period
MILP connected to a GIS

Optimization model providing a framework to simultaneously optimize the
multi-period exchange of waste heat between regional heating sources and
consumers as well as the selection of the backup heating technologies. From
cost data for the prescribed heating sources and the pipes to connect from
the sources to the consumers, the design is optimized by maximising the
profits from the network. The model takes into account fluctuations of
temperature levels and heat loads between different periods for the heating
sources providing a pre-design of the waste heating network considering
standard pipes diameters.

continued . . .
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Authors Methodology Summary
Blommaert
(2020) [52]

Single-objective single-period
MINLP

Adjoint-based numerical strategy to enable large-scale nonlinear thermo-
economical network optimization for finding the best topology, pipe diame-
ter choices, and operation parameters for realistic district heating networks.
The optimization problem aims for minimizing the cost associated with
the installed network piping and the installed pump capacity while meet-
ing the thermal demand of all consumers. The model is based on mass,
momentum and energy equations which imply non-linear equations. The
algorithm is tested by designing a fictitious district heating network with
160 consumers. As a proof-of-concept, the network is optimized for mini-
mal investment cost and pumping power, while keeping the heat supplied
to the consumers within a thermal comfort range of 5%.

Bordin
(2016) [60]

Single-objective Single-period
MILP connected to a GIS

Optimization model developed for the outline of district heating networks.
The goal of the model is to select an optimal set of new users to be connected
to an existing heating network while maximizing revenues and minimizing
infrastructure and operational costs. The model considers steady-state con-
ditions for the hydraulic system and takes into account physical constraints
like the pressure levels into the system. The model is applied to a real case
study with an existing heating network of 4.3 kilometers long in a town in
Emilia-Romagna (Italy).

continued . . .
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. . . continued
Authors Methodology Summary
Dorfner
(2014) [66]

Single-objective Multi-period
MILP connected to a GIS

Optimization model for the outline and sizing of a district heating network.
The optimization formulation relies on a mixed-integer linear programming
model based on a graph representation of the studied geographic area. The
model aims to optimize the outline and the sizing of the network while
being connected to a geographic information system. Heating demands of
buildings are aggregated along the streets. Heating sources are picked up
from a set of available heating sources limited with a prescribed heating
capacity. The model is validated on a case study in Munich using a district
heating extension planning as reference.

Falke
(2016) [53]

Multi-objective Multi-period
MINLP

Multi-objective optimization model for the investment planning for the out-
line of heating and electricity networks. Several energy resources including
various heating and power units and storage systems are taken into account
into this model. A comparison between decentralized heating production
units and centralized heating production with district heating networks is
achieved to determine the most optimal one on a case-by-case analysis. The
optimization problem is decomposed into three sub-problems to reduce the
computational complexity. This enables to refine the accuracy of the model
while studying large-scale case studies. The model is applied to a district
in a medium-sized town in Germany in order to analyze different scenarios
regarding the total costs and CO2 emissions.

Fazlollahi
(2015) [54]

Multi-objective Multi-period
MINLP connected to a GIS

Multi-objective multi-period non-linear optimization model for the outline
and the design of district heating networks including the design of the pro-
cesses using integration techniques. The decision tool aims to help the
decision makers to decide which kind of technologies (centralized or de-
centralized) are the most appropriate for the studied geographic area and
where these technologies have to be located. The outline and the design of
the network is based on a geographic information system.

continued . . .
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Girardin
(2012) [67]

Single-objective Single-period
MILP connected to a GIS

Single-objective single-period MILP model connected to a GIS to integrate
energy efficient conversion technologies (including heating networks) into
urban energy planning processes. The purpose of this platform is to model
with sufficient details the energy services requirements of a given geographic
area in order to establish energy integration solutions into this area which
are economically and environmentally interesting. The model looks for
minimizing the total cost of the energy system while promoting the use of
energy efficient conversion technologies and renewable energies. The model
is applied to an urban district in Switzerland.

Haikarainen
(2014) [63]

Single-objective Multi-period
MILP

Model for optimizing the structure and operation of a district heating net-
work from a set of alternatives for heating production and distribution.
Heating and pipes technologies and locations as well as thermal storage
solutions are included into the model as a set of decision variables. From
these variables, the model can determine the optimal outline and sizing in
terms of costs or greenhouse gases emissions. The model is applied to a
small-scale case study aiming for the development of an urban area using
a heating network.

Jebamalai
(2019) [46]

Single-objective Single-period
MILP connected to a GIS

Automated decision tool based on a geographic information system. The
tool is developed as a plug-in to a GIS tool and includes optimized and
automated network routing algorithms, including the main features for the
outline of a district heating network dimensioning. A case study in the city
of Nijmegen (Netherlands) is used as a case study to demonstrate the main
features of the tools. This tool takes into account existing heating sources
and heating demands to determine the optimal outline of the pipes.

continued . . .
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. . . continued
Authors Methodology Summary
Lambert
(2016) [65]

Single-objective Multi-period
MILP

Multi-stage stochastic mixed-integer linear programming formulation to de-
termine the annual capital expenditure that maximises the net present
value of a heating network project. The approach can simulate the optimal
growth of a network from both a single heat source or separate islands of
growth with a multi-stage phasing development of heating networks. The
objective of phasing is to modulate capital expenses over the project life-
time to gradually develop a heat network to minimize investment risks.
Contrary to the classical NPV approaches which treats the problem as
if it is a now-or-never decision, this optimization formulation takes into
account the possibility for decision-makers to gradually develop heating
network projects. The optimization approach is applied to a hypothetical
case study in the city of Marston Vale in the United Kingdom.

Mertz
(2016) [50]

Single-objective Single-period
MINLP

Model aiming to provide the optimal outline and sizing of a heating network
while minimizing total costs of the system. This model tries to take into
account as accurately as possible the physics of the network by putting
into equation the heat and pressure losses from general energy conservation
equations. The optimization of the network is based on nominal operating
conditions and does not take into account the fluctuation of the heating
demand over the year. The formulation leads to a mixed integer non-linear
programming (MINLP) problem. One of the specific features of this model
is the choice of the layout of the network, either in parallel or in cascade such
that a consumer with hot temperature requirements can supply another
consumer with lower temperature requirements.

continued . . .
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Molyneaux
(2010) [55]

Multi-objective Single-period
MINLP

Model aiming to size a district heating network based on a combination
of centralized and decentralized heat pumps combined with on-site cogen-
eration using a multi-objective non-linear formulation. Both objectives of
the optimization problem are the minimization of the total costs of the
system and the minimization of the pollutants emissions thanks to a Clus-
tering Pareto Evolutionary Algorithm (CPEA). The model determines then
a trade-off between the centralized units to install to feed the consumers
using a heating network and decentralized heat pumps to feed locally the
heating demand.

Omu (2013)
[59]

Single-objective Multi-period
MILP

Mixed Integer Linear Programming (MILP) model for the sizing of a dis-
tributed energy system combining electricity and heating demands of a set
of commercial and residential buildings. The goal of the model relies on
the selection and the sizing of the optimal heating and electricity sources
providing synergies between electricity and heating demands. The objec-
tive of the optimization problem relies on the minimization of the capital
and operating expenses. The model is used to analyze the economic and
environmental impacts of distributed energy systems at the neighbourhood
scale in comparison to conventional centralized energy generation systems.

Roland
(2020) [51]

Single-objective Single-period
MINLP

Mixed-integer non-linear single-period optimization model for computing
the optimal expansion of an existing heating network to a defined number
of new potential heating consumers. A detailed model takes into account
thermal and hydraulic phenomena into the network thanks to the Euler
momentum and thermal energy equation. The expansion decision is re-
lated to binary variables picking up new consumers to connect or not to
an existing heating network. The model is applied to a case study with 15
streets and 10 heating consumers at 10 nodes of the graph of the network.

continued . . .
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Authors Methodology Summary
Samsatli
(2018) [62]

Single-objective Multi-period
MILP

Mixed-integer linear programming model for the design and operation of
urban energy systems taking into account a large range of resources rep-
resenting any energy or material involved in the production of heat and
electricity. The model can be applied to urban energy systems problems at
different temporal and spatial scales and is used for the design of an eco-
town in England. The model relies on a diagram representation linking the
set of resources and of available technologies to transform these resources
into heat or electricity in an optimal way.

SigOpti
(2019) [69]

Single-objective Single-period
MILP connected to a GIS

Open-source decision support tool based on a single-period single-objective
linear optimization model for helping cities and network operators to opti-
mally size a new heating network into a geographic information system. The
network outline is defined by the user of the software such that SigOpti can
determine the cheapest solution based on a global cost analysis in terms
of network sizing (pipe diameters and flow rates) as well as in terms of
heating production selection and sizing (gas, biomass, geothermal energy,
...). From a predefined outline, the software can directly define the optimal
sizing of the heating network and the heating production units into the
geographic information system. This tool has been applied to a case study
in Asnières Gennevilliers Les Courtilles (France).

continued . . .
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Soderman
(2006) [64]

Single-objective Multi-period
MILP

Model for the optimization of the outline and the sizing of district energy
systems. Electricity and heating production as well as their transport are
taken into account. The problem is formulated as a mixed integer linear
programming (MILP) problem where the objective is to minimize the total
cost of the district energy system including the capital and operating ex-
penses. The model is applied to a case study with a few streets determining
the optimal outline of the network and the required size of the heating units
to minimize total costs. Thermal storage units are included in the range of
solutions to illustrate their benefits into heating networks.

Unternährer
(2017) [68]

Single-objective Multi-period
MILP connected to a GIS

Methodology to spatially assess the optimal integration of district heating
networks in urban energy systems based on the minimization of the total
costs of the system. An ILP approach is proposed for the spatial clustering
of urban energy system models. For the spatial configurations of district
heating networks into clusters, routing techniques are used. The routing
forces the district heating pipelines to follow the road network. A MILP
urban energy system model based on the clusters configuration and on the
district heating network lengths is applied to economically evaluate the dis-
trict heating integration in each cluster. The model considers non-spatially
limited resources which can be used everywhere and spatially limited re-
sources dedicated to a specific location (for example, waste heat from an
industrial process). The quality of the method is assessed by comparing
the obtained network configurations with existing district heating networks
using an applied case study with the integration of geothermal energy in
the city of Lausanne.

continued . . .
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URBio
(2017) [70]

Single-objective Multi-period
MILP connected to a GIS

MILP model to identify optimal energy strategies and insights about the
urban layout, distribution and size of buildings. The approach aims to
achieve early-stage planning in specific areas defined in a geographic infor-
mation system. The methodology generates building informations based on
available data and constraints and generates district energy solutions from
these informations and energy densities. The software helps to identify the
most adequate energy system and the urban layout of the buildings even
though the detailed outline of the energy system is not directly provided
by this tool. The main goal of this tool is to achieve early-stage planning.
The model has been applied to an existing project for the urban planning
of a new township.

van der
Heijde
(2019) [57]

Multi-objective Multi-period
MINLP

Python-based toolbox named Modesto which provides a full-year opera-
tional optimisation tool for possible heating network designs with varying
sizes of heating systems. The optimization objectives are the minimization
of the total cost of the network and of the share of primary energy im-
port into the network. The total cost function includes non-linearities such
as investment costs, which can vary with the size of the installed system
such that the design optimisation algorithm is implemented as a genetic
algorithm. This tool enables to provide an accurate sizing of the network
modelling accurately physical phenomena into the network.

continued . . .
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Weber
(2011) [56]

Multi-objective Multi-period
MINLP connected to a GIS

Model for the whole design of district energy systems from the informa-
tion available for the studied area (available energy sources and energy
demand profiles and their locations) with a thermo-economic modelling of
the energy conversion technologies and the constraints on the network in
order to minimize CO2 emissions and total costs. This multi-objective for-
mulation uses a decomposition strategy into two sub-problems. The first
optimization sub-problem takes into account the energy conversion tech-
nologies whereas the second one optimizes the outline of the network. The
method is validated on a real case study in Geneva (Switzerland).
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1.4 Manuscript overview
The PhD manuscript is organised in six chapters whose main goals are sum-

marised as follows:

- Chapter 1 : Introduction
This chapter gives a brief overview of the energy sector focusing on the
heating sector and the district heating network technology. An overview of
the main issues related to the district heating sector and of some specific
issues linked to the EcoSystemPass research project is presented. Based
on the identified goals of this research project, a non-exhaustive review of
previous existing works and methods related to the optimization of district
heating networks is presented. Based on this review, a positioning of this
thesis is established to fill in the main objectives of the research project
while leaving the possibility to replicate the work done into this thesis to
new heating network projects.

- Chapter 2 : Presentation of the decision tool
This chapter aims to present the decision tool developed into this thesis and
its main components including the connection to a geographic information
system, the assessment of the hourly heating demands of the consumers and
the optimization model implemented to provide the optimal outline and siz-
ing for a new heating network project. The main contribution of this thesis
concerns the optimization model which uses the heating demand profiles
as inputs of the model and the visualization into a geographic information
system as an output. This chapter also looks for highlighting some of the
limitations of the decision tool due to some modelling assumptions.

- Chapter 3 : Tests of the decision tool on a small-scale theoretical
case study
The decision tool presented in Chapter 2 is applied to a theoretical small-
scale case study in order to illustrate the main results that the decision tool
may provide and the influence of some user-defined economic and physical
parameters on the outline and the sizing of a heating network. This the-
oretical case study is considered as a reference case which could be used
for a comparison with other optimization formulations. This decision tool
also tries to use theoretical scenarios which can illustrate the benefits of the
integration of some heating sources into a heating network. It also aims for
showing the usefulness of the decision tool for new heating network projects
starting from a blank sheet and to compare centralized and decentralized
heating production scenarios.

- Chapter 4 : Calibration of the optimization model from dynamic
simulations
The optimal heating network defined from the theoretical case study in
Chapter 3 is modelled using a dynamic approach to assess more accurately
the heat losses. Different dynamic modelling approaches are compared such
that the most adequate dynamic model developed under the Dymola plat-
form is used. This dynamic modelling aims to highlight the limitations of
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the optimization formulation and some assumptions related to this formula-
tion. From these identified limitations, the optimization model is calibrated
based on the results obtained with the dynamic simulations.

- Chapter 5 : Application of the decision tool to a large-scale real
case study
The decision tool is finally applied to the real case study linked to the
EcoSystemPass research project for the development of a district heating
network connected to a waste incinerator and feeding a set of buildings
including offices, residential dwellings and a greenhouse. This chapter aims
to illustrate the replicability of the optimization tool to any new heating
network project from small-scale to large-scale case studies and to give some
answers to the company Coriance in charge of the design and the building
of the future heating network in the prescribed area.

- Chapter 6 : Conclusions and perspectives
A discussion about the strengths and the weaknesses of the decision tool
developed in this thesis is achieved. Improvements are proposed in order to
provide some perspectives for future work into this research field.
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Chapter 2

Presentation of the decision tool

“A bad plan is better than no plan.”
—Chess adage

This chapter aims to describe the different main parts of the decision tool
mentioned previously for providing an optimized scenario for a district heating
network project focused on a specific area into a geographic information system.
The decision tool retrieves information from a geographic information system
listing all streets and dwellings into a prescribed geographic area. This geo-
graphic information system combined to a cadastral matrix of the area enables to
determine the hourly heating demand of each dwelling constitutive of the studied
neighbourhood from its annual heating consumption using an appropriate Python
library (demandlib). A pre-processing stage with the selection of representative
days out of the hourly heating consumption profile is then achieved to reduce the
computation time of the decision tool. These representative heating consumption
profiles combined with user-defined economic and urbanistic parameters are then
used as inputs of the optimization model implemented in the Julia language.
The decision tool provides then as outputs the main economic and design data
with a layout of the network into the geographic information system.

This thesis focuses mainly on the preprocessing stage and the optimization
model stage which are parts of the global decision tool. These stages require
inputs data which are defined a priori by other research groups working on the
EcoSystemPass project. These data are assumed as inputs of the preprocessing
and optimization steps of the decision tool and can be refined or adapted from
other available data sources if needed. The goal of this work is to provide a
general optimization methodology which can be replicated to any new heating
network optimization no matter the kind of inputs provided to the optimization
tool. It is the responsibility of the user of the decision tool to provide enough
accurately inputs data to ensure the validity of the outputs results. Based on
these inputs, the visualization GIS-platform can provide the outputs of the
optimization tool in an user-friendly way.

Regarding the pre-preprocessing and the optimization tool, some preliminary
assumptions have been made to satisfy the requirements of the research project
and are explained in the following of the manuscript:

• The optimization process is based on synthetic heating load profiles which
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look for being as representative as possible of the real heating load pro-
files. Synthetic heating load profiles are used to speed up the optimization
process, especially for large-scale instances with thousands of streets in a
defined neighbourhood, in order to guarantee a solution to the user of the
decision tool within a reasonible time lapse;

• Non linear physical phenomena are simplified into linear ones. The simpli-
fication also aims for reducing the computational time of the solved prob-
lem while guaranteeing a solution to the user of the tool. The tool being
initially dedicated to industrial users and policy-makers, a choice of a sim-
plified representation of physical phenomena to guarantee an user-friendly
and replicable approach to any new heating network project is chosen;

• Urbanistic constraints rely on the available data sets for the studied area
such that they are formulated in a general way but have to be fitted to any
new specific area as a function of the available space into the ground for the
pipes or the available space for the heating production and thermal storage
units. The quality of the results provided by the optimization model are
once again dependent on the quality of the urbanistic data provided by the
user of the decision tool;

• Temperature levels are prescribed as inputs of the optimization model and
assumed to be constant such that the optimization formulation is indepen-
dent on the temperature levels into the network. This assumption also aims
to simplify the formulation in order to solve large-scale problems in an easy
and fast way. However, this assumption will be criticized in Chapter 4 be-
cause of the large temperature drop which can occur with a non-optimal
operation of the network. The temperature levels are prescribed regard-
ing nominal operating conditions in third generation heating networks to
respectively 90 and 60°C for supply and return temperatures. Energy bal-
ances over the network are then computed as a function only of the power
flows independently of the temperature levels. It can be noticed that the
heat losses and pipe diameters linked to the power flows for prescribed
temperature levels could be adapted to other temperature levels if needed;

• For the outline of the network, a tree-shaped unique primary circuit is
considered without boosting heating units at some local places which would
enable to operate at lower supply and return temperatures over the primary
circuit. This assumption is made to simplify the optimization formulation
and to fit with the main requirements of the project;

• All the potential heating technologies are considered on an even kneel such
that they all produce water at 90°C to directly supply the heating network.
Some heating production units being part of the set of available technologies
like air-to-water heat pumps are therefore disadvantaged because of their
low coefficients of performance for these ranges of operating temperatures.
Even though this assumption can be criticized, it enables to simplify the
problem formulation regarding the selection of the optimal heating source
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and let the possibility to replicate the formulation to fourth generation
heating networks;

• For thermal storage units, as discussed in Chapter 1, tank storage units
are considered as the unique available thermal storage units for the heating
network sizing. This assumption can be questionable due to the fact that
these kinds of storages are not the most adequate for seasonal thermal stor-
age but rather for daily thermal storage because of the bigger heat losses
than with underground thermal storage solutions. This choice has been
made to consider any storage size for various network sizes. Indeed, under-
ground storages require a prior knowledge of the ground composition where
a potential underground thermal storage unit could be installed. More-
over, these kinds of storages require a large space into the ground which is
a priori unknown. Therefore, in order to keep the optimization formula-
tion as replicable as possible to any kind of heating network project, only
tank storage units are considered and are dependent on the available build-
ing surface to put a storage on it. Even though this choice disadvantages
the seasonal thermal storage, the decision tool mainly aims to predefine
an optimal outline for a heating network. After this pre-feasibility study,
additional scenarios considering other types of storages can be studied a
posteriori.

Based on these assumptions and the general description of the decision tool,
the global architecture of the decision tool is illustrated in Figure 2.1 with the
contributions of this thesis to the decision tool depicted in red. In the following,
these 4 main components of the decision tool are described with a particular focus
on the preprocessing and the optimization model.

Figure 2.1: Methodology of the decision tool for the strategic planning
of a district heating network project.
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2.1 Inputs - Assessment of the heating demands
A geographic area can be represented from a geographic information system

with databases related to different dwellings constitutive of the area. These
databases include for each dwelling the living area, the number of floors, the
kind of dwellings and their geographic location. Additionally, data about the
annual space heating and domestic hot water demand and consumption 1 can be
extrapolated from statistical data for each different category of dwellings. All
these information can be used to compute synthetically hourly heating demands
over a whole year for the considered dwellings.

2.1.1 Collection of annual heating demand data
A listing of all the features linked to the dwellings constitutive of the stud-

ied area into the geographic information system requires data collection from
a cadastral matrix of this area. From this cadastral matrix, each dwelling can
be categorized into a specific category of dwellings defined from statistical data
grouping dwellings by their use and nature. These statistical data from the Insti-
tut de Conseil et d’Etudes en Développement Durable (ICEDD) [72] distinguish
buildings from the residential and the tertiary sector. For the residential sector, 4
subcategories are defined and for the tertiary sector, 5 subcategories are defined.
All these subcategories are summarized in Table 2.1.

Table 2.1: Categories of dwellings for the residential and tertiary sector.

Residential sector Tertiary sector
Apartments Shops

Terraced dwellings Schools
Semi-detached dwellings Culture, sports & other services

Detached dwellings Health care
Offices

In the cadastral matrix, some features of each dwelling including its category
(cf. Table 2.1), its total area and its location can then be used for the computation
of their annual heat demand. The total annual heat demand (including space
heating and domestic hot water) of each subcategory a of dwellings is available
in the most recent ICEDD available report [72] identifying the total consumption
in Wallonia of each type of dwellings Q̇a

heat,tot and the living surface Sa
l of the na

dwellings of type a identified in Wallonia. The heat demand per unit surface of
a dwelling of type a is thus defined by Eq. 2.1.

Q̇a
heat,m2 [ kWh

m2.year
] =

Q̇a
heat,tot∑na
l=1 Sa

l

(2.1)

where
1Heating demand characterizes the final energy demand while heating consumption is related

to the primary energy used for the supply of the final energy demand. Demand and consumption
are linked by the energy efficiency of the technology used for the heating supply.
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Sa
l = Sa

floor,l · (nfloors + δ) with δ =

0 if non habitable attic
1 if habitable attic

(2.2)

For any dwelling l of type a constitutive of the studied area, its annual heat
demand is finally determined by Eq. 2.3 where the total living area Sa

l is com-
puted from the floor area Sa

floor,l identified into the geographic information sys-
tem. These annual heat demand values are then used to generate hourly heating
demand profiles for each dwelling.

Q̇a
heat,l[

kWh

year
] = Sa

l · Q̇a
heat,m2 (2.3)

This approach used for characterizing the heat demand of each dwelling of
the studied area has been used in the frame of the research project because of a
lack of available data regarding the specific annual heating consumption of the
considered dwellings. It can be noticed that this approach can be very limiting for
the accuracy of the obtained results. Indeed, with this methodology, two dwellings
of the same subcategory a and with the same living surface Sa

l get exactly the
same annual heating consumption no matter their location and/or their behaviour
as a heating consumer. This lack of data illustrates the importance to record real
heating consumption data in open-source files for their easy use as inputs in
energy optimization frameworks. Without these files, it is intricate to provide
accurate results because of the lack of accuracy of the inputs data.

2.1.2 Generation of hourly heating demands profiles
The sizing of a district heating network generally requires an accurate knowl-

edge of the hourly heating demands of the dwellings constitutive of the studied
neighbourhood or city. The main difficulty related to the computation of these
heating demands is generally due to the large amount of dwellings into a specific
geographic area. Detailed physical models of dwellings have thus some limitations
in terms of computational time for the modelling of the heating consumption of
a large building stock. An alternative to the use of physical models for the com-
putation of heating consumption is based on the use of synthetic heating load
profiles and temperature forecasts taking into account the kinds of dwellings.
Some open-source frameworks are already available to design these kinds of heat-
ing profiles. One of them, named demandlib [73], based on synthetic heating load
profiles from the BDEW [74] is used in this research project. The decision tool
retrieves the annual heating consumption of a dwelling Q̇a

heat,l computed previ-
ously to create a new hourly heating demand profile using the demandlib library.
Synthetic heating load profile is then described by a transfer function TF rep-
resented by Eq. 2.4. The reader can refer to [75] for more details about this
generation of hourly heating demand profiles and its validation on an existing
building stock in Germany.

TF (θgeo,t) = A

1 + ( B
(θgeo,t−θ0)C )

+ D, θ0 = 40◦C (2.4)
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where A, B, C and D are the parameters of the transfer function and are
dependent on the kind of dwellings. θgeo represents the geometric temperature
defined by the following equation for a prescribed time period t:

θgeo,t =
(T air,out

t + 1
2T air,out

t−1 + 1
4T air,out

t−2 + 1
8T air,out

t−3 )
(1 + 1

2 + 1
4 + 1

8) (2.5)

with T air,out
t−3 , T air,out

t−2 , T air,out
t−1 and T air,out

t the respective outdoor temperatures
from the time period t-3 to the time period t.

The heating consumption for a time period t can then be computed with the
following equation based on the transfer function TF defined previously for any
timestep t and any dwelling l of type a.

Q̇a
heat,l,t = TF (θgeo,t) · Fwd · KW (2.6)

Fwd is a factor dependent on the day of the week and KW is a constant char-
acterizing the consumer which is defined by the heating demand of this consumer
and the transfer function:

KWl =
∑Ntimesteps

t=1 Q̇a
heat,l,t∑Ntimesteps

t=1 TF (θgeo,t)
=

Q̇a
heat,l∑Ntimesteps

t=1 TF (θgeo,t)
(2.7)

From the annual heating consumption of a dwelling l of type a during a year
Q̇a

heat,l and a weather file with all the hourly temperatures during a year for a
characteristic year in Belgium, heating load profiles for each dwelling can then be
directly computed. This generic solution provides in a fast way required hourly
heating load profiles used as inputs of the optimization model. Even though this
synthetic generation of heating loads does not take into account any physical
parameter for the assessment of the heating demand, the previous validation of
the methodology on existing building stocks in Germany enables to replicate the
methodology to the Walloon building stock. The values of the parameters in
Eqs. 2.4-2.7 are avalaible in [75]. However, the reader has to keep in mind that
due to the fact that two buildings of the same type with the same living area are
characterized by the same annual heating demand with this methodology, the
generation of hourly heating loads will not take into account heating demand
variations due to the human behaviour of the heating consumers. This factor is
generally important to take into account into a heating network design because
it can influence the aggregation effect presented in Section 1.2.2.

Moreover, this method considers as unique inputs the annual heating load
demand and the category of dwellings. The type of insulation of the dwelling is
not directly taken into account in the approach. It is indirectly considered with
the annual heating load demand which is normally specific to each dwelling even
though it is not the case in this study because of the lack of data for determining
the annual heating demand of each dwelling. Therefore, inputs data provided
for this research project are objectionable and other data should be provided to
improve the quality of the inputs data.
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2.2 Preprocessing - Selection of representative
periods for heat demands

The complexity of the problem to solve is directly linked to the number of opti-
mization variables. An optimization over a whole year with hourly timesteps can
lead quickly to an exponential complexity leading to infeasibility for solving large-
scale problems in a finite time. The large number of optimization variables defined
with hourly heating consumption data can be decreased using representative pe-
riods to reduce the computation time of the decision tool. These representative
periods have to be selected in order to represent as accurately as possible the
heating demand profile over the whole year with a limited number of timesteps.
Generally, these periods are chosen to fit as well as possible the heating load du-
ration curve but don’t include extreme periods with peak demands. The selection
of representative days is already used in the electricity network optimization field
and can also be applied to the heating sector. Different approaches exist and are
used to represent as accurately as possible a real year with a synthetic represen-
tative year. The three main existing methods for this selection of representative
periods are proposed as follows:

1. Simple heuristics choosing some representative days based on a specific rule.
These methods rely on a simple selection of some days as representative days
in order to cover a variety of different heating loads and weather conditions.
An example of a simple heuristics method to choose some representative
days is to select the days with respectively the minimum and maximum
demand over the year and the days with the most widespread demand over
the day [76]. The main problem with this kind of methods is that there is
no robust criteria to determine the viability to pick up a specific day as a
representative day [77].

2. Clustering algorithms used to cluster periods with similar energy demands
using machine learning techniques. For each cluster determined by the
algorithm, the cluster’s center is chosen as a representative day for this
cluster. All the days related to this cluster are then associated with this
representative day. The goal of these algorithms is to define a prescribed
number of clusters while minimizing the sum of the distances between the
different components of the clusters and the cluster’s centers. Two main
categories of clustering algorithms can be identified in the literature: hi-
erarchical and partitional clustering. Hierarchical clustering relies on the
principle to merge smaller clusters in larger ones or to split larger clusters
in smaller ones by producing a hierarchy of clusters. Compared to hier-
archical clustering, partitional clustering aims to generate a large number
of clusters and to evaluate them from some mathematical criteria. Even
though partitional clustering is typically faster than hierarchical clustering,
both methods are used in the energy sector to pick up representative pe-
riods [78]. The reader can refer to [79] for hierarchical clustering methods
and [80–82] for partitional clustering methods applied to the selection of
representative periods for energy optimization problems. These clustering
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methods are by far the most employed in the literature thanks to their easy
replicability to any set of data and to any new problem.

3. Optimization based on a user-defined predetermined optimization criterion.
This method is more specific to energy datasets and aims to consider the
datasets as a whole by approximating as well as possible the load duration
curve resulting from these datasets using representative periods. This op-
timization approach is innovative compared to the previous ones and the
only researches found in the literature following this approach are [77, 83].
[83] achieves a very comprehensive review of these methods defining com-
parison criteria between them to finally develop a novel optimization-based
approach to select representative days.

Therefore, in the decision tool presented in this thesis, a procedure based
on the optimization approach developed by [83] is readjusted to sort selected
representative periods and to include peak demands in order to represent more
accurately the chronology of the variable heating demand. The objective of the
optimisation procedure consists in minimizing the deviation between the heating
load duration curve of the full year period and its representation by the means of
a selected number of representative days with assigned weights. The weights of
each representative day are then used to scale the variable costs assessed into the
optimization objective and to apply energy balances constraints on the thermal
storages. The method developed by [83] has the disadvantage to select the best
fitting time periods of the load duration curve without really representing peak
demands and the dynamics of the system for its sizing. Indeed, for example,
the sizing of the storage depends on the dynamics of the loading and unloading
phases during the different time periods. [84] develops a sorting procedure for
the different selected time periods. However, this new synthetic chronological
representation of a year does not include peak demands which are important to
consider for the sizing of heating sources and storages. Moreover, even with the
selection of only a few representative days, the number of variables can increase
exponentially with the number of selected representative days because each day
is made up of 24 hours. In order to overcome this problem, a new procedure
based on the selection approach developed by [83] is implemented as illustrated
in Figure 2.2.

In this procedure, instead of selecting the best representative days over
the whole year, a pre-processing is achieved to sort heating consumptions on
a monthly basis. For each month, the day with the biggest hourly demand is
directly chosen with a unitary weight wd = 1 as a representative day and the
optimization procedure developed by [83] is used to select the best Nrepr,month

days for each month. Each representative day of a month is assigned with a
weight wd. For each month, Nrepr,month+1 days are thus chosen to finally reshape
a synthetic year with 12 · (Nrepr,month + 1) representative days. For a given hourly
heating consumption profile, the procedure gives the results illustrated in Figure
2.3. In order to reduce even more the number of timesteps for the optimization
process, a discretization of the representative days in Nrepr,hours bins for each
representative day is achieved by using KBinsDiscretizer tool [85] in Python.
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Figure 2.2: Readjusted methodology for the selection of representative
time periods for a given year.

Each representative hour of a representative day is then assigned by a weight
wt = 24

Nrepr,hours
. The discretization of a selected representative day is illustrated

in Figure 2.3.

The selection of representative days enables to approximate the initial load
duration curve with enough accuracy even though the new synthetic load dura-
tion curve slightly overestimates the initial load duration curve. It can also be
noticed that the peak demand is a little bit underestimated with the computa-
tion of representative hours within a representative days. Nevertheless, with this
synthetic year, the two main informations required for the design of a heating
network are available:

• Representative days for approximating as well as possible the heating load
duration curve and the total heating demand;

• Representative days for representing peak heating demand conditions in
order to do not underestimate the total sizing of the heating network system.
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(a) Synthetic year with the selection days
methodology.

(b) Discretization of a selected representative day.

(c) Load duration curves for the synthetic year and
the real year.

Figure 2.3: Selection of representative time periods.
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2.3 Optimization model
2.3.1 Quick reminder on mathematical optimization

Mathematical optimization remains a powerful tool to provide optimal
solutions to any problem by selecting the best set of values for prescribed
variables in order to optimize (minimize or maximize) one or several functions
named the objective functions. The set of potential values for each variable of
the problem is defined by a discrete or continuous set of choices, named the
feasible region. A mathematical modelling of the problem is then developed to
describe as accurately as possible the problem by implementing some constraints
related to the problem. The implementation of the mathematical modelling can
be achieved using a mathematical programming language like Julia, GAMS or
Pyomo for example. These languages enable to write down the problem in a way
to tackle it using a license-free mathematical solver like GLPK or commercial
solvers like Cplex or Gurobi.

Any mathematical optimization problem can be defined in a general form as
follow:

minx⊂X
f(x)

subject to g(x) ≤ 0
h(x) = 0

x represents all the variables of the optimization problem with their respec-
tive spaces of feasible solutions X. g(x) includes all the inequalities constraints
related to the optimization problem while h(x) takes into account all the
equalities constraints. In an optimization problem, multiple objective functions
f(x) can be defined simultaneously. Depending on the properties of the objective
function and the constraints, different types of optimization can be distinguished
and are summarized in three main categories in Table 2.2.

These three categories of optimization methods have both advantages and
disadvantages such that the most suitable technique to the studied problem has
to be taken into account. As explained in Chapter 1, the decision tool developed
into this thesis is part of a research project to help decision-makers for the im-
plementation of a new heating network project into a prescribed geographic area.
The main goal is to develop a user-friendly decision tool which can be easily
used by any decision-maker to provide a unique optimal solution for a heating
network implementation from small-scale to large-scale case studies. Non-linear
techniques, even though they enable a better representation of the studied prob-
lem, are therefore discarded for the implementation of the decision tool. Indeed,
these non-linear methods do not guarantee a unique solution and can reach high
computation times even for small-scale problems. Another feature expected for
the decision tool is the possibility to easily adapt the mathematical formulation
to any other energy system optimization by including additional constraints to
the formulation. In this case, heuristics methods are also not convenient for the
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required application because a small change in the general formulation of the
problem could be difficult to implement with heuristics methods.

Table 2.2: Categories of optimization techniques.

Category Advantages Disadvantages
Linear
programming

• Adapted to large-
scale systems

• Easy use of
standard solvers
(GLPK, Cplex,
Gurobi)

• A local optimal is
globally optimal

• Limitations on the
accurate represen-
tation of the prob-
lem

Non-linear
programming

• Large possibilities
for mathematical
implementation

• Accurate repre-
sentation of the
problem

• Poorly adapted
to large-scale
systems

• No guarantee to
find the optimal
solution

Heuristics
• Total freedom for

the mathematical
implementation

• Can fit well with
large-scale sys-
tems

• Algorithms must
be personalized for
each problem

• No guarantee to
find the optimal
solution

The framework of the decision tool is then based on a linear mathematical
formulation of the problem which guarantees a unique optimal solution to the
problem and can be adapted to large-scale problems. This linear formulation is
implemented in the Julia language using the commercial solver Gurobi with an
academic license to solve the optimization problem.

2.3.1.1 Linear optimization

Linear optimization relies on the fact that the objective function f as well as
the set of inequality and equality constraints g and h are linear. The general
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form of a linear formulation can be written in the following matrix form:

minx⊂X
cT x

subject to Ax ≤ b
x ≥ 0

This canonical form allows to express the problem in a linear way to guarantee
the convexity of the problem. A convex optimization problem formulation enables
to provide a unique solution to the optimization by ensuring that this solution is
the optimal one. This convexity enables to use iterative and search algorithms
like the simplex algorithm to find the optimal solution. The simplex algorithm
enables to find the optimal solution of an optimization problem with continuous
variables by looking for the optimal solution from the space of possible solutions
defined by a polygon of constraints. The optimal solution is located at one of
the vertices of this polygon such that the simplex algorithm finds some feasible
vertices solutions and then find directions in which objective improves and select
one of these directions. As depicted in Figure 2.4 [86], the algorithm then iterates
until no more improving direction is found.

Figure 2.4: Simplex algorithm [86].

Figure 2.5: Branch-and-bound algorithm [86].
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However, in this thesis, some of the decision variables of the problem are
not continuous but discrete. These kinds of optimization problems are called
mixed-integer linear problems. The solution from the simplex algorithm is thus
not the final solution of the mixed-integer linear problems. In order to find the
solution of this problem, as illustrated in Figure 2.5 [86], a branch-and-bound
algorithm starting from the solution of the simplex algorithm can then be used
to provide the optimal solution to the optimization problem including continuous
and discrete variables.

The model developed in this thesis is based on a graph representation of any
geographic area defined in a geographic information system such as edges e of
the graph match with the streets of the studied area and their intersections are
represented by the vertices v of the graph. A small neighbourhood with only a
few streets which is used as a reference case in Chapter 3 is represented as in
Figure 2.6. From this graph representation, a set of vertices and edges can be
defined such that balance equations with some constraints are applied on the
potential network to be built.

Figure 2.6: Graph representation of a neighbourhood of 16 streets with
13 intersections.

2.3.2 Sets
Defining V as the set of indices i of the vertices vi of the graph, another subset

VP ⊂ V containing the indices of the vertices vi which are potential heating
sources and thermal storages locations is defined. For each vertex vi ∈ VP , a set
Hi listing all the available technologies m for heating production is defined. These
sets of technologies include waste incinerators, wood pellets plants, gas boilers,
heat pumps, solar collectors, geothermal plants and thermal storages. All these
vertices have to be linked by edges ej whose indices j are included into a set E
and additional sets of edges Ni include all the indices j of the adjacent edges ej
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to a given node vi. Finally, a time component has to be taken into account to
determine a multi-period optimization problem by defining a set T made up of
Ntimesteps of a duration of ∆t hours including all the considered timesteps t for
the optimization solving, a set D constitutive of all the representative days d and
subsets TD ⊂ T containing timesteps t for a representative day d. The number of
timesteps Ntimesteps is based on the number of selected days defined by the user of
the decision tool such as the problem is defined by 12 · (Nrepr,month +1) ·Nrepr,hours

timesteps.

2.3.3 Constraints
The solving of a linear optimization problem requires to define linear constraints

delimiting the field of feasible solutions on which a branch-and-bound algorithm
can be applied. These constraints are based on physical conservation laws but
also on practical requirements defined by the user of the decision tool.

2.3.3.1 Energy balance at the vertices and the edges of the graph

Energy flows over potential supply pipes constitutive of the network have to sat-
isfy heating requirements at each timestep including heat losses over the lengths
of the pipes. Energy flows are fed by potential heating sources and/or thermal
storages located at some vertices of the graph such that energy balances at the
vertices and the edges of the graph have to be satisfied as illustrated in Figure
2.7.

(a) Energy balance over an edge ej of the network (b) Energy balance over a
node vi of the network

Figure 2.7: Energy balances at the vertices and the edges of the graph

Based on this figure, an energy balance over each edge ej and node vi of the
graph can be written as follows:


∀j ∈ E, ∀d ∈ D, ∀t ∈ TD :Ṗ out

j,d,t = Ṗ in
j,d,t − uj,d,t · pj · Q̇heat

j,d,t − Q̇loss
j,d,t

∀i ∈ V, ∀d ∈ D, ∀t ∈ TD :
∑

j∈Ni

(Ṗ in
j,d,t − Ṗ out

j,d,t) = Q̇prod
i,d,t + Q̇unload

i,d,t − Q̇load
i,d,t

(2.8a)
(2.8b)
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where Ṗ
in/out
j,d,t are respectively the incoming and outcoming power flows

into a pipe j characterized by a heating consumption Q̇heat
j,d,t weighted by a

connection rate pj taking into account the ratio of consumers that would
agree to be connected to the network. This ratio has a significant importance
for urban energy planners because it impacts the total heating load over the
potential streets to connect. A smaller heating load over a street due to the
non connection of some heating consumers which do not want to be connected
to a network project reduces the heating density of the project. A street
which was assessed to be profitable to connect with a 100% connection could
become non profitable to connect with a decrease of this connection rate.
Q̇prod

i,d,t represents the heating production at a node vi and Q̇
load/unload
i,d,t are the

loading and unloading power flows from a potential storage at this node. The bi-
nary variable uj,d,t is required to define if a pipe is used or not at a given timestep.

The heating production Q̇prod
i,d,t for each node vi of the network is related to the

heating production Q̇i,m,d,t of each technology m located at a given location vi

such that the following equality constraint can be defined:

∀i ∈ V, ∀d ∈ D, ∀t ∈ TD :Q̇prod
i,d,t =

∑
m∈Hi

Q̇i,m,d,t (2.9)

This constraint ensures that the total heating production level at a node vi

at each timestep is equal to the sum of all the heating productions from different
heating sources at this node vi.

Heat losses Q̇loss
j,d,t over an edge j

Thermal losses into the pipes are one of the main drawbacks of heating networks
such that losses have to be taken into account to define the best way to build and
size the network. A steady-state two-dimensional heat transfer model previously
validated in the literature from experimental data [87] is used in this thesis to
define an analytical formulation of these heat losses. Considering a supply and a
return pipe with diameters D at a distance S from each other and buried into the
ground with a temperature T gd at a depth H (generally around 1 meter depth) as
illustrated in Figure 2.8, a thermal equivalent resistance can be deduced taking
into account all heat transfers taking place into the system. Unit heat losses Q̇,loss

can then be directly computed from the thermal equivalent circuit as defined in
Eq. 2.10.

Q̇,loss = T w,in − T gd

R′
1pipe

+ T w,in − T w,out

R′
2pipes

(2.10)

The analytical formulation of R′
1pipe and R′

2pipes relies on the shape factors
related to the heat transfer into a cylinder with a given insulation thickness and
the heat transfer between 2 pipes buried into the ground.

For a cylinder as illustrated in Figure 2.9, the total thermal resistance R′
1pipe

is defined by Eq. 2.11.
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(a) Schematic representation of a
two-pipes heating network

(b) Thermal circuit linked to this
heating network

Figure 2.8: Physical representation of a 2-pipes distribution system.

(a) Materials constitutive of the
pipes

(b) Pipes diameters

Figure 2.9: Geometry of the pipes of a heating network.

R′
1pipe = 1

hin · π · D1
+

ln(D2
D1

)
2 · π · ksteel

+
ln(D3

D2
)

2 · π · kins

+
ln(4H

D3
)

2 · π · kgd

(2.11)

where hin is the internal convection coefficient and is dependent on the flow
velocity related to the pipe diameter and ksteel, kins and kgd are the thermal
conductivities for the steel pipe and its insulation and the ground conductivity.
The computation of the convection coefficient hin is based on correlations for
a turbulent flow into a pipe assuming a fully-developed turbulent flow into
the pipes. The assumption of a turbulent flow relies on Reynolds numbers for
the flow ranges into heating networks which are much higher than the critical
Reynolds number of 2300 for a flow into a circular duct (cf. Figure 2.10).

It can be noticed from Figure 2.10 that the Reynolds numbers are computed
for different values of the pipes diameters as a function of the considered range
of power flows. An increase of the power flow implies an increase of the mass
flow rate and of the flow velocity for a prescribed pipe diameter. Pipes diameters
are generally chosen to limit pressure losses into the pipes to a maximum value
linked to a nominal flow velocity into the pipes. Pressure losses ∆P for a fluid of
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Figure 2.10: Reynolds number as a function of the power flow.

density ρ flowing with a velocity v into a pipe of length L and diameter D with
a prescribed friction factor λ are defined by Eq. 2.12.

∆P = λ · L

D
· ρ · v2

2 (2.12)

The mass flow rate ṁ flowing into the pipe is directly proportional to the fluid
velocity v and the cross-sectional area of the pipe as illustrated mathematically
by Eq. 2.13.

ṁ = v · ρ · π · D2

4 (2.13)

Prescribing a fixed temperature difference ∆Tsub at the substations for the
optimization of the network, the power flow Ṗ into a pipe is directly linked to
the mass flow rate ṁ:

Ṗ = ṁ · cp,w · ∆Tsub (2.14)

The sizing of the pipes for nominal conditions enforces the limitation of the
pressure losses to a nominal value ∆Pnom generally prescribed to 100 Pa/m related
to a nominal power flow Ṗ nom for each pipe. Combining Eqs. [2.12-2.14], an
analytical expression linking this nominal power flow to the diameter of a pipe j
of length Lj can be established as follows:

Ṗj = cp,w · ∆Tsub ·

√√√√∆Pnomπ2ρ

8λLj

· D
5
2
j (2.15)

As mentioned in Section 1.2.3, diameters of the pipes provided by man-
ufacturers have discrete values which would have to be included into the
optimization variables for each edge of the graph for the sizing of the net-
work. The problem would become highly complex to solve for large-scale
cases because of the high number of additional discrete variables that would
be introduced with the non-continuous values of the pipes. In order to limit
the number of optimization variables and to use existing variables required
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to constraint the system, the required diameter for a pipe is therefore linked
to the nominal power flow into this pipe using Eq. 2.15. For each discrete
value of a pipe diameter from manufacturer’s datasheets, a nominal power
flow Ṗ nom can then be linked to the pipe diameter prescribing nominal pres-
sure losses of 100 Pa/m. Each prescribed pipe diameter is then dedicated to
a specific range of power flows limited by the allowable pressure losses into a pipe.

Having defined the power ranges dedicated to each pipe diameter, the internal
convection coefficient can be computed from the Nusselt number given from cor-
relations for a fully-developed turbulent flow into a pipe. The Colburn correlation
(Eq. 2.16) is used in this thesis to determine the Nusselt number.

NuD = 0.023 · Re
4/5
D · Pr1/3 (2.16)

with the following range of conditions which are generally fulfilled into heating
networks: 

0.6 ≤ Pr ≤ 160
ReD ≥ 10000
L
D

≥ 10
.

By definition of the Nusselt number, the convection coefficient can finally be
computed as follows:

NuD = hin · D

kf

(2.17)

Considering the thermal resistance R′
2pipes between 2 pipes, it can be defined

using the shape factor definition for this case by Eq. 2.18.

R′
2pipes =

cosh(2·S2

D3
− 1)

2 · π · kgd

(2.18)

From standard values [33] for all the parameters presented in Eq. [2.10-2.18],
a computation of the heat losses as a function of the power flows into the pipes
with different ranges of diameters can then be determined and is illustrated
in Figure 2.11. It can be observed that for the dedicated power flow ranges
for each diameter, the heat losses per unit length are not really dependent
on the power flow into the pipes but mainly on the pipes diameters. This is
explained physically by the fact that within a given power range for a prescribed
pipe diameter, the mass flow rate increase influences the temperature decrease
profile over a unit length. The mass flow rate increase for a prescribed diameter
increases the fluid velocity into the pipe decreasing then the temperature drop
over a unit length of the pipe. The combined effects of an increasing mass
flow rate and a decreasing temperature drop along the pipes make it possible
to justify approximately constant heat losses for a prescribed diameter within
a given power flow range. Heat losses defined by the variable Q̇loss

j,d,t are then
computed by linking the pipes diameters to their computed heat losses over their
related power flow ranges as illustrated in Figure 2.12.
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Figure 2.11: Heat losses into the pipes as a function of the power flows.

It can be observed from Figure 2.12 that heat losses are directly proportional
to the pipes diameters such that they can be interpolated with a linear function.
Using Eq. 2.15, these heat losses can also be expressed as a function of the
power flows into a pipe.

(a) Heat losses as a function of pipes
diameters

(b) Heat losses as a function of
maximum power flows

Figure 2.12: Characterization of the heat losses.

A linearization of the heat losses as a function of the power flows Ṗ in
j,d,t into a

pipe gives an analytical formulation of the variable Q̇loss
j,d,t where the binary variable

uj,d,t defines the use or not of a built pipe j at a timestep t:

Q̇loss
j,d,t = 0.001 · Lj · (4.2 · 10−5 · Ṗ in

j,d,t + 17.44 · uj,d,t) (2.19)

Eq. 2.15 enables to link directly the power flow into a pipe to a function
only dependent on the pipe diameter. However, this assumption is questionable
because we consider with this formulation that the power flow Ṗ in

j,d,t into a pipe
j with a prescribed diameter Dj defined from nominal conditions will always be
within the range of power flows dedicated to a given pipe diameter during the
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whole operation of the network. In practise, this power flow is variable over
the year such that the power flow into a pipe is not always included within the
power range linked to a prescribed pipe diameter. As illustrated in Figure 2.13,
smaller power flows for prescribed pipe diameters imply larger heat losses than
the ones defined from nominal conditions. Accordingly, heat losses will always be
underestimated with this formulation because of a linearization of the heat losses
based on nominal operating conditions. Nevertheless, this assumption seemed to
be required without knowing a priori the outline of the network such that the
optimal pipes diameters are not known and have to be expressed as a function of
the nominal power flows into the pipes. The influence of this assumption on the
results of the optimization model will be tested later in Chapter 4 with dynamic
simulations.

Figure 2.13: Heat losses for each pipe diameter over the whole range of
power flows.

Considering Figure 2.12 which represents the heat losses as a non linear
function of the power flows, a piecewise linear formulation of the function given
by Eq. 2.15 can also be defined to compute more accurately the heat losses
than with a linear function defined by Eq. 2.19. This piecewise formulation
aims to fit as accurately as possible the heat losses function by defining linear
functions over Nranges discretized ranges of the power flows. An optimal choice
of the bounds of these ranges can be achieved by using a Python module named
pwlf [88]. In this thesis, 4 discretized ranges included between 0 and 1 GW
with bounds defined respectively by Ṗ0, Ṗ1, Ṗ2, Ṗ3, and Ṗ4 are chosen to define
a piecewise linear function over the whole range of considered power flows as
illustrated in Figure 2.14.

Based on these 4 power ranges, a new set of decision variables for each edge
and each timestep has to be defined to choose the piecewise linear function which
has to be taken into account for the computation of the heat losses as a function
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Figure 2.14: Picewise linear approximation of the heat losses as a func-
tion of their maximum power flows.

of the power flows into the pipes. For 4 ranges of values, 5 continuous variables
y0

j,d,t, y1
j,d,t, y2

j,d,t, y3
j,d,t and y4

j,d,t ∈ [0,1] are set with 4 binary variables b1
j,d,t, b2

j,d,t, b3
j,d,t

and b4
j,d,t ∈ {0, 1} to define the set of constraints 2.20. Eqs. 2.20a and 2.20b

are used to link the value of the maximum power flow into an edge j with a
linear combination of the bounds corresponding to the ranges of power flows used
for the piecewise approximation of the heat losses function. Eqs. [2.20c-2.20h]
are required to ensure that only one of the discretized power ranges is used to
compute the heat losses. This piecewise linear formulation enables to increase the
accuracy of the mathematical formulation even though it requires a definition of
new variables for each edge of the network. These additional new variables can
quickly increase the computational time for solving the problem, especially for
large-scale case studies. A comparison between the purely linear and the piecewise
formulations is achieved in Chapter 3 to illustrate the influence of the formulation
on the computational time.



∀j ∈ E, ∀d ∈ D, ∀t ∈ TD :Ṗj,d,t =
4∑

n=0
Ṗn · yn

j,d,t

∀j ∈ E, ∀d ∈ D, ∀t ∈ TD :
4∑

n=0
yn

j,d,t = 1

∀j ∈ E, ∀d ∈ D, ∀t ∈ TD :y0
j,d,t ≤ b1

j,d,t

∀j ∈ E, ∀d ∈ D, ∀t ∈ TD :y1
j,d,t ≤ b1

j,d,t + b2
j,d,t

∀j ∈ E, ∀d ∈ D, ∀t ∈ TD :y2
j,d,t ≤ b2

j,d,t + b3
j,d,t

∀j ∈ E, ∀d ∈ D, ∀t ∈ TD :y3
j,d,t ≤ b3

j,d,t + b4
j,d,t

∀j ∈ E, ∀d ∈ D, ∀t ∈ TD :y4
j,d,t ≤ b4

j,d,t

∀j ∈ E, ∀d ∈ D, ∀t ∈ TD :
4∑

r=1
br

j,d,t = 1

(2.20a)

(2.20b)

(2.20c)
(2.20d)
(2.20e)
(2.20f)
(2.20g)

(2.20h)
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With this set of constraints for each edge ej constitutive of the potential
network, the following piecewise linear heat losses function can be defined:

Q̇loss
j,d,t =

∑
j∈E

0.001 · Lj · [Q̇loss(Ṗ0) · y0
j,d,t + Q̇loss(Ṗ1) · y1

j,d,t + Q̇loss(Ṗ2) · y2
j,d,t

+ Q̇loss(Ṗ3) · y3
j,d,t + Q̇loss(Ṗ4) · y4

j,d,t] (2.21)

where Q̇loss(Ṗ0), Q̇loss(Ṗ1), Q̇loss(Ṗ2), Q̇loss(Ṗ3) and Q̇loss(Ṗ4) are the heat
losses for the prescribed power flows chosen as bounds of the ranges of the piece-
wise linear function. The values of all these parameters are given in Appendix
B.

Energy balance on the thermal storages

Thermal storages act as buffers to satisfy heating requirements that are not
covered by heating production units at some time periods. These storages
allow to shift the heating production from a time period to another and can
have an influence on the sizing and the operating conditions of the network.
Nevertheless, the integration of thermal storage solutions into optimization
models involves more complex formulations, especially when using representative
periods to define a new synthetic year with a reduced number of timesteps. The
modelling of thermal storages requires to link time-dependent variables of any
timestep to the previous one to compute the level of the storage at any moment.
The selection of representative days reduces the total number of constraints
and variables applied to the system compared to an optimization over a full
real year but requires the definition of new sets of additional constraints and
variables linking these representative days together. Time-series aggregation
methods generally maintain chronology within each representative period but
no chronology between periods is considered such that seasonal storage cannot
be represented. To account for seasonal storage, a second time grid has to be
introduced to describe the sequence of representative periods [89].

Indeed, the use of weighted representative days with a weight wd assigned
to each of these days in order to describe as accurately as possible the hourly
heating demand over a year requires the definition of two kinds of periods
which can be called respectively intra-periods and inter-periods based on [90] for
thermal storage modelling. The intra-period timesteps are related to the cyclic
operation within a representative day while the inter-period timesteps take into
account operating changes due to the transition from one representative period
to the next one. This general definition of intra and inter-periods is represented
graphically in Figure 2.15 based on the selection of representative days illustrated
in Section 2.2. This definition of two time grids enables to consider daily thermal
storage but also thermal storage between two representative periods.

The selection of representative days assigned with weights wd implies a discon-
tinuity of the heating demand between 2 representative periods. The weight wd
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Figure 2.15: Definition of intra and inter-periods for the representation
of the thermal storage units.

of a period defines the recurrence of this time period wd − 1 times before switch-
ing to the next one during the wdth recurrence of the period d. During this last
recurrence of this time period, thermal storage loadings and unloadings can be
different than during the previous recurrences of the period because the storage
level at the end of this period does not have to be equal to the storage level at the
beginning of this period. There is then a need to define two sets of constraints
and variables related respectively to intra-periods and inter-periods. The first set
of constraints and variables is related to the modelling of intra-period time layers
as defined previously with Eqs. 2.8a and 2.8b for example. These constraints
are applied within a single representative day considering a cyclic recurrence of
the behaviour of the network for daily thermal storage assigned by the weight
wd related to the representative period. For thermal storage units into the op-
timization model, loading and unloading storage variables Q̇load

i,d,t and Q̇unload
i,d,t and

a variable Q̇sto
i,d,t assessing the level of the storage during these intra-periods are

defined. This last variable enables to size the optimal thermal storage(s) for a
given network. Assuming perfectly stratified storages and constant temperatures
within the two laminate zones of water inside the storage tanks (T w,in = 90°C
and T w,out = 60°C), an energy balance over each timestep within an intra-period
enables to link the stored heating energy to the loaded or unloaded heating power
by the storage units. Prescribing that the storage level at the end of each recur-
rence of a representative day is equal to the storage level at the beginning of this
day (Q̇sto

i,d,Nreprhour+1 = Q̇sto
i,d,1), this energy balance is written as follows:

∀i ∈ VP , ∀d ∈ D, ∀t ∈ TD :Q̇sto
i,d,t+1 − (1 − wt · αloss) · Q̇sto

i,d,t − wt · Q̇load
i,d,t

+ wt · Q̇unload
i,d,t = 0 (2.22)

where αloss is a parameter quantifying hourly thermal storage losses.
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However, this set of constraints and variables is not sufficient to describe
the behaviour of the thermal storage units within inter-period time layers for
seasonal thermal storage such that a second set of constraints and variables is
defined to represent these inter-period behaviours. This requires the definition
of new variables related to the previous ones and called respectively Q̇load,inter

i,d,t ,
Q̇unload,inter

i,d,t and Q̇sto,inter
i,d,t which are linked together using Eq. 2.23.

∀i ∈ VP , ∀d ∈ D, ∀t ∈ TD :Q̇sto,inter
i,d,t+1 − (1 − wt · αloss) · Q̇sto,inter

i,d,t − wt · Q̇load,inter
i,d,t

+ wt · Q̇unload,inter
i,d,t = 0 (2.23)

An additional constraint has also to be defined to link intra-periods and inter-
periods based on the same energy balance than the previous one:

∀i ∈ VP , ∀d ∈ D, ∀t ∈ TD :Q̇sto
i,d+1,1 − (1 − wt · αloss) · Q̇sto,inter

i,d,Nreprhour

− wt · Q̇load,inter
i,d,Nreprhour

+ wt · Q̇unload,inter
i,d,Nreprhour

= 0 (2.24)

Finally, an initialization of the storage level Q̇sto
i,1,1 to 50% of the maximum

potential storage capacity Q̇sto,max
i,d,t which would be installed and prescribing that

the initial and final storage levels at the end of the optimization period are equal
(Q̇sto,inter

i,Nreprday ,Nreprhour+1
= Q̇sto

i,1,1) enables to define a whole set of constraints related
to thermal storage solutions. The definition of the additional variables related to
inter-period time layers Q̇load,inter

i,d,t , Q̇unload,inter
i,d,t and Q̇sto,inter

i,d,t has also to be taken
into account for the implementation of all the other constraints of the optimization
model. For example, the set of constraints related to the energy balances over
the edges and the nodes of the network has to be duplicated by adding energy
balances during inter-periods such that two new constraints similar to Eqs. 2.8a
and 2.8b are defined with Eqs. 2.25a and 2.25b. All the constraints which are
defined in the following of this manuscript are written only for intra-period time
layers even though an additional set of constraints related to inter-periods is also
defined but not described for sake of simplicity.



∀j ∈ E, ∀d ∈ D, ∀t ∈ TD :Ṗ out,inter
j,d,t = Ṗ in,inter

j,d,t − uinter
j,d,t · pj · Q̇heat

j,d,t

−Q̇loss,inter
j,d,t

∀i ∈ V, ∀d ∈ D, ∀t ∈ TD :
∑

j∈Ni

(Ṗ in,inter
j,d,t − Ṗ out,inter

j,d,t ) = Q̇prod,inter
i,d,t

+Q̇unload,inter
i,d,t − Q̇load,inter

i,d,t

(2.25a)

(2.25b)

This approach dividing the optimization formulation into intra- and inter-
periods enables to simplify the problem and reduce the number of optimization
variables by assuming cyclic behaviours within intra-periods of a representative
day and a connection between two consecutive representative days with inter-
periods. However, the reader can realize that with this formulation, seasonal
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thermal storage is limited because of the cyclic behaviour of a thermal storage
solution within a representative day. Indeed, thermal storages can be loaded
or unloaded for the next inter-period only during the last recurrence of a
representative day. This limits the loading and unloading power flows which
could be supplied during the whole period of a representative day. However, this
assumption has been made following the hypothesis of a tank storage unit as
unique solution for thermal storage over the network. These kinds of storages
are mainly dedicated to short-term storages because of their large heat losses
compared to underground thermal storage solutions. For taking into account
seasonal thermal storage potential, it is recommended to use the yearly heating
load profiles instead of the synthetic ones. For small-scale instances, yearly
heating demand profiles can be used to solve the optimization problem within a
reasonable computational time.

Time-dependent heat losses of a water tank over time are computed consider-
ing transient conduction through the tank. An analytical formulation based on
the lumped capacitance method making the assumption that the fluid temper-
ature is spatially uniform at any moment during the transient process is used.
Assuming an initial temperature T w,in into the tank, the temperature at a time
t is given by:

T (t) = T sur + (T w,in − T sur) · exp(− t

τ
) (2.26)

The thermal time constant τ is defined by the product of the thermal resis-
tance R to convection heat transfer and the lumped thermal capacitance C of
the water tank. A physical modelling based on Figure 2.16 can be used to de-
fine the thermal resistance R and the thermal capacitance C. This total thermal
resistance Req,sto is defined by Eq. 2.27a considering that the thermal storage is
designed with H = D in order to minimize heat losses by minimizing the ratio
between the surface exchange of the storage and the storage volume.

Figure 2.16: Thermal resistances linked to a thermal storage.
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Req,sto = R =

( 1
Rrad

+ 1
Rup

+ 1
Rdown

)−1
=
( 2πHkins

ln(D+th
D

)
+ πD2kins

2 · th

)−1

C = ρw · cp,w · Vsto

(2.27a)

(2.27b)

Considering that the sizing of the thermal storage is based on the available
surface at a given location, a coefficient for hourly heat losses in nominal operating
conditions can be defined as a function of the available surface Aavail at a potential
heating location i. The sizing of the cylindrical thermal storage in order to
minimize heat losses for a prescribed level of insulation thickness th (dependent
on the diameter of the cylinder) can be achieved analytically by minimizing the
total heat exchange surface Ahe for a given available ground surface Aavail. This
total heat exchange surface Ahe is defined by Eq. 2.28.

Ahe = πDH + 2π
D2

4 = πDH + π
D2

2 (2.28)

Eq. 2.28 can be rewritten to highlight the value of the height H of the storage
as a function of the diameter D and the exchange surface Ahe of the storage.

H =
Ahe − π D2

2
πD

= Ahe

πD
− D

2 (2.29)

The diameter D is prescribed by the available surface Aavail at a given heating
location k and the volume of the cylinder of height H can be linked to the available
surface as follow. 

Aavail = πD2

4

V = πD2

4 · H

(2.30a)

(2.30b)

Inserting Eq. 2.29 into Eq. 2.30b, the storage volume takes the following
analytical form.

V = πD2

4 · (Ahe

πD
− D

2 ) = AheD

4 − πD3

8 (2.31)

The optimal size of the storage volume V for a constant heat exchange sur-
face Ahe aims to minimize heat losses for an available building surface Aavail.
Differentiating V according to D gives the analytical expressions in Eq. 2.32.

∂V

∂D
= Ahe

4 − 3πD2

8
∂2V

∂D2 = −3πD

4 < 0 for D > 0

(2.32a)

(2.32b)

The second derivative being negative, the cancellation of the first derivative
gives an analytical formulation of the diameter providing a maximum value of
the volume:
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∂V

∂D
= 0 = Ahe

4 − 3πD2

8 (2.33)

Highlighting D from Eq. 2.33 and using Eq. 2.29 to determine the analytical
expression of the height H of the storage, it can be observed that the height
H and the diameter D of the storage have to be equal to maximize the storage
volume for a constant heat exchange surface Ahe.

D =
√

2Ahe

3π

H =
√

2Ahe

3π

(2.34a)

(2.34b)

From these analytical expressions, the maximum installable storage volume
for a given area Aavail can be expressed as follow:

Vmax,sto = π
D3

4 = Aavail · D =
√

4
π

· A
3
2
avail (2.35)

Considering operating temperatures T w,in and T w,out over the network with
a temperature difference ∆Tsub, the maximum heating amount Qmax,sto,vol which
can be stored into a thermal storage per unit of volume can be linked to the
storage volume with Eq. 2.28.

Qmax,sto,vol = Qmax,sto

Vmax,sto

= ρw · cp,w · ∆Tsub = 1000 · 4181 · 30
3600000 ≈ 35kWh

m3 (2.36)

Using Eq. 2.35 to link the storage volume to the available surface, the
storage heating capacity can be directly linked to the available surface Aavail

with Eq. 2.36 as illustrated in Figure 2.17. Based on this maximum thermal
storage volume per unit of surface, the ratio of heat losses as a function of
the available surface can be computed. Heat losses per unit of time period
are put into equation using Eq. 2.37. Computing T(∆t) with Eq. 2.26, an
analytical expression of a heat loss coefficient as a function of the available sur-
face of the storage can be computed from Eq. 2.37 and is exhibited in Figure 2.17.

Q̇loss,sto = ρw · Vmax,sto · cp,w · (T w,in − T (∆t))
3600000 · Qmax,sto,vol

(2.37)

Figure 2.17 illustrates the decrease of the heat losses coefficient for an increase
of the available surface Aavail. This physical trend is explained by the decrease
of the ratio between the heat exchange surface Ahe of the storage and the stor-
age volume implying a decrease of the heat losses per unit of stored heat. A
linearization of the heat losses coefficient is achieved and given by Eq. 2.38.
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(a) Installable storage volume as a
function of the available surface.

(b) Thermal storage losses as a function
of the available surface

Figure 2.17: Characterization of the thermal storages.

For Aavail ≤ 1000m2 : αloss = −6 · 10−7 · Aavail + 8 · 10−4

For Aavail > 1000m2 : αloss = −1.081 · 10−8 · Aavail + 2 · 10−4

(2.38a)
(2.38b)

2.3.3.2 Maximum thermal capacity at the edges and vertices of the
graph

Pipes diameters into the streets are generally limited by urbanistic constraints
because of limited spaces into the ground due to the presence of other existing
pipes like the gas and telecommunication pipes. Using Eq. 2.15 to compute the
limited power flow Ṗ lim for a maximum pipe diameter Dlim installable into the
ground, a constraint about the maximum thermal power capacity for each pipe
can be written as follows:∀j ∈ E : Ṗ max

j ≤ xj · Ṗ lim
j

∀j ∈ E, ∀d ∈ D, ∀t ∈ TD : Ṗ in
j,d,t ≤ Ṗ max

j

(2.39a)
(2.39b)

This set of constraints defines at any timestep the power flow Ṗ in
j,d,t into a

pipe of the network while checking that the maximum thermal capacity Ṗ lim
j

into a street is not outreached. The binary variable xj defines the building or
not of a pipe j and the variable Ṗ lim

j represents the maximum power flow into a
pipe over all the timesteps of the optimization problem.

Heating power capacities are also limited by the size of the available existing
heating plants and/or by the potential available surfaces for the implementation
of new heating sources at a prescribed location vi. The heating production Q̇i,m,d,t

at a location vi with a technology m is constrained by the limited available heating
capacity Q̇lim

i,m of the plants at any timestep.



68 Chapter 2. Presentation of the decision tool

∀i ∈ VP , ∀m ∈ Hi : Q̇max
i,m ≤ Q̇lim

i,m

∀i ∈ VP , ∀m ∈ Hi, ∀d ∈ D, ∀t ∈ TD : Q̇i,m,d,t ≤ CFd,t,m · Q̇max
i,m

(2.40a)
(2.40b)

For new potential heating plants to install, their maximum thermal capacity
Q̇lim

i,m is computed from the required surface per unit of heating capacity Aunit
m

(cf. Appendix C) for a given technology m. For an available surface Aavail
i at a

specific potential heating location i, the limited heating capacity parameter Q̇lim
i,m

for each technology m is given by Eq. 2.41.

Q̇lim
i,m = Aavail

i

Aunit
m

(2.41)

Another parameter CFd,t,m taking into account the variability of the heating
capacity over time has to be defined, especially for the solar heating production
capacity. The intermittency of the solar irradiation is taken into account for the
computation of the solar capacity production available with solar collectors with
a prescribed inclination and orientation to determine the maximum installable
capacity and the available capacity over each timestep over the year.

Capacity factor for solar heating

Based on solar radiation data over an horizontal surface collected from the
database Copernicus [91] for a given year at a specific location of latitude ϕ
and longitude ξ, the solar radiation for solar panels oriented with an angle γ to
the south and an inclination i compared to the ground (cf. Figure 2.18) can be
obtained from the solar radiation over an horizontal surface at the same location.

Figure 2.18: Solar radiation over a solar panel inclined with an angle i
and an orientation γ.
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The assessment of the potential heating capacity of concentrated solar panels
relies on the direct solar radiation Gh [Wh/m2] from Copernicus database com-
puted for clear sky conditions and real conditions over a horizontal surface on
the ground. The solar radiation Gi,γ [Wh/m2] over a surface of inclination i and
orientation angle γ with south is then given by Eq. 2.42.

Gi,γ =
(sin(i) · cos(z − γ)

tan(h) + cos(i)
)

· Gh (2.42)

The choice of the optimal inclination angle i of the surface has to be chosen
on a case-by-case basis as a function of the geographic location and is generally
chosen equal to the latitude ϕ of this location [92]. Orientation and inclination of
the surface are required to compute the solar radiation at any given time as well
as a local coordinate system specific to a given location in order to link the sun
location with the specific studied location. 2 additional local coordinates h and
z are thus defined as represented in Figure 2.18. The angular height h represents
the angle between the Sun and the horizontal plane tangent to the ground. The
azimut z represents the angle between the meridian plane and the plane passing
through the Sun. These two variables are computed by using the set of equations
2.43. 

h = arcsin
(
cos(δ) · cos(ω) · cos(ϕ) + sin(δ) · sin(ϕ)

)
cos(z) = cos(δ)·cos(ω)·sin(ϕ)−sin(δ)·cos(ϕ)

cos(h)

z =

 arcsin( cos(δ)·sin(ω)
cos(h) ) if cos(z) ≥ 0

π − arcsin( cos(δ)·sin(ω)
cos(h) ) if cos(z) < 0

. (2.43)

ω and δ are based on an hourly coordinate system and are represented in
Figure 2.19. The angle ω represents the solar time based on the position of the
Sun in the sky and δ represents the angle between the Equator and the Sun-Earth
direction. 

ω = hour − 12
24 · 360

δ = 23.45 · sin

(
360
365 · (day number − 81)

) (2.44a)

(2.44b)

In order to determine the maximum solar heating capacity installable at a
given location of latitude ϕ and longitude ξ, the maximum solar radiation over
the year Gmax

i,γ in clear sky conditions for a solar panel of inclination i = ϕ is
computed. The required surface per kWth installed is then directly computed by
Eq. 2.45.

Aunit
solar[

m2

kWth

] = 1
Gmax

i,γ

(2.45)

This indirectly defines the maximum solar heating power installable Q̇lim
i,solar

at a specific location vi with a prescribed surface using Eq. 2.41. To take into
account the variability of solar radiation over the year, it is also necessary to
define a capacity factor for each hour of the year. This capacity factor CF is
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Figure 2.19: Solar time coordinate system.

a ratio defining the current available energy over a timestep compared to the
installed capacity.

CF = Available solar radiation during a timestep [kW]
Installed capacity [kW] (2.46)

Solar power plants are generally characterized by low ranges of capacity
factors because of the intermittency of solar energy available only available
during the days and without cloudy conditions. Computing solar radiation for
the specific location of Liège in Belgium ( ϕ = 50◦38′01”, ξ = 5◦34′02”) oriented
totally in the south direction (γ = 0°) with an inclination angle i equal to the
latitude of the location ϕ, the following solar radiation data with respectively
clear sky conditions and real conditions is figured out in Figure 2.20.

(a) Solar radiation in Liège. (b) Capacity factor in Liège.

Figure 2.20: Solar capacity in Liège.

It can be seen from Figure 2.20 that cloudy conditions can impact in a non-
negligible way the solar potential during a given time period. Computing the
capacity factor for a given year in Liège, this capacity factor related to solar
technology is really low and has thus to be taken into account into the constraints



2.3. Optimization model 71

and the calculation of the maximum available heating capacity with solar heating
at a given timestep.

2.3.3.3 Link between pipes over some edges of the graph

The last set of constraints is linked to the decision process to choose some pipes
to be built or not into the network. Binary decision variables have to be linked
as described in Eq. 2.47.

∀j ∈ E : xj ≥ mbuild
j

∀j ∈ E, ∀d ∈ D, ∀t ∈ TD : uj,d,t ≤ xj

∀j ∈ E, ∀d ∈ D, ∀t ∈ TD : uj,d,t + uj∗,d,t ≤ 1

(2.47a)
(2.47b)
(2.47c)

Eq. 2.47a allows a degree of freedom about the decision to build some
pipes. In the framework of political decisions linked to district heating projects,
some consumers would have to be included to the district heating project. The
mandatory feeding of some consumers by a heating network is expressed by a
binary parameter mbuild

j for each edge ej which has a value of 1 if the building
of a pipe is mandatory over an edge ej and 0 otherwise. A binary variable xj is
defined to represent mathematically the decision process to build or not a pipe.
This variable gets a value of 1 if a pipe is built and 0 otherwise. Eq. 2.47b links
the building of a pipe to its use such that a pipe can not be used if it is not
built. This constraint implies that the binary variable for using a pipe uj,d,t can
get a value of 1 only if the binary decision variable for building a pipe xj gets a
value of 1. Eq. 2.47c links each edge ej of the directed graph with its equivalent
edge in the opposite direction ej∗ . This last equation satisfies the requirement
of the use of a pipe in a unique direction at any timestep. This whole set of
equations defines thus the optimization model used to compute the best scenario
for the outline and the sizing of a potential heating network into a prescribed
geographic area.

This optimization formulation can be applied to any new heating network
project by defining a list of edges related to the streets of the studied neighbour-
hood from the geographic information system and by denoting their start and end
nodes and their respective lengths into Excel inputs files. The formulation pre-
sented previously can then link together all the nodes and the edges of the graph
representation of the neighbourhood to apply these constraints. These constraints
aim for considering as accurately as possible the physical energy phenomena oc-
curring into the system without knowing the outline of the network while keeping
a simple optimization formulation by linearizing all non linear phenomena. These
constraints also look for taking into account urbanistic constraints because these
constraints impact in a non negligible way the outline of the network and therefore
its sizing.
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2.3.4 Objective function
The main goal of the optimization tool defined in this thesis consists in provid-

ing the network’s outline with an optimal sizing of the heating technologies and
thermal storages to maximize the net cash flow (NCF) over the lifetime Nyears

of a given district heating network project. The total cost of the project and
its revenues have to be computed over the entire lifetime of the project taking
into account that the value of money is fluctuating over time. Costs components
can be divided into capital and operating expenditures (respectively CAPEX and
OPEX) and combined to revenues to define the optimization function maximizing
the net cash flow (NCF) of the project:

NCF = Rheat − (fCAP EX · CCAPEX + fOP EX · COPEX) (2.48)

where {
CCAP EX = Cplants + Cpipes + Csub + Csto

COP EX = Cprod + Cpump

(2.49a)
(2.49b)

This objective function aims for maximizing the revenues from the point of
view of stakeholders taking part to the funding of the heating network project.
Indeed, in the frame of the EcoSystemPass project, the decision tool is dedicated
for helping the industrial and political stakeholders to develop the best strategy
for the implementation of a heating network project into a given geographic
area. This formulation therefore only considers interesting heating consumers
to connect to a network without including consumers which are assessed by the
decision tool to be economically non profitable to connect. These consumers are
then not considered into the energy planning solution for the optimal heating
network project and will be fed by alternative heating sources. Accordingly, the
total costs computed in the following only take into account costs related to the
heating network project and not the total cost for providing heat to the whole
studied neighbourhood.

Capital expenditures are defined to be accounted for only at the beginning of
the investment period while operating expenditures are taken into account during
the whole lifetime of the project. Actualization factors are defined to include the
value of money over time by means of an actualization rate a. The value of the
actualization rate depends on the borrowing rate available on the markets, the
debt to equity ratio of the borrowing company and the expected return on equity
expected by the stakeholders of the project. This rate is generally particularly
favourable to the development of district heating because district heating net-
works’ projects are considered as low risk assets and the current borrowing rates
on the financial markets are low [93]. A general formula can be used to compute
this actualization rate as follow:

a = Borrowing rate X Debt ratio + Return on equity X Equity ratio (2.50)

Based on these actualization factors and considering that there is no energy
price inflation, the actualization factors are defined by Eqs. 2.51a and 2.51b. The
calculation of these actualization factors is based on the definition of the present
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value of a cash flow over time. This value corresponds to the market price today
(time 0) of a monetary unit available at a future date time t.


fCAP EX = (1 + a)Nyears

fOP EX = 1 − (1 + a)Nyears

1 − (1 + a)

(2.51a)

(2.51b)

A cash flow (CF) after Nyears has a current market price given by Eq. 2.52.

CFNyears = CF0 · (1 + a)Nyears (2.52)

An application of this formula to all the capital and operating expenditures
over the whole lifetime of the project is detailed in Table 2.3.

Table 2.3: CAPEX and OPEX over the lifetime of the project

Year CAPEX OPEX
0 CCAP EX COP EX

1 / COP EX · (1 + a)
2 / COP EX · (1 + a) · (1 + a) = COP EX · (1 + a)2

3 / COP EX · (1 + a)2 · (1 + a) = COP EX · (1 + a)3

... / ...
Nyears − 1 / COP EX · (1 + a)Nyears−1

Nyears / COP EX · (1 + a)Nyears

Considering that the operating expenditures for each year are the terms of a
geometric progression with a common ratio (1 + a), the sum of the Nyears + 1
terms of the geometric progression can be directly deduced from the definition of
the sum of the terms of a geometric progression. CAPEX and OPEX values after
Nyears are then given by Eqs. 2.53a and 2.53b defining the actualization factors
in Eqs. 2.51a and 2.51b:


CAPEXNyears = CCAP EX · (1 + a)Nyears

OPEXNyears =
Nyears∑
year=0

OPEXyear = COP EX · 1 − (1 + a)Nyears

1 − (1 + a)

(2.53a)

(2.53b)

2.3.4.1 Capital expenditures (CAPEX)

Capital expenditures represent all the building costs related to the optimal
outline and sizing of the network project for maximizing the net cash flow of the
project. These costs are considered to be achieved at the beginning of the project
(year 0) and are assessed based on current market prices.

Costs for the building of power plants

The building and operation of power plants depends on some parameters deter-
mining the kind of power plant and the capacity to install or to use if the heating
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plant is already in operation. Based on data from [94] for different heating tech-
nologies summarized in Appendix C, a coefficient cbuild

m [€/kWth] for costs per unit
of installed capacity for a technology m of the set H can be defined to compute
a heating plant building cost function. This cost coefficient is equal to zero in
the case of an already existing power plant. This cost coefficient is linked to the
required maximum power capacity Q̇max

i,m at the heating location i for the heating
technology m which is a variable determined from the optimization model.

Cplants =
∑

i∈VP ,m∈Hi

cbuild
m · Q̇max

i,m (2.54)

Costs for pipes

For heating networks operating at temperature levels between 60 and 100°C,
pipes are generally made up of steel surrounded by a polyethylene foam insulation.
The costs of these pipes are dependent on their diameters and their location. The
setting up of pipes in an urban area is more expensive than in a periurban or rural
area. These costs are summarized in Appendix D and represented graphically in
Figure 2.21.

(a) Pipes costs as a function of their
diameters

(b) Pipes costs as a function of their
maximum power flows

Figure 2.21: Pipes costs from manufacturer’s data

Interpolating the values of the pipes costs for diameters prescribed by manu-
facturers with the linear regression in Eqs. 2.55a and 2.55b and inserting Eq. 2.15
into Eqs. 2.55a and 2.55b, values of the pipe costs as a function of the maximum
power flow into these pipes can be figured out.

For urban areas: Cinner
j [e/m] = 2174.6 · Dpipe

j + 312.45 · xj

For rural areas: Couter
j [e/m] = 1836.9 · Dpipe

j + 236.78 · xj

(2.55a)
(2.55b)

These values are linearized over a range of power flows P max
j [kW] included

until 1 GW giving the linear expression in Eqs. 2.56a and 2.56b for the pipes
costs per unit length.
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For urban areas: Cinner
j [e/m] = 0.0014 · P max

j + 481.36 · xj

For rural areas: Couter
j [e/m] = 0.0012 · P max

j + 379.46 · xj

(2.56a)
(2.56b)

The binary variable xj is used to define a pipe cost function per meter of pipe
only if the pipe is built. Otherwise, this cost becomes a zero cost. The definition of
the pipe cost function relies on this linearization of the pipes costs per unit length
and depends also on the length Lj of each edge of the potential network and of
the location of the pipe in an urban or periurban/rural area defined respectively
by both binary parameters linner

j and louter
j . These binary parameters have a value

of 1 if the edge locates respectively in an urban or periurban/rural area and zero
otherwise. The global pipe cost function is thus defined by Eq. 2.57.

Cpipes =
∑
j∈E

(linner
j · Cinner

j + louter
j · Couter

j ) · Lj (2.57)

As put into equation in Section 2.3.3.1, the pipes costs which are a non linear
function of the power flows into the pipes can be approximated by a piecewise
linear function over the Nranges power flow ranges defined previously. With this set
of constraints for each edge j constitutive of the network, the following piecewise
linear pipes cost function can be defined as in Eq. 2.58.

Cpipes =
∑
j∈E

Lj ·
[
linner
j

(
Cinner(Ṗ0) · y0

j + Cinner(Ṗ1) · y1
j + Cinner(Ṗ2) · y2

j

+ Cinner(Ṗ3) · y3
j + Cinner(Ṗ4) · y4

j

)
+ louter

j

(
Couter(Ṗ0) · y0

j + Couter(Ṗ1) · y1
j

+ Couter(Ṗ2) · y2
j + Couter(Ṗ3) · y3

j + Couter(Ṗ4) · y4
j

)]
(2.58)

where Cinner/outer(P0), Cinner/outer(P1), Cinner/outer(P2), Cinner/outer(P3) and
Cinner/outer(P4) are the pipes costs for the prescribed power flows chosen as
bounds of the ranges of the piecewise linear function. The values of all these
parameters are given in Appendix B.

Costs for substations

Considering that one substation is installed per built pipe, the sizing of these
substations is based on the maximum heating demand Q̇max

j over an edge and
the percentage of connection pj to this edge. Substations costs are directly
proportional to their heating capacity (data for substations are available in
Appendix E and represented in Figure 2.22) such that a linear expression of the
substations cost per thermal unit installed is defined as in Eq. 2.59.

Csub
j [e] = 17.905 · pj · Q̇max

j + 24588 (2.59)
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Figure 2.22: Substations costs.

This cost depends on a parameter of connection percentage pj representing
the ratio of inhabitants over an edge which agrees to be connected to a district
heating network. This parameter is used to take into account that in real district
heating projects, some inhabitants are opposed to the project and want to keep
their current heating system at home. The global cost function for substations is
then defined as in Eq. 2.60 taking into account which edges are connected to the
network.

Csub =
∑
j∈E

xj · Csub
j (2.60)

Costs for thermal storages

Similarly to the definition of a cost function for the heating plants, the computa-
tion of the thermal storages costs are based on data from [94] defining a coefficient
cbuild

sto [e/kWhth] for costs per unit of installed storage.

Csto =
∑

i∈VP

cbuild
sto · Q̇max

i,sto (2.61)

2.3.4.2 Operating expenditures (OPEX)

Operating expenditures represent all the ongoing costs to operate the network
in the best way based on the optimally sized components in order to maximize the
net cash flow over the whole lifetime of the project. These costs are considered to
be achieved continuously over the lifetime of the project and are neglecting any
energy inflation assuming a constant energy price over the years.

Costs for heating production

Heating production costs have to be computed over each timestep of the opti-
mization period taking into account the heating production level Q̇i,m,d,t of each
heating technology m at each heating location vi. These production levels are
linked to a time-dependent parameter cprod

i,m,d,t because the heating production cost
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of some technologies like heat pumps are dependent on external time dependent
factors like the electricity price and weather conditions affecting the value of the
coefficient of performance of this technology. A generic formulation of the costs
for heating production is given by Eq. 2.62.

Cprod =
∑
d∈D

wd ·
∑

i∈VP ,m∈Hi,t∈TD

wt · cprod
i,m,d,t · Q̇i,m,d,t · ∆t (2.62)

These production costs can be found in Appendix C but can also be provided
directly by the user of the decision tool. Indeed, a new heating technology can
be defined at any vertex vi of the graph with a prescribed heating capacity and a
heating production cost which is variable over the year. This hand-crafted defini-
tion of a new heating technology enables the user of the decision tool to include
all the potential available heating technologies specific to a heating network
project into a prescribed geographic area like industrial waste heat additionally
to the standard heating technologies defined in Appendix C. For the heating tech-
nologies included into the standard list of technologies predefined in the decision
tool, data available in the literature [94] are used as inputs even though they can
also be modified manually by the user of the decision tool if he gets other datasets.

For the air-to-water heat pump technology included into this standard list
of heating technologies, the assessment of the parameter cprod

i,HP,d,t is depen-
dent on the time such that a polynomial laws’ model is used to assess the
coefficient of performance of an air-to-water heat pump for a given level of
temperature at the condenser of the heat pump prescribed by the operating
temperature of the heating network and a prescribed hourly electricity price
for a reference year. A polynomial laws’ model for air-to-water heat pumps
is considered into the set of available technologies because this model is
generic and can be fitted to any new heating network project as a function
of the supply temperature level of the heating network. In the frame of this
research project considering third generation heating networks with a 90°C
nominal supply temperature over the network, this temperature level limits
the performance of the heat pumps such that this technology would not be
suitable in practise. However, one of the goals related to the development of
this optimization model remains its replicability to fourth generation heating
networks by simply tuning the parameters of the polynomial laws presented
herefater as a function of the temperature level of the network and the kind of
air-to-water heat pump. Moreover, the decision tool looks for being generic such
that the user of the decision tool can also supply its own performance curves
for the heating technology as inputs of the optimization model for more accuracy.

Other types of heat pumps like geothermal heat pumps or water-to-water
heat pumps could also be considered to reach higher performance levels using
higher temperature heat sources. However, these kinds of heat pumps are
dependent on the site where they would be installed such that they could
not be installed on any available surface without an analysis of the ade-
quate locations to put these types of technologies. They are therefore not
considered into the standard list of predefined technologies in the decision
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tool. Nevertheless, the user of the decision tool can indirectly consider these
technologies by adding manually a new additional heating technology at a vertex
vi of the graph prescribing a variable heating production cost of this new tech-
nology dependent on the performances of the heat pump and the electricity price.

For the air-to-water heat pump, in addition to the influence of the part-load
regime, the coefficient of performance also varies with the temperature of the heat
source [95]. The modelling of the air-to-water heat pump technology is based on
three polynomial laws developed by [96] in order to determine the coefficient of
performance and the full heating load capacity as a function of the heating source
temperature, the outlet temperature of the water and the part-load ratio for an
air-to-water heat pump. Parameters for the polynomial laws are identified from
manufacturers’ data such that each heat pump has specific parameters values
which are based on nominal conditions. These nominal conditions are prescribed
for the sizing of the machine. In this thesis, a water set point temperature of
90°C and an air temperature based on weather data on an hourly basis are taken
into account. In this case study, reference heat pumps chosen for the performance
assessment are -7°C/65°C Daikin Altherma heat pumps whose polynomial coef-
ficients have been identified by [97] (cf. Appendix F). The 3 polynomial laws
mentioned above are represented by the following set of equations. The two first
ones (EIRFT and CAPFT ) provide the coefficient of performance and the heat-
ing capacity of the heat pumps at full load conditions as a function of the outdoor
air temperature Tair,out and the water outlet temperature at the condenser Tw.
The last law (EIRFPLR) provides heat pumps performances at part-load regime.



EIRFT = COPn

COPfl

= C0 + C1 · ∆T + C2 · ∆T 2

CAPFT = Q̇fl

Q̇n

= D0 + D1 · (Tair,out − Tair,out,n) + D2 · (Tw − Tw,n)

EIRFPLR = Ẇpl

Ẇfl

= K1 + (K2 − K1) · PLR + (1 − K2) · PLR

(2.63a)

(2.63b)

(2.63c)

where

∆T = Tair,out

Tw
− (Tair,out

Tw
)n

PLR = Q̇pl

Q̇fl

Eq. 2.63a is used to determine the coefficient of performance at full load
regime for a prescribed air temperature Tair,out and a water set point temperature
Tw. Eq. 2.63b aims to characterize the maximum available heating capacity of
the heat pump compared to the nominal heating load capacity for the prescribed
operating set points. Finally, a computation of the heat pump performance at
part-load regime is achievable using Eq. 2.63c.

From this model, the coefficient of performance of this heat pump operating a
whole year with an evaporator temperature fixed by the air outdoor temperature
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has been extrapolated for a water outlet temperature of 90°C. The validity of
this extrapolation can be questioned, especially for such high temperature levels
generally limited to 80°C, such that it is always preferable that the user of the
decision tool directly provides performance curves for heat pumps if they are
available. Otherwise, this generic approach is used as a function of the supply
temperature level Tw,su over the network. Even if considering air-to-water heat
pumps as a heating technology for a third generation heating network does not
make a lot of sense from a thermodynamic point of view, this technology is
included into the model to let the possibility to pick up these heat pumps as a
heating source for future fourth generation heating network projects operating
at lower temperatures.

Figure 2.23: COP for heat pumps using a polynomial model for an air-
to-water heat pump with water at 90°C.

From the COP curve illustrated in Figure 2.23, the annual hourly coefficient of
performance can be linked to the annual hourly electricity price over a reference
year such that a variable heating cost for the heat pump technology cprod

i,HP,d,t can
then be computed for the optimization formulation using Eq. 2.64.

cprod
i,HP,d,t =

celec
d,t

COPd,t

(2.64)

The heating cost to produce hot water at 90°C using an air-to-water heat
pump is assessed to be included between 0 and 0.10 €/kWh. Even though this
production cost is definitely underestimated because of the assumptions linked to
the heat pump modelling, this heating source remains interesting to consider for
the study of the research project. A solution to minimize the heating production
costs could be to rely on the use of the electricity from the network during low-
cost periods to produce heat with heat pumps and store this energy into thermal
storages. This heat could be used instantly or later depending on the heating
demand. As illustrated in Figure 2.24 for example, heating production costs
with heat pumps are very variable on short-term and mid-term periods such that
they could be integrated into district heating networks solutions to benefit from
storage solutions. This will be illustrated in Chapter 3.
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(a) Annual heating production cost (b) Weekly heating production cost

Figure 2.24: Heating production cost with a heat pump

Costs for pumping power

Water circulation over the network requires pumping power to satisfy the heating
requirements at each timestep of the optimization problem. These pumps are fed
by electricity such that the pumping power is dependent on the electricity price
and the power flow into a pipe. The electrical consumption of a pump circulating
a fluid with a mass flow rate ṁ considering unit pressure losses ∆P into the pipe
is given by Eq. 2.65.

Ẇelec = ṁ · ∆Pnom

ρ · ηpump

(2.65)

Considering nominal pressure losses ∆Pnom = 100 Pa/m with a prescribed
pump efficiency (ηpump = 75%) and using Eq. 2.14 to determine the mass
flow rate from the power flow, the electrical consumption over any edge j can
be computed. Constant pressure losses and pump efficiencies are assumed
because the outline of the network is not known before the optimization process
while these two factors are dependent on the flow velocities and therefore the
pipes diameters which are prescribed by the nominal power flows which are
optimization variables of the problem.

The global pumping cost function including the pumping consumption over
all the edges of the network is then defined as follows:

Cpump =
∑
d∈D

wd ·
∑

j∈E,t∈TD

wt · celec
d,t · Ẇ elec

j,d,t · ∆t (2.66)

2.3.4.3 Heating revenues

Revenues from heating sales are the main incomes useful to refund all the
tackled expenses to build and operate the network. As explained in Section
1.2.2.1, contracts for heating sales can take various forms from one district
heating project to another. However, pricing models are generally based on a
market approach for private owners projects and on a cost approach for municipal
owners projects [9] to define the total heating bill of the consumer. In this thesis,
a pricing model based on market prices is used considering the gas market as
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the main competitor for heating supply. This pricing model is used because one
of the goals of this thesis is to highlight the economic benefits of district heating
networks compared to conventional decentralized heating production units like
gas. Therefore, a purely competitive pricing scheme is used as a comparison to
show to policy-makers the potential interest of heating networks for a prescribed
heating sales price. For sake of simplicity, a unique heating sales price rheat is
considered for all the consumers over the network even though it has been shown
that the heating sales price is partially dependent on the heating demand of
each consumer and also of the kind of consumers. The optimization formulation
makes possible to define a specific heating sales price rheat

j for each edge of the
graph representation of the network if it is required for the project.

Total heating revenues are computed over the whole network based on poten-
tial heating consumptions Q̇heat

j,d,t as defined in Eq. 2.67.

Rheat = Nyears ·
∑
d∈D

wd ·
∑

j∈E,t∈TD

uj,d,t · wt · rheat · pj · Q̇heat
j,d,t · ∆t (2.67)

Even though this objective function is used for the test cases in the next
chapter, it has to be noticed that this function does not account for penalty
costs if some streets connected to the optimal network are not supplied during
some time periods of the year by the network. The optimization formulation
is based on a stakeholder point of view which wants to operate its network in
the most economically profitable way. However, in practise, penalty costs would
disadvantage these kinds of scenarios such that a more accurate formulation of
the objective function could include this penalty cost cpen as follows:

Rheat = Nyears ·
∑
d∈D

wd ·
∑

j∈E,t∈TD

[
uj,d,t · rheat − (xj − uj,d,t) · cpen

]
·wt ·pj · Q̇heat

j,d,t ·∆t

(2.68)

2.4 Outputs
This model formulation provides optimized scenarios for given inputs and user-

defined economic and urbanistic parameters such that some key performance
indicators (KPI) can be drawn out of the results. These KPIs are summarized in
an Excel file containing all the main outputs required to assess the profitability
of a heating network project.

2.4.1 Mapping into the Geographic Information System
The main output of the decision tool provides a map of the optimal heating

network determined by the decision tool into the geographic information system.
Geometric features including built heating sources and edges as well as pipes
diameters are stored into CSV files after a post-processing of the results coming
from the optimization model. These results are readjusted to be integrated into
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the geographic information system to map the optimal heating network. This
mapping relies on a Python script used to post-process all the useful pieces of
information to give an overview of the heating network project to the stakeholders.

(a) Mapping with Python. (b) Mapping with Open Street Map.

Figure 2.25: Mapping into a Geographic Information System.

2.4.2 Specific cost
A profitable district heating project relies on the minimization of both the

heating production costs and the heating distribution costs to remain competitive
compared to other markets like the gas distribution companies. It is therefore
important to assess and to split the production costs and the distribution costs
related to heating network projects in order to figure out what are the economic
benefits or losses linked to the distribution costs including heat losses over the
network and pumping costs to feed the network.

Figure 2.26: Comparison of the specific cost with a gas boiler or a heating
network.

An illustration of these specific costs enables to compare the costs related
to the two current main solutions for the heating sector and to highlight the
potential consumer benefit with a connection to a heating network instead of
the use of an individual gas boiler at home. This indicator aims for convincing
heating consumers to switch from decentralized heating production technologies
to centralized ones by showing the benefits of these centralized ways of production.
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2.4.3 Net Present Value
Even though the environmental aspect is taken into account into heating net-

works projects, the economic profitability remains essential to ensure viability
to investors to take part in the project. The profitability over the lifetime of
the project is based on yearly assessments of all the incoming and outcoming
payments related to the network. The incoming payments include the revenues
from heating sales but also fees received for waste incineration for example [33] or
subsidies provided by public institutions. The outcoming payments include the
investment costs, the maintenance costs and the operation costs. Eq. 2.69 used
for the assessment of the net present value (NPV) enables to quantify on a yearly
basis the net present value of the project and to figure out the payback time
period beyond which the project becomes economically profitable. Ry represents
the net cash flow of the year y computed by substracting the outcoming cash
flows from the incoming cash flows.

NPV =
Nyears∑

y=1

Ry

(1 + a)y
(2.69)

A graphical illustration as depicted in Figure 2.27 enables decision-makers to
assess the evolution of the yearly net cash flows over the years in order to analyze
the return on investment period of the project.

Figure 2.27: Net Present Value of a project over 30 years.

2.4.4 Savings of CO2 emissions
Compared to decentralized heating production units, centralized heating pro-

duction units included into heating networks can provide CO2 emissions savings
thanks to the use of low-carbon emissions heating sources. These CO2 savings
are assessed for a prescribed geographic area by comparing the emissions from a
decentralized heating production scenario where the connected dwellings of the
area are fed locally by gas boilers to a partially or totally centralized way of heat-
ing production with the building of the optimal heating network set up by the
decision tool.
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CO2 savings = COgas
2 − CODHN

2
COgas

2
(2.70)

with 
CODHN

2 =
∑

i∈VP ,m∈Hi,d∈D,t∈TD

CO2m · Q̇i,m,d,t

ηi,m,d,t

COgas
2 =

∑
j∈E,d∈D,t∈TD

CO2gas · uj,d,t · pj

Q̇heat
j,d,t

ηgas,d,t

(2.71a)

(2.71b)

These 2 equations enable to link CO2 emissions to the heating production
and consumption for each street of the network while taking into account the
efficiencies ηi,m,d,t of the different heating technologies. These efficiency values
can be provided by the user of the decision tool if they are available. Otherwise,
by sake of simplicity, the decision tool prescribes standard values for the efficiency
and the CO2 emissions of the heating technologies which are summarized in
Appendix C. It can be noticed that for the heat pump technology, the efficiency
value is equal to the value of the coefficient of performance of the heat pump and
CO2 emissions are based on the average value of the CO2 emissions linked to
the electricity production in Belgium around 0.247 kg CO2/kWh [98]. This CO2
factor can obviously be adapted to the kind of electricity production such that
the user of the decision tool could consider for example a heat pump using green
electricity with zero CO2 emissions.

2.4.5 Repartition of the pipes diameters
The sizing of the pipes remains essential to limit the heat losses into the net-

work. The location and the number of heating sources and thermal storages
can provide different selections of the optimal pipes diameters over the network.
Therefore, a plot of the diameters repartition with the number of pipes for each
existing diameter is proposed into the decision tool.

(a) Without thermal storage. (b) With thermal storage.

Figure 2.28: Repartition of the pipes diameters into the heating network.
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2.5 Conclusion
This chapter introduces and describes the developed methodology to answer

the issue related to the EcoSystemPass project while remaining generic for other
heating network projects. This decision tool is based on inputs data which can
be directly used to compute generic heat demand profiles for different kinds of
dwellings with diversified heating consumption loads. However, this generation
of heating demands being very generic, it is not recommended to use it as the
main solution for inputs data if more accurate heating consumption data are
available. Indeed, the user of the decision tool can also directly provide the
heating consumption profiles as inputs of the decision tool.

From these heating demand profiles and other inputs parameters which can
be defined by the users of the decision tool regarding the kind of heating network
project they are working on, an optimization model for the outline and the sizing
of a third generation heating network in any new geographic area is formulated.
The assessment of the optimal outline of a heating network including the pipes
to build and their diameters remains essential for an industry or a policy-maker
which wants to study the profitability of a heating network into a prescribed
geographic area and the limits of this network. However, not knowing the outline
of the network before the optimization process makes difficult to assess accurately
physical phenomena into the network. The definition of the optimal outline is
also very time consuming for large-scale instances because of the large number
of binary optimization variables for choosing the streets to connect or not to the
network. Research works handling with the optimal outline of a heating network
are generally limited in terms of sizing, especially for variable heating demand
and storage solutions, but also in terms of problem sizes that can be solved. The
methodology in this chapter aims for formulating an optimization model which
can tackle these issues and fill in the general features mentioned in Section 1.3.1:

1. Applicability to small-scale cases with a neighbourhood of a few streets to
large-scale problems including heating network projects into cities thanks
to a linear formulation;

2. Simultaneous optimization of the outline, the sizing and the multi-period
operation of the network including thermal storage solutions;

3. Link with a geographic information system for the replicability of the deci-
sion tool to any new heating network project.

However, to fill in these criteria, some hypotheses are made to simplify the
formulation in this thesis such that this model can lack of reliability compared
to other existing models. Nonetheless, the reader has to be aware that this
decision tool looks for providing general insights about the potential economic and
environmental benefits of a heating network solution into a geographic area before
any feasibility study. The decision tool provides a pre-feasibility study which can
be used as an input by other existing tools like PowerDIS [99] for example to
refine the heating network solution given by the optimization tool. Accordingly,
this decision tool has some limitations which are important to consider while
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interpreting the results of the optimization model and proceeding on the different
stages of a heating network design. A summary of the main assumptions of this
optimization model is summarized as follows:

• Operating supply and return temperatures are prescribed to values of re-
spectively 90°C and 60°C over the network with a constant temperature
difference of 30°C at the substations. In practise, these temperatures are
not constant during the network operation. Moreover, these temperatures
are also used as operating set points for fitting the parameters linked to
heat losses into the network. The values of the heat losses parameters have
to be refitted for new operating temperatures. These reference operating
temperatures have been chosen to satisfy the requirements of the research
project considering third generation heating networks. However, lower op-
erating temperatures adapted for fourth generation heating networks could
be considered for future heating network projects;

• Heat losses are linearized as a function of the nominal power flows into the
pipes. The assessment of the heat losses takes then into account the mass
flow rate into the pipes regarding nominal operating conditions but does
not estimate heat losses out of these nominal conditions. Control strategies
can be applied to optimize the network operation by adapting the temper-
ature levels over the network. However, into this optimization formulation,
constant temperature levels are considered such that the network might
operate far away from nominal conditions, especially during low heating
demand periods;

• Some representative days are selected to reduce the number of optimiza-
tion variables and the computational load of the problem. However, the
formulation used to choose representative days enforces cyclic behaviour
for a representative day assigned with a weight wd such that seasonal ther-
mal storage solutions are disadvantaged with this formulation for selecting
representative days;

• Some heating production technologies like air-to-water heat pumps are con-
sidered for high temperature heating production in third generation heating
networks even though they are generally not tailored for these temperature
levels. Heat pump performances have been extrapolated for these high
temperature levels in order to provide generic performance curves. It is rec-
ommended that the user of the decision tool provides available data specific
for the project as inputs of the model if they are available.;

• Inputs parameters are prescribed by the users of the decision tool as de-
terministic values. However, strategic energy planning generally implies
uncertainty because of the non-exact knowledge of the values of some pa-
rameters. Therefore, an optimization method taking into account inputs
uncertainties and their uncertainty levels like in [100] could be developed.
It is not considered into the optimization model presented in this chapter.

These assumptions enable to provide a solution for a pre feasibility study of
the optimal outline and sizing of a network but limit the accuracy of the model
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at some point. This model helps then to get an idea over the potential of the
location of a heating network into a given geographic area but then requires the
use of more specific models available in the literature for a sophistication of the
results coming from this optimization tool. The main limitations of the decision
tool will be illustrated in Chapter 4 by simulating the optimal network designed
in Chapter 3 and by comparing the differences in terms of results between the
optimization formulation and the dynamic simulations.
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Chapter 3

Tests of the decision tool on a
small-scale theoretical case study

“All intelligent thoughts have already been
thought; what is necessary is only to try to
think them again.”

—Johann Wolfgang von Goethe

The decision tool described in Chapter 2 can be used on any case study
from a small neighbourhood of a few streets to a large-scale case study including
hundreds or thousands of streets. In order to highlight some of the features
of the optimization model and to draw conclusions about results and trends to
maximize the net cash flow out of a heating network project, a first theoretical
case study with 16 streets and 3 potential heating sources is considered in this
chapter. This theoretical case study looks for being used as a reference test case
on which different optimization methods could be applied for comparison from
the literature review.

3.1 Description of the case study
This first case study is based on the Annex 60 proposal [101] and the district

heating network case presented by [66]. The Annex 60 proposal provides
a set of standardized types of buildings with their geometric and physical
properties. From these properties, a thermodynamic model can determine
the heating demand profiles for each dwelling based on a yearly weather file.
These standardized sets of buildings are used in this chapter such that heating
load profiles can be reused by other research units if they want to test their
optimization formulations on this reference case. Regarding the layout of the
neighbourhood, it is inspired by [66] which uses a test case with a limited number
of streets and nodes such that different kinds of optimization formulation with
different levels of details can be applied using this test case. The reference case
study presented in this chapter aims then for representing different scenarios
of neighbourhoods from low heating consumptions eco-neighbourhoods to old
neighbourhoods characterized by a large heating demand due to a building stock
made up of dwellings with a poor thermal insulation.
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Table 3.1: Main features of the dwellings constitutive of the case study

Type Description
A 5-floor apartment blocks
D Detached houses
G Greenhouse
O 5-floor office buildings
S Semi-detached houses
T Terraced houses

(a) Types of dwellings

Class Level of insulation
1 Well-insulated dwellings
2 Poorly insulated dwellings

(b) Levels of thermal insulation

As illustrated in Table 3.1, 6 types of dwellings and 2 types of thermal insu-
lations are defined to generate heating demand profiles and the features of these
dwellings are detailed in Appendix G. For the two levels of thermal insulation, the
first one refers to the requirements of the European Performance of Buildings Di-
rective (EPBD) in Belgium [102] and the second one represents typical buildings
of the period 1946-1970 based on [103]. For these 2 types of thermal insulations,
two different hypotheses are made. For new generation well-insulated dwellings
of type 1, domestic hot water is considered to be provided by an independent
heating system such that only space heating demand would be provided by the
heating network. For poorly insulated dwellings of type 2, the total heating de-
mand of each dwelling includes space heating and domestic hot water. These
dwellings are constitutive of a small neighbourhood of 16 streets as represented
in Figure 3.1. The locations of the nodes are given in Appendix I. 3 existing
potential heating sources are defined at nodes v1, v2 and v13 whose technical and
economic parameters are defined in the following section. These potential heating
sources are considered to be already available 1 such that they have no capital
expenses for their building.

Figure 3.1: Case Study with 16 streets and 3 potential existing heating
sources.

1They are for example residual waste heat from industrial processes.
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Space heating and domestic hot water consumptions of these dwellings are
then assessed from thermodynamic models described in the following using the
Modelica modelling language to tackle the dynamic behaviour of these heating
demands. For the greenhouse, the heating load profile is based on the open-
source Greenhouses Modelica library for the simulation of greenhouse climate
[104] implemented in the frame of the EcoSystemPass research project. The
number of dwellings constitutive of each street is defined randomly for different
test cases to represent various heating demand profiles having an influence on the
outline and the sizing of the heating network. These scenarios are illustrated in
the following section with a definition of all the parameters linked to this case
study.

3.1.1 Definition of the scenarios
4 different scenarios with various heating demand profiles are considered in

order to represent different cases which could occur in real conditions.

1. An eco-neighbourhood with only well-insulated residential dwellings (types
A1, D1, S1 & T1);

2. An eco-neighbourhood with well-insulated residential and office dwellings
(types A1, D1, S1, O1 & T1);

3. An eco-neighbourhood with well-insulated residential and office dwellings
(types A1, D1, S1, O1 & T1) and a greenhouse between nodes v12 and v13;

4. A neighbourhood with well-insulated and poorly insulated residential and
office dwellings (types A,D,S,O & T 1/2) and a greenhouse between nodes
v12 and v13.

These 4 scenarios have specific heating demands features which are illustrated
in Figure 3.2 and a detail of the number of dwellings of each type constitutive of
the network is given in Appendix H. In the first two scenarios, it can be observed
that the heating demand during the summer is zero because of a building stock
made up only of well-insulated dwellings of type 1 without demand for domestic
hot water. In district heating networks, this could be non profitable because
the network does not operate during a whole part of the year generating no
incomes from heating sales. Moreover, with well-insulated dwellings, the total
heating demand is lower than with poorly thermally insulated dwellings such
that heating revenues are sometimes lower than required investment costs to
feed all the consumers of the network. These scenarios can then be used as
comparison case studies to assess the influence of the heating demand on the
economic profitability of a potential heating network.

For Scenario 2, the apartments A1 of Scenario 1 are replaced by offices O1
whose daily heating consumption profile is shifted compared to apartments
with the same physical and geometric features. This is due to the occupancy
rate of the dwellings: for offices, the traditional occupancy rate occurs during
working hours (8am to 8 pm) while for residential dwellings, it occurs between
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Figure 3.2: Yearly heating demands for the 4 different scenarios.

the rest of the day (8pm to 8 am). As represented in Figure 3.3, this heating
demand shift ensures a more constant heating demand over the day which can
be interesting for reducing the size of the heating plants to connect to a potential
heating network. As explained in Section 1.2.2, the diversity of dwellings into the
neighbourhood enables to promote the development of heating networks because
of the more constant heating demand over the day due to this aggregation effect.

(a) (b) Consumptions over 1 week for the
Scenario 2 (8-15 January).

Figure 3.3: Consumptions over 1 week for the Scenario 2.

For Scenario 3, the greenhouse acting as a large consumer with an approxi-
mately constant non zero heating demand is added to the neighbourhood. The
advantage for the implementation of a district heating network with these kinds
of consumers is that there are incomes from heating sales all over the year thanks
to this continuous non zero heating demand. It can be seen from Figure 3.4
that the heating demand over the year is never zero thanks to the greenhouse
consumption. Finally, for the last case study, a neighbourhood mixing new and
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old dwellings and a greenhouse between nodes v12 and v13 is considered. Old
dwellings have a larger heating consumption because they are poorly-insulated
and moreover, they have a non-zero heating demand all over the year because of
the additional demand for domestic hot water. This non zero heating demand is
due to the heating profiles of D2, S2 and T2 dwellings (cf. Figure 3.4).

Figure 3.4: Consumptions of the greenhouse and the poorly thermally
insulated dwellings.

For these 4 scenarios, the optimization model is used based on pre-defined
economic and technical parameters. Firstly, the prospective heating plants are
considered to have a sufficient capacity. The maximum heating demand out of
the 4 case studies is around 7 MWth such that 10 MWth plants capacities are
considered to ensure a sufficient heating capacity at each heating plant.

Table 3.2: Properties of the power plants

Heating
source

Maximum heating
capacity (MWth)

Heating production
cost (€/kWhth)

Specific CO2
emissions (kg/kWhth)

v1 10 0.03 0.150
v2 10 0.04 0.200
v13 10 0.05 0.250

3.1.2 Dwellings models
The physical models for the dwellings heating requirements have been devel-

oped for the Annex 60 study [105]. These physical models are used instead of
generic models presented in Section 2.1 for this theoretical case study in order
to get replicable models that can be handled by other researchers if they want
to test their models on this case study and bring a critical point of view on
the models presented into this thesis. Moreover, the generic models have some
limitations, as explained in Chapter 2, such that physical models enable to handle
more accurately the dynamics of the heating demand of various kinds of dwellings.

For the modelling, dwellings are divided into different zones related to constant
volumes of air supposed to be at a uniform temperature prescribed to a set
point of 21°C. As illustrated in Figure 3.5, for example, detached (D) houses are
divided into 5 different zones corresponding to specific parts of the house. The
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first one is related to the kitchen and the living room and the second one to the
office. The third one represents the hall and the storage. The two last zones
correspond respectively to the three bedrooms and the bathroom. These zones
are connected together through mass and energy conservation equations taking
into account heat and mass exchanges between zones and with the outside to
determine energy requirements for each dwelling.

Figure 3.5: Division of the detached (D) dwellings into zones: first (left)
and second (right) floors.

Heat transfers through walls and windows are computed using a network
of thermal resistances R [K/W ] combined with lumped capacitances C [J/K].
The thermal resistance corresponds to the resistance to conduction heat transfer
through the walls and the lumped capacitance is intended for representing the
thermal inertia of the wall material. For windows, inertia effects are neglected
which is represented by a strictly resistive branch for the heat transfer model.
The resulting model is made up of the following set of differential equations:

Q̇in = Twall − Tin

Rin

Q̇out = Twall − Tout

Rout

Q̇out − Q̇in = Cwall · dTwall

dt

(3.1)

In the above equations, Tout and Tin represent respectively the outdoor and
indoor temperatures [°C] and Twall corresponds to the mean temperature of the
wall [°C]. Conservation equations 3.2 are applied to connect the different zones
together taking into account lighting, electrical appliances and building occu-
pancy to build the complete model of a dwelling. These conservation equations
represent a simplified approach to get an assessment of the heating demands of
the dwellings. However, they do not consider some physical phenomena like solar
gains. Even though this approach is simplified compared to a global modelling
of a dwelling, this enables to handle with variable heating demands and dynamic
phenomena while the generic models presented in Chapter 2 can not take these
phenomena into account.
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dṁair

dt
= ṁair,su − ṁair,ex

dU

dt
= Q̇in − Q̇out

Q̇in − Q̇out = Q̇windows + Q̇walls + Q̇inf + Q̇int + Q̇vent + Q̇T U

(3.2)

with Q̇windows corresponding to the heat flow through windows, Q̇walls to the
heat flow through walls, Q̇inf to the heat rate due to air infiltrations, Q̇int to the
heat rate due to internal gains (lighting, appliances and occupancy), Q̇vent to the
heat rate due to the ventilation in the dwellings and Q̇T U represents the heat input
from terminal units for heating or cooling. ṁair,su and ṁair,ex are respectively
the supplied and extracted mass flow rates in each zone. U corresponds to the
internal energy of the volume of air in each zone. Based on this set of equations, a
thermodynamic model of the whole dwelling is implemented by considering heat
flows between adjacent walls and with the floor and the ceiling. The heating
consumption profile of each kind of dwellings is computed by using a dynamic
model solving the set of equations presented above based on weather data for
a reference year as boundary conditions. The total annual heating demands
determined from this model are represented in Figure 3.6 for all the different sets
of dwellings.

Figure 3.6: Total consumption over a reference year of the different
dwellings.

It can readily be observed that well-insulated dwellings (type 1), with a level
of insulation based on the directive 2010/31/EU, consume up to ten times less
energy than the poorly insulated ones (type 2) with an average level of insulation
corresponding to buildings insulation from 1946 to 1970 in Belgium. Obviously,
a reduction of primary energy consumption related to the latter dwellings can
be achieved by a deep retrofit towards low energy buildings [106]. However,
such a retrofit is not always possible in real-life applications as this requires
long-term inhabitants relocations and difficult permitting procedures. Inversely,
the implementation of a district heating network is another way to reduce
primary energy consumption through the use of highly efficient centralized
heating production without the recourse to deep renovation processes. The
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resulting reduction in fuel consumption would be profitable from an economic
and environmental point of view with a decrease of both cost of heating and
CO2 emissions. Moreover, it can be observed that even for the same level of
insulation, heating demands are variable from one dwelling type to another. A
dynamic simulation model is able to catch the high variability of the heating
demands in order to assess the global performance of the system and its related
costs.

Figure 3.7: Dwellings heating load profiles as a function of the outdoor
temperature.

Figure 3.7 depicts the heating consumption (including domestic hot water
for dwellings of type 2) on an hourly basis over a reference year as a function of
the outdoor temperature. The blue circles represent the consumption calculated
by the dynamic model taking into account the thermal inertia while the red
lines represent the steady-state consumption. For all the dwelling types, the
dynamic solution exhibits a large scattering around the steady-state solution:
for the same outdoor temperature, the predicted dynamic heat load can be twice
or three times larger than the steady-state solution which claims for the use of
dynamic models for the assesment of heating demands. A simple interpolated
heating curve using only the outdoor temperature as input is not representative
of the dynamic effects occurring in the dwellings. An accurate estimation of the
heating demand depends upon the previous states of the system and requires a
dynamic or state-space modelling.

As already previously illustrated in Figure 3.6, it can also be observed that
hourly heating demands are logically higher for poorly insulated (type 2) dwellings
than for well-insulated dwellings (type 1). Even though heating demand profiles
follow a similar trend as a function of the type of dwellings, it can be seen that
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the energy consumption is dependent on the type of dwellings. This physical
modelling approach enables thus to distinguish heating consumption profiles as
a function of the kind of dwellings and their thermal insulation. However, the
reader has to keep in mind that this approach remains simplified and can be
questionable but is simply used to get a possibility to handle with diversified
variable heating demands for the optimization theoretical case study.

3.2 Influence of the heating demand of the
neighbourhood

The reference scenario is based on three existing potential heating sources
with a sufficient heating capacity to feed the whole heating demand of the
network and a heating sales price rheat based on a market approach comparing
with alternative competitors prices. For the heating sector, the main competi-
tors are the gas companies such that the heating sales price with a heating
network are based on the mean gas price illustrated in Figure 3.8 [107]. The
average gas price in the European Union is around 0.07 e/kWh and is chosen as
a standard market price on which the heating network sector must be competitive.

Figure 3.8: Gas prices in the European Union [107].

The model related to this reference scenario contains 35,111 variables and is
solved using the Gurobi solver with an optimality gap of 0.1%. The computa-
tions are executed in 25 seconds on a computer with an Intel® Core™ i7-8650U
processor with 8 threads at 1.90 GHz and 16GB RAM. Considering a project
lifetime of 30 years with an actualization rate of 1% and assuming that all the
potentials consumers over a given street would be connected to the network if a
pipe is built into this street (pj = 1), results regarding the outline of the heating
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network for the 4 scenarios are illustrated in Figure 3.9. For a heating sales
price of 0.07e/kWh, the optimal heating network connects all the streets of the
neighbourhood using the heating source with the cheapest heating production
cost at node v1. This optimal heating network enables CO2 emissions savings of
24.24% in the 4 scenarios compared to a decentralized heating production with
gas boilers in each house of the network.

Figure 3.9: Outline of the heating network for the 4 scenarios.

Table 3.3: Comparison of the 4 initial scenarios.

Scenario 1 Scenario 2 Scenario 3 Scenario 4
Yearly heating
demand (GWhth) 6.252 6.252 6.533 17.925

Maximum heating
demand (MWhth) 5.887 5.571 5.253 7.528

Used heating
capacity (MWth) 5.958 5.644 5.324 7.599

CAPEX (M€) 3.358 3.350 3.346 3.632
OPEX (M€) 6.856 6.856 7.180 19.357
Revenues (M€) 13.093 13.093 13.684 37.631
Profits (M€) 2.879 2.887 3.157 14.642
Return On
Investment period
ROI (years)

12 12 12 4

These 4 scenarios can be compared from different criteria that are summarized
in Table 3.3. The first comparison to achieve concerns Scenario 1 and Scenario 2
whose main difference into the building stock relies on the substitution of apart-
ment blocks by offices. These offices have the same shifted heating consumption
than the apartments. This shifting of a part of the heating demand (as illustrated
in Figure 3.3) enables to reduce the used heating capacity of the heating source
at node v1 by 314 kWth and also the initial investment costs linked to the pipes
and substations by 8 000 €.
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Thanks to a better repartition of the heating demand during the whole day
between residential and non-residential dwellings, the maximum power flow into
each pipe is decreased implying a reduction of the required pipe diameters. As
illustrated in Figure 3.10, one of the pipes with a diameter of 65mm in Scenario
1 is substituted by a pipe with a diameter of 50mm in Scenario 2 thanks to
the lower power flows into the network. These lower power flows are obtained
thanks to a shift of a part of the heating demand from apartment blocks to
offices. Pipes with smaller diameters have a lower cost per unit length such that
the capital expenditures including the pipe costs are slightly lower in Scenario
2 than in Scenario 1. This decrease of the capital expenditures is also linked
to the reduced sizing of the substations because of the decreasing maximum
heating demand over each edge. Substations costs related to a specific edge
being proportional to the maximum heating demand over this edge implies that
the costs related to substations slightly decrease in Scenario 2. The total amount
of heating production remains the same for both scenarios such that operating
expenditures and revenues are identical in both cases. A decrease of the maximum
heating demand with the shifting of a part of the total heating demand of the
network enables then to increase total profits generated out of the network project.

(a) Pipes diameters with Scenario 1. (b) Pipes diameters with Scenario 2.

Figure 3.10: Pipes diameters for the 2 first scenarios.

As illustrated in Figure 3.2, the substitution of the dwelling stock by a
greenhouse at the edge v12v13 from Scenario 2 to Scenario 3 changes the heating
demand profile of the whole network with a non zero heating demand all along
the year thanks to the greenhouse heating demand profile. It also reduces the
hourly maximum heating demand of the whole neighbourhood of 318 kWhth

from Scenario 2 to Scenario 3. On the other hand, the yearly total heating
demand increases of 281 MWhth in Scenario 3 compared to Scenario 2 thanks
to the introduction of the greenhouse into the neighbourhood. This increase of
the total yearly heating demand implies an increase of the operating expenses
but also of the heating sales revenues. The increase of the heating sales revenues
being greater than the increase of the operating costs enables to raise the profits
coming from the optimized heating network project.

It can be noticed that the capital expenses have slightly decreased from Sce-
nario 2 to Scenario 3 thanks to the reduction of the pipe diameters as from Sce-
nario 1 to Scenario 2. It can be observed from Figure 3.11 that some of the pipes
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with a diameter of 32mm in Scenario 2 are replaced by pipes with a diameter of
25mm and one of the pipes with a diameter of 65mm in Scenario 2 is replaced
by a pipe with a diameter of 50mm. Finally, the bigger pipe with a diameter of
125mm is replaced by a pipe with a diameter of 100mm. The reduction of the
pipe diameters contributes to the decrease of the capital expenses and indirectly
to the increase of the profits linked to the heating network project.

(a) Pipes diameters with Scenario 2. (b) Pipes diameters with Scenario 3.

Figure 3.11: Pipes diameters for Scenarios 2 and 3.

Finally, substituting a part of the well-insulated dwellings from the three first
scenarios by poorly insulated dwellings get the bigger impact on the outline and
the sizing of the network. As illustrated in Figure 3.2, poorly insulated dwellings
get heating demand profiles defining a large non zero heating demand all over
the year and a quite larger heating demand compared to well-insulated dwellings.
This large increase of the yearly heating demand compared to Scenario 3 impacts
the operating expenditures to produce heat but also the revenues generated from
heating sales. As in Scenario 3, the increase of heating sales revenues being
larger than the increase of operating expenditures implies a larger profit over the
investment period of the heating network of the project. It can also be noticed
from Figure 3.12 that the increase of the heating demands obviously influences
the increase of the capital expenditures due to the requirement of larger pipes
(and substations) to feed the streets of the network.

(a) Pipes diameters with Scenario 3. (b) Pipes diameters with Scenario 4.

Figure 3.12: Pipes diameters for Scenarios 3 and 4.
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However, this increase of the capital expenses is not really significant despite
the large increase of the heating demand because only pipes and substations
costs are involved in the capital expenses for this scenario. Indeed, the 3 po-
tential heating sources are assumed to be already available (like residual waste
heating sources could be) such that there are no additional costs linked to the
use of available extra heating capacity from these heating sources. This scenario
obviously remains theoretical such that in practise, the use of available extra
heating capacity could get an impact on the heating production cost for example.
However, in this theoretical case, this factor is not included into the sensitivity
analysis.

(a) NPV for Scenario 1. (b) NPV for Scenario 2.

(c) NPV for Scenario 3. (d) NPV for Scenario 4.

Figure 3.13: Net Present Value of the project for the 4 scenarios.

Comparing these 4 scenarios on their net present value over the investment
period defined for the project, economic conclusions can also be drawn. An
analysis of the variation of the return on investment period from the net present
value can be achieved to show the influence of the heating demand profile on
the profitability of a new heating network project. From Figure 3.13, it can
be observed that for the first three scenarios defining eco-neighbourhoods with
different heating demand profiles, there are no significant effect on the return
on investment period. The shifting of a part of the total heating demand from
residential dwellings to offices and the introduction of consumers with a non
zero heating demand have a positive influence on the profits generated from the
heating network. However, due to the small increase of profits generated with
these solutions because of their relatively small heating consumption compared
to poorly thermally insulated dwellings, heating networks remain profitable
but have a period of return on investment around 12 years. The reduction of



102 Chapter 3. Tests of the decision tool on a small-scale theoretical case study

the period of return on investment can be achieved with neighbourhoods made
up of old dwellings whose heating consumption ensures large revenues for the
stakeholders of the heating network. Indeed, for Scenario 4, the period of return
on investment is only of 4 years which is quite lower than the period of return
on investment for the first three scenarios.

This first study shows the importance of consistency of an energy policy for
reducing the total primary energy consumption and its related greenhouse gases
emissions in a specific geographic area. A deep retrofit of existing dwellings or
the creation of new eco-neighbourhoods to get a stock of well-insulated dwellings
obviously remains essential to decrease the total primary energy consumption of
a neighbourhood and indirectly its total amount of CO2 emissions. However, in
cases of existing neighbourhoods made up of old dwellings and available waste
heating sources with no capital expenses related to their buildings, the imple-
mentation of a heating network project using low-carbon heating technologies
could be a temporary alternative solution to the refurbishment of dwellings for
CO2 savings. An analysis of the Net Present Value for heating networks with
different heating demand profiles has shown the influence of the heating demand
profile on the return on investment period of the project. Heating network
projects relying on consumers with large and diversified heating demands are
more profitable than heating networks into eco-neighbourhoods characterized by
low and uniform heating demands.

Even though this first analysis tends for promoting third generation heating
networks into neighbourhoods with poorly insulated dwellings, it is important
to understand that this network solution remains a short-term solution for the
heating sector partial decarbonization in a fast way to reach climate targets
within the next few years. This is not sufficient for decreasing our CO2
emissions in a global way such that the refurbishment of old dwellings into new
well-insulated dwellings is also required to reach mid-term emissions targets.
However, this refurbishment has to be achieved by the owners of the dwellings
and is not always considered as a priority in a short-term period. Public fundings
for technologies which can be installed in a short-term period can then be a
temporary solution waiting for a refurbishment of the old dwellings. Moreover,
even if a refurbishment stage is achieved after the implementation of a heating
network project, the network remains viable and can even be extended for new
dwellings in the surroundings which would be not yet connected to the network.
The investment into a heating network may then be seen as a long-term solution
which can be adapted from new heating demand profiles due to refurbishments.

In this section, the heating demand profile was studied as a first influence pa-
rameter on the design of the network prescribing all other user-defined parameters
to fixed values. A parametric analysis of the influence of these different param-
eters can also be achieved to highlight the main design parameters to take into
account in any new heating network project. Based on the real case study of the
development of a heating network connecting a waste incinerator to a greenhouse
and other dwellings, Scenario 3 is considered in the following sections.
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3.3 Influence of the heating sales price rheat

The heating sales price also influences the outline and the sizing of the prospec-
tive heating network such that it is important to set up a price which is fair and
attractive for consumers in order to ensure a maximum connection rate to the
network while remaining economically profitable. The main case study consid-
ered in the previous section relies on a heating sales price of 0.07€/kWh based
on the mean gas price in the European Union. This heating sales price remains
competitive but does not ensure attractiveness for heating consumers which are
used with their current heating production means. The heating sales price is
then considered as an input parameter of the decision tool and can be used for
a sensitivity analysis on the outline and the sizing of the network. This heating
sales price is generally estimated from market surveys asking people the price
they are ready to pay for connecting to a heating network. The decision tool
developed in this thesis can then study the influence of a reduction of the heat-
ing sales price on the heating network project for a prescribed neighbourhood.
Considering a heating sales price decreasing from 0.07€/kWh to 0.04€/kWh for
Scenario 3, economic results for the project lifetime of 30 years are drawn out in
Table 3.4.

Table 3.4: Economic comparison of Senario 3 with a decrease of the
heating sales price from 0.07€/kWh to 0.04€/kWh.

rheat = 0.07
€/kWh

rheat = 0.06
€/kWh

rheat = 0.05
€/kWh

rheat = 0.04
€/kWh

Used heating
capacity (MWth) 5.324 4.510 2.894 /

CAPEX (M€) 3.346 2.537 1.806 /
OPEX (M€) 7.180 6.037 4.118 /
Revenues (M€) 13.684 10.286 6.104 /
Profits (M€) 3.157 1.712 0.179 /
Return On
Investment period
ROI (years)

12 15 22 /

It can be observed that a decrease of the heating sales price significantly
impacts the profits generated from the heating network project. Moreover, the
main interesting result related to the decrease of the sales price stands in the
outline of the optimized network. As illustrated in Figure 3.14, the decrease of
the sales price implies a reduction of the number of connected streets to the built
network. The streets remaining connected are the streets which are assessed
to be economically profitable by the optimization model. These economically
interesting streets are the streets with a large heating demand to ensure sufficient
heating revenues compared to investment and operating costs. For example,
the connection of the street between nodes v12 and v13 with a greenhouse as
a heating consumer enables to offset the investment costs related to pipes and
substations and the operating expenses for the heating production. Indeed,
the network links the heating source at node v1 to the street v12v13 despite the
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additional heat losses and pumping power costs related to the heat transport
through the network while some closer streets to the heating source are no
longer connected. The decision tool aims for identifying these interesting con-
sumers for a heating network project from an economic profitability point of view.

(a) rheat = 0.07 €/kWh. (b) rheat = 0.06 €/kWh.

(c) rheat = 0.05 €/kWh (d) rheat = 0.04 €/kWh

Figure 3.14: Outline of the heating network project with a decrease of
the heating sales price from 0.07€/kWh to 0.04€/kWh.

This economic profitability can also be illustrated with the net present value
of the heating network project and its return on investment period. This period
increases with a reduction of the heating sales price until a critical sales price
under which the period of return on investment becomes larger than the project
lifetime. The heating network project becomes no more profitable such that no
pipes are built. Figure 3.15 shows that for a competitive heating sales price
of 0.07€/kWh, a return on investment period around 12 years is assessed and
remains acceptable for the development of a heating network project. A decrease
of the heating sales price reduces the number of streets connected while also
extending the return on investment period to 15 years for a heating sales price
of 0.06€/kWh and more than 22 years for a heating sales price of 0.05€/kWh.
This highlights the importance to choose adequately the heating sales price to
satisfy heating consumers with a sufficiently competitive heating price and to
guarantee to the potential stakeholders of the project a sufficiently short return
on investment period. This heating sales price given as an input parameter by
the user of the decision tool can be assessed by market surveys dedicated to the
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potential future customers of the network.

(a) rheat = 0.07 €/kWh (b) rheat = 0.06 €/kWh

(c) rheat = 0.05 €/kWh (d) rheat = 0.04 €/kWh

Figure 3.15: Net Present Value of the heating network project with a
decrease of the heating sales price.

As previously explained in Section 2.3.3.1, the connection rate pj of heating
consumers to an edge j of the network is indirectly linked to the heating sales
price proposed to the consumers. Indeed, consumers can arbitrarily choose to
be connected or not to a new heating network passing through their street. One
of the main criteria decision relies on the proposed heating sales price which is
assessed to be sufficiently competitive for the consumer to connect to the network
or not. In the next section, the influence of this connection rate parameter is
studied to show its consequences on the outline and the sizing of the network
project.

3.4 Influence of the connection rate pj

As for the study of the influence of the heating sales price, a gradual reduction
of the connection rate is achieved for the assessment of the optimal outline and
sizing with different values of this parameter. The reduction of the connection
rate parameter decreases the amount of sold heat to the consumers implying a
decrease of the total revenues useful to refund the initial capital expenses for
building the network. This connection rate can be estimated for each street
independently based on a market study among heating consumers even though
this connection rate remains generally a partial unknown during the design of the



106 Chapter 3. Tests of the decision tool on a small-scale theoretical case study

network. In this thesis, an identical connection rate for each edge j of the graph
is considered.

Table 3.5: Economic comparison of Scenario 3 with a decrease of the
connection rate from 100% to 40%.

pj = 100% pj = 80% pj = 60% pj = 40%
Used heating
capacity (MWth) 5.324 3.519 2.364 /

CAPEX (M€) 3.346 2.708 2.462 /
OPEX (M€) 7.180 5.072 3.430 /
Revenues (M€) 13.684 9.598 6.400 /
Profits (M€) 3.157 1.817 0.507 /
Return On
Investment period
ROI (years)

12 15 18 /

(a) pj = 100% (b) pj = 80%

(c) pj = 60% (d) pj = 40%

Figure 3.16: Outline of the heating network project with a decrease of
the connection rate.

As illustrated in Figure 3.16, the optimization model determines the inter-
esting streets to connect for a prescribed connection rate. It can be noticed
that some streets fed by the network and requiring large diameters for a
prescribed connection rate are no longer connected with a small change of
a parameter like the connection rate. Observing the street linking node v4
and v9, this street represents a main pipe of the network with pj = 100%
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because it feeds a large part of the whole network. However, a decrease of this
connection rate from 100% to 80% modifies the outline of the network such
that this street is no longer chosen to be part of the network. Streets v4v3
and v4v7 are thus chosen alternatively as main lines to feed the rest of the network.

The decision tool is thus able to assess for each street the economic prof-
itability due to the generation of revenues compared to the capital and operating
expenses required to feed the street. This trend can also be observed with a
decrease of the heating sales price (cf. Figure 3.14). This is justified by the fact
that the heating consumption density of the street v4v9 is lower than for streets
v4v3 and v4v7 implying more capital expenses for a prescribed heating amount.

As for the heating sales price, the decrease of the connection rate impacts
the return on investment period increasing from 12 years to 18 years (cf. Figure
3.17) . This parameter gets a lower influence than the heating sales price on the
increase of this return on investment period even if it has to be taken into account
during a pre-study of the economic profitability not to underestimate this period
of return on investment.

(a) pj = 80% (b) pj = 60%

Figure 3.17: Net Present Value of the heating network project for Sce-
nario 3 with a decrease of the connection rate.

The heating sales price and the connection rate are two parameters getting a
direct impact on the revenues generated from heating sales. Other parameters,
like the actualization rate, get rather an influence on the expenditures linked to
the network. An increase of the actualization rate leads to higher interests to pay
to the stakeholders of the heating network project.

3.5 Influence of the actualization rate a

As explained in Section 2.3.4, the actualization rate aims for taking into
account the value of money over time and is dependent on the borrowing rates
of the market and the return on equity expected by the stakeholders of the
project. Stakeholders can come from various backgrounds in district heating
networks projects such that investments forms from one district heating project
to another can be very different. Financial organisations or individuals can
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invest in this type of project by ensuring a given return on investment in the
medium or long term while helping to finance the initial expenditures of these
projects. This return on investment is indirectly defined by the actualization rate.

Table 3.6: Economic comparison with for different actualization rates.

a = 1% a = 1.5% a = 2% a = 2.5%
Used heating
capacity (MWth) 5.324 4.384 3.733 /

CAPEX (M€) 3.346 3.168 3.370 /
OPEX (M€) 7.180 6.766 6.440 /
Revenues (M€) 13.684 12.001 10.600 /
Profits (M€) 3.157 2.066 0.790 /
Return On
Investment period
ROI (years)

12 13 15 /

(a) a = 1% (b) a = 1.5%

(c) a = 2% (d) a = 2.5%

Figure 3.18: Outline of the network for different actualization rates.

An increase by steps of 0.5% of the actualization rate leads to a decrease of
the profits until a critical value of a = 2.5% of the actualization rate above which
it is no longer profitable to build a heating network for the studied scenario.
Figure 3.18 illustrates this trend by highlighting the decrease of the number of
streets connected with a small increase of the actualization rate until the critical
value of 2.5% for which the heating network project is no more profitable. The
significant influence of the actualization rate on the economic profitability of the
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project can also be illustrated with Table 3.7. A small increase of the actual-
ization rate gives a small increase of the period of return on investment from 12
to 15 years until a 2.5% critical value of the actualization rate for which there
is no optimal heating network solution to build for the prescribed neighbourhood.

Regarding the slight increase of the period of return on investment with a small
increase of the actualization rate, this sudden economic unprofitability switching
from an actualization rate of 2% to 2.5% could seem surprising without getting
any intermediate optimal heating network solution. Actually, as illustrated in
Figure 3.19, the exponential increase of the actualization factors fCAP EX and
fOP EX involves a quick fluctuation of the net present value of a heating network
project. A small increase of the actualization rate can lead to a non profitable
heating network project. With a zero actualization rate, the CAPEX and OPEX
actualization factors are respectively equal to 1 and the project lifetime Nyears (30
years). However, an increase of the actualization rate can result to quite larger
investment costs getting an impact on the outline and the sizing of the network.
It is thus important to define as accurately as possible this actualization rate
by a detailed business plan listing all the investors linked to the project and to
compute their expected return on equity or the borrowing rate at which they
are lending money. Fundings forms (public or private) used for financing the
network can play a key role in the value of the actualization rate and therefore
on the profitability of a heating network project.

(a) CAPEX actualization factor. (b) OPEX actualization factor.

Figure 3.19: CAPEX and OPEX actualization factors.

3.6 Influence of the limited pipe diameters into
the streets

The building of heating networks requires the installation of pipes into the
ground such that the installation of these pipes can be constrained in some streets
where the space is limited because of the existing gas and telecommunication pipes
into the ground. This constraint limiting the diameter of a pipe into a network
can be linked to the maximum power flow allowed into a pipe as explained in
Section 2.3.3.1. Setting up an additional constraint prescribing no space into the
ground of the street on edges e6 and e22 (cf. Figure 2.6) linking nodes v4 and v9
(i.e., Ṗ lim

6 = 0 and Ṗ lim
22 = 0), the optimization model can provide a new optimal
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solution for Scenario 3. Even though this constraint is considered in a theoretical
way in this scenario, this constraint can be defined in practise for each street
based on available data from underground maps. However, these kinds of data
are generally missing for heating network projects because of the poor mapping
of the underground.

(a) Without limited diameters (b) With limited diameters

Figure 3.20: Outline of the heating network project with a zero diameter
constraint at edges e6 and e22.

This optimal solution changes the outline of the network by not building a
pipe between the nodes v4 and v9. The water flows through the edges linking
nodes v4-v3 and v4-v7. The non-building of the pipe between v4 and v9 which
was profitable to build in the reference scenario implies a decrease of the profits
generated from the network and also a decrease of the total used heating capacity.
Capital expenditures are also lower with this constraint because of the pipe and
this related substation between nodes v4 and v9 are not built. However, the
savings of capital and operating expenses being lower than the losses of heating
sales revenues implies a lower total net cash flow with this constraint on the
limitation of pipes diameters.

Table 3.7: Economic comparison of Scenario 3 with a limitation on the
pipes diameters linking nodes v4 and v9.

Without limited
diameters on e6 and e22

With limited
diameters on e6 and e22

Used heating
capacity (MWth) 5.324 4.869

CAPEX (M€) 3.346 3.102
OPEX (M€) 7.180 6.824
Revenues (M€) 13.684 13.022
Profits (M€) 3.157 3.095



3.7. Influence of the limited thermal capacities at the heating power plants 111

3.7 Influence of the limited thermal capacities
at the heating power plants

The previous case studies consider available heating sources with a sufficient
capacity to feed the whole neighbourhood. However, the capacity of available
heating sources is generally limited such that the use of a unique heating source
is not always sufficient to satisfy the whole heating demand. The decision tool
presented in this thesis also aims to select the optimal heating sources and capac-
ities to use or install to maximize the net cash flow of the project. Considering
from Scenario 3 a decrease of the heating capacities of the 3 available existing
power plants from 10 MWth to 2.5 MWth (less than the maximum heating de-
mand over the neighbourhood which is of 5.253 MWhth), the assessment of the
potential optimal network leads to a new outline and sizing of the network.

(a) Without limited thermal capacity (b) With limited thermal capacity

Figure 3.21: Outline of the heating network project with a limitation on
the heating capacity.

The limitation on the heating capacity at node v1 requires the use of an
additional heating source and new pipes to link this heating source to the
network. The second available cheapest heating source is located at node v2
and is used to satisfy the required additional heating demand to feed the whole
network. It can be noticed that the maximum heating demand (5.253 MWhth)
would require the use of the 3 heating plants to feed the whole demand of
the network due to the limitation of the capacity of each plant to 2.5 MWth.
However, regarding the heating consumption profile of the Scenario 3 (cf. Figure
3.2), this maximum heating demand occurs only one hour over the whole year.
Therefore, the supply of this peak demand would require the building of a new
pipe connecting the heating source at node v13 to the rest of the network only for
the heating sales over one hour of the year. The building of this potential pipe
is assessed to be non profitable to recover the additional capital expenses linked
to the building of this potential pipe by selling heat only for this peak demand
period.

Regarding the total expenses, the operating costs increase with the use of
a second heating source more expensive than the first one. Capital expenses
also slightly increase because of the use of larger pipe diameters related to the
use of two heating sources at two different locations of the network. The use
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Table 3.8: Economic comparison with a limitation on heating capacity
of 2.5 MWth at each power plant.

Without limitation
on heating capacity

With limitation
on heating capacity

Used heating
capacity (MWth) 5.324

2.500 @ node v1

2.112 @ node v2

CAPEX (M€) 3.346 3.378
OPEX (M€) 7.180 7.411
Revenues (M€) 13.684 13.651
Profits (M€) 3.157 2.860

of multiple heating sources influences the direction of the pipes and the choice
of their diameters to build the network because of the different repartition of
the power flows into it. As observed in Figure 3.21, for the scenario with limited
heating capacities at the heating plants, the 2 pipes linking edges v2v3 and v6v9 get
their direction reversed due to the use of the additional heating source at node v2.
Moreover, the pipes near the second heating plant get bigger diameters because of
the larger power flows passing through the pipes near this second heating plant.
Indeed, it can be seen from Figure 3.22 that two pipes with a diameter of 25mm
have been replaced by two bigger pipes with respective diameters of 50mm and
80mm due to the larger heating power flows passing through theses pipes.

(a) Without limited thermal capacity (b) With limited thermal capacity

Figure 3.22: Repartition of the diameters with a limitation on the heat-
ing capacity.

This scenario illustrates that the decision tool always tries to select the most
adequate available heating sources for minimizing the heating production costs
and their related costs (heat losses and pumping power costs). In this scenario,
it is shown that the 2 most remote heating production units are used because
they are the cheapest available heating sources. The optimization model could
have chosen the closest heating production unit to the biggest heating consumer
of the network (the greenhouse) to minimize heat losses and required pumping
power. However, this solution is not assessed as the optimal one because these
two factors implying additional costs remain cheaper than the use of the most
expensive available heating source.
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3.8 Influence of the selection of the representa-
tive days on the optimal solution and the
computation time

The optimization model used in the previous sections is based on hourly heating
demand profiles in order to represent as accurately as possible the real behaviour
of the system. However, the use of a big number of timesteps can quickly lead to a
large amount of optimization variables leading to a complex optimization problem
to solve. For the optimization of energy systems, as explained in Section 2.2, a
pre-processing is generally applied to heating consumption data to decrease the
number of timesteps of the optimization problem. In this section, a comparison
of the solutions given by an optimization based on the whole heating demand
dataset and on a reduced dataset based on the optimal selection of representative
periods is achieved in order to show the usefulness to select representative periods
for optimization processes.

Table 3.9: Comparison of the model with 8760H and 144H.

With 8760H With 144H
Installed heating
capacity (MWth) 5.324 5.200

CAPEX (M€) 3.346 3.340
OPEX (M€) 7.180 7.106
Revenues (M€) 13.684 13.497
Profits (M€) 3.157 3.051
Computation time 34 511 s ≈ 9.5h 91s ≈ 1 min 30
Number of variables 2 128 799 35 111

Choosing a tolerance criteria of 0.01% between the primal and the dual bound
of the branch-and-bound algorithm, the running of the 2 optimization prob-
lems based on the reference Scenario 3 with respectively 8760 timesteps and 144
timesteps gives the results shown in Table 3.9. These results are rather similar
in both cases even though the peak heating demand is a little bit underestimated
with the selection of representative periods. Moreover, the reduction of the num-
ber of timesteps by a factor 60 leads to a reduction of the computation time by
a factor of 380 such that the reduction of the number of timesteps can clearly
speed up the optimization process without lacking of accuracy about the opti-
mal solution. Indeed, comparing profits generated in both cases from Table 3.9,
the relative error between the optimization with a real year and a representative
year is assessed to be around only 3.5%. This small relative error is fair com-
pared to the computation time savings achieved using a representative year for
the optimization process. For the following scenarios integrating thermal storage
solutions and alternative heating sources, an optimization model with a reduced
number of timesteps is then used to reach an optimal solution in a feasible time.
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3.9 Integration of thermal storages solutions
Previous test cases are based on existing heating sources with constant heating

production costs defined by zero capital expenses. The building of new additional
heating sources or thermal storage solutions has not been considered. The use
of a thermal storage to eventually shift the heating production from one period
to another can be useful in some heating network projects in order to reduce
global expenses and increase the economic profitability of the project. Therefore,
new case studies adding potential thermal storages to build are achieved in this
section by defining an available building surface of 1 000 m2 for a new thermal
storage or heating plant next to the three heating sources at nodes v1, v2 and
v13.

Including the potential of thermal storage solutions into the Scenario 3 defined
in Section 3.2, the optimization model provides the same solution than for the
initial case study. The integration of thermal storages into the network is then
assessed to be non profitable for this case study. The building of a new storage
and the required pipes to connect the storage to the network are indeed additional
costs which have to be counterbalanced by a decrease of the initial capital and
operating expenses to be profitable. The zero capital expenses linked to the
existing heating plants and the constant heating production costs of these plants
imply that thermal storages do not provide economic benefits compared to the
additional costs related to these solutions for this case study. The available
heating capacity is sufficient and free of capital expenses such that there are no
requirements to adapt the total installed capacity. Moreover, the shifting of the
heating production from one period to another is not justified in this case because
the heating production cost is constant all over the year. Therefore, this thesis
provides a non-exhaustive list of situations for which thermal storage solutions
could bring economic benefits to the network. Four main goals of storage solutions
into heating networks are identified as follows:

1. Increase the total available heating capacity over the network from the lim-
ited heating capacity of the prescribed available heating sources. Without
thermal storages, the total heating capacity over the network is limited by
the maximum heating capacity of the heating sources which can be insuffi-
cient to feed the whole heating demand of the network during peak periods.
On the other hand, due to the large fluctuation of the heating demand over
the year, there are some time periods during which the heating capacity is
under-exploited because of low heating demands compared to the available
heating capacity. During these periods, the loading of a thermal storage
could be useful to use this under-exploited thermal capacity to shift the
heating production for next periods when the heating demand becomes
bigger.

2. Adapt the heating production planning to minimize the production costs
by shifting a part of the heating production from one period to another. In
the case of heat pumps, for example, the heating production costs are very
variable from one period to another because of its reliance on the electricity
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price and the weather conditions influencing the coefficient of performance
of the heat pump. Thermal storages can be economically interesting for
scenarios based on heating plants with variable production costs. With
these scenarios, these thermal storages can be filled in during periods with
low heating production costs and emptied during periods with larger heating
production costs. These thermal storages are appropriate with intermittent
energy sources whose heating production costs are generally variable.

3. Adjust the heating production as a function of the available heating capac-
ity. With intermittent energy sources like solar energy, the heating capacity
can be variable from one period to another such that capacity factors have
to take into account this availability of the installed heating capacity. For
scenarios with a variable limited heating capacity like solar collectors for
example, thermal storages can be filled in during periods with large capac-
ity factors enabling to produce a large amount of heat from solar collectors
and emptied during periods with a limitation on the heating capacity such
that there is not enough heating capacity during this period to supply the
heating demand only with the solar collectors.

4. Undersize the heating capacity of new heating plants to build in order to
reduce the initial investments costs by adding thermal storages at some
locations into the network. The inclusion of thermal storages enables to
build heating plants with smaller capacities while remaining able to feed
the heating demand all over the year thanks to an adequate regulation
between the heating production sources and the thermal storages. The
heating production sources can then produce heat more constantly over the
year with larger heating production amounts during low heating demand
periods such that a part of the heating production is stored into thermal
storages. Conversely, during high heating demand periods, the part of the
heating demand which can not be satisfied by the insufficient heating plant
capacity can then be fed by the thermal storage.

These four situations are considered from a theoretical point of view in the
following by studying new test cases taking into account these limitations on
the outline and the sizing of a new heating network project without or with
thermal storage solutions. The following sections aim for highlighting the benefits
of thermal storages into some specific cases and to illustrate the utility of the
decision tool presented in Chapter 2 to provide an optimal solution taking into
account the variation of the heating demand. These test cases are artificially
created to depict for each of them the utility of the decision tool developed in this
thesis. All these scenarios could be mixed up in a unique scenario considering
all the heating technologies mentioned in the following. However, this unique
scenario would be more difficult for understanding the results obtained from the
decision tool. Theoretical case studies in the following therefore aim for depicting
the contribution of the decision tool to study the integration of thermal storage
solutions into a network for different scenarios.
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3.9.1 Limitation on the heating capacity
Existing heating sources are useful for district heating networks because

they do not require capital expenses for the building of new plants such that
some money savings can be achieved into the heating project increasing the
profitability of the project. The main problem with existing heating sources is
that they have not been sized to satisfy the whole heating demand of a heating
network. Therefore, some streets could be considered as non-profitable to
connect to a heating network because of this limited available heating capacity.
The building of thermal storages could then increase the number of streets which
could be connected to a new network.

Considering two new test cases starting from the optimal solution found for
the initial scenario in Section 3.7 with a prospective heating source only at node
v1, the benefits of the use of a thermal storage can be drawn out in the following.
For the first new test case, the maximum heating capacity of the heating source
at node v1 is decreased from 10 MWth to 2.5 MWth and an additional building
surface of 1 000 m2 is considered as available at this node to build a potential
storage next to the heating source. A comparison of both scenarios without and
with storage gives the results illustrated in Table 3.10 and Figure 3.23.

Table 3.10: Comparison for a limited heating capacity of 2.5 MWth.

Without storage With storage
Used or installed
heating capacity
(MWth or MWhth)

2.500

2.500 of heating capacity @ node v1

17.712 of thermal storage @ node v1

CAPEX (M€) 2.969 3.431
OPEX (M€) 6.452 7.062
Revenues (M€) 12.279 13.400
Profits (M€) 2.858 2.907

(a) Outline without limited thermal
capacity

(b) Outline with limited thermal ca-
pacity

Figure 3.23: Influence of the thermal storage on the outline of the heating
network project with a limitation on the heating capacity of 2.5 MWth
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The additional available surface of 1 000 m2 at node v1 prescribing a
maximum thermal capacity of 175MWhth for the storage leads to the use of
a part of this surface for the building of a storage with a thermal capacity of
17.712 MWhth. The building of this new thermal storage leads to an increase
of 462,000 € of the capital expenses due to the building of the storage and the
additional required pipes to connect it to the network. The operating costs also
increase due to the additional heating production to load the storage during
periods of low heating demand although the increase of these costs are offset by
the additional revenues from heating sales. The total increase of revenues being
slightly bigger than the increase of the costs due to the use of an additional
thermal storage, the optimal solution includes then a thermal storage to raise
more profits from the heating network project.

Comparing the outlines of the network without and with thermal storage, it
can be noticed from Figure 3.23 that without thermal storage, the street linking
nodes v5 and v9 is not connected to the network. The inclusion of a thermal stor-
age solution enables to connect this street and to increase heating sales revenues.
The increase of revenues being slightly bigger than the increase of additional
costs, the building of a thermal storage generates an additional profit of 49 000
€. The benefits of the building of a new thermal storage can be shown comparing
the loading and unloading phases of the storage with the variation of the heating
demand.

(a) Loading and unloading of the stor-
age during the whole year

(b) Heating demand over the whole
year

(c) Loading and unloading of the stor-
age during the beginning of the year

(d) Loading and unloading of the stor-
age during the end of the year

Figure 3.24: Loading and unloading of the thermal storage compared to
the heating demand of the network with a limited capacity of 2.5 MWth.

It can be observed from Figure 3.24 that the loading and unloading of
the storage are carried out only at the beginning and the end of the year
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during periods with higher heating demands than the available heating capacity.
Looking more into details about the dynamics of the storage during these 2
periods, it can be illustrated that the unloading phases of the storage always
operate during periods of higher heating demands compared to the available
capacity of the heating source. The dynamics of the storage follows the level
of the heating demand over the network in order to be able to supply at each
period of the year as much as heat as possible while remaining economically
interesting.

A second test case with a lower maximum heating capacity at node v1 is
defined to analyze the influence of the maximum heating capacity on the sizing
of the heating network and the thermal storage units. The maximum heating
capacity of the heating source at node v1 is decreased from 2.5 MWth to 1.25
MWth while always considering an additional building surface of 1 000 m2 at this
node. New results obtained for this scenario are drawn out in Table 3.11 and the
outline of the new network is exhibited in Figure 3.25 for both cases.

Table 3.11: Economic comparison for a limited heating capacity of 1.25
MWth.

Without storage With storage
Used or installed
heating capacity
(MWth or MWhth)

1.250

1.250 of heating capacity @ node v1

4.688 of thermal storage @ node v1

CAPEX (M€) 1.848 1.922
OPEX (M€) 4.159 4.276
Revenues (M€) 7.938 8.166
Profits (M€) 1.931 1.968

(a) Outline without limited thermal
capacity

(b) Outline with limited thermal ca-
pacity

Figure 3.25: Influence of the thermal storage on the outline of the heating
network project with a limitation on the heating capacity of 1.25 MWth.

The decrease of the maximum heating capacity has a significant influence on
the outline whether a thermal storage solution is used or not. Indeed, the thermal
storage solution can slightly increase the heating production and indirectly the
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revenues from the additional heating sales. However, this thermal storage implies
additional costs which reduces the margin made on profits. The optimization
model is useful to find a trade-off between the thermal storage capacity to
install and the additional costs that are linked to this storage in order to design
the optimal heating network. As for the previous case study, the capital and
operating costs increase with the use of an additional storage but are counter-
balanced by the increase of revenues thanks to the additional heating sales. It
results in a profit gain around 37,000 € compared to the solution without storage.

(a) Loading and unloading of the stor-
age during the whole year

(b) Heating demand over the whole
year

(c) Loading and unloading of the stor-
age during the beginning of the year

(d) Loading and unloading of the stor-
age during the end of the year

Figure 3.26: Loading and unloading of the thermal storage compared to
the heating demand of the network with a limted capacity of 1.25 MWth.

The dynamics of the storage follows the same trend than for the previous
case with loading phases of the storage during periods of low heating demands
while the storage is unloaded during periods of high heating demand. It can
be noticed from Figure 3.26 that the storage is loaded during some periods
even though the heating demand is higher than the installed available heating
capacity. This is justified by the fact that the limited heating capacity can not
provide the whole heating demand over some streets of the network during some
time periods. The optimal strategy consists then to load the storage during these
periods of insufficient capacity without feeding some streets of the network to be
able to supply the whole heating demand over the streets during the next periods.

It is important to notice that even though the optimization formulation pre-
sented in Chapter 2 allows to determine which pipes have to be built for a heating
network project, it does not imply that built pipes will be used at any timestep
if it is assessed to be non profitable by the decision tool. Feeding some streets



120 Chapter 3. Tests of the decision tool on a small-scale theoretical case study

during some time periods is assessed to be non profitable with thermal storages
because it is more profitable to load the thermal storage if the heating capacity
is insufficient to feed the whole network and to use the total heating capacity
(including thermal storages) during the next time periods to provide heat to the
whole network. In these test cases, the penalty cost cpen for not providing heat to
heating consumers has not been taken into account such that it can be profitable
to do not feed a street during some time periods. However, as explained and for-
mulated in Section 2.3.4.3, this additional penalty cost can be easily accounted
for in the formulation if it is required.

3.9.2 Variable heating production costs using heat pumps
Previous scenarios consider heating sources with a constant heating production

cost without any available surface for the building of a new heating source or
a thermal storage. The introduction of new heating sources with variable
heating production costs over the year, like heat pumps for example, can
significantly affect the outline and the sizing of the heating network. Heat
pumps use electricity from the network which has a variable cost over the year
and the heating production cost with a heat pump is also dependent on its
variable coefficient of performance linked to weather conditions. The benefits of
thermal storage units to produce and store heat when heating production costs
are low can be assessed with the optimization formulation addressed in this thesis.

Considering now that the heating source at node v1 is replaced by existing heat
pumps with a limited capacity of 10 MWth and by a potential thermal storage
with a limited storage capacity of 175 MWhth (based on an available surface
Aavail of 1 000 m2), new optimal solutions can be computed for this scenario.
Considering a case without and with thermal storage using only an existing heat
pump and a prospective thermal storage at node v1, the optimal outline and
sizing defined by the decision tool is given in Figure 3.27.

(a) Without storage (b) With storage

Figure 3.27: Outline of the heating network project for a scenario with
a heat pump capacity of 10 MWth.

The use of an additional storage increases the used heating capacity of the
heat pumps in order to load the storage during economically interesting periods.
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Table 3.12: Economic comparison with 10 MWth heat pumps and a
thermal storage.

Heat pumps
without storage

Heat pumps
with storage

Used or installed
heating capacity
(MWth or MWhth)

5.200

10 of heat pumps @ node v1

60.108 of thermal storage @ node v1

CAPEX (M€) 3.340 3.490
OPEX (M€) 7.744 6.249
Revenues (M€) 13.497 13.497
Profits (M€) 2.413 3.758

Because of the zero capital expenses linked to existing heat pumps, the used
heating capacity is only limited by the maximum available heating capacity. For
the solution including a thermal storage, the maximum capacity of heat pumps
is then used to produce as much heat as possible during low heating production
costs periods. Even though the building of the new storage implies additional
capital expenses, these expenses are counter-balanced by a large reduction of
the operating expenses thanks to the use of heat pumps during periods of low
heating production costs while the thermal storage is unloaded during periods of
higher heating production costs.

(a) Loading/Unloading of the storage (b) Energy level of the storage

(c) Loading/Unloading of the storage
during the beginning of the year

(d) Loading/Unloading of the storage
during the end of the year

Figure 3.28: Link between the levels of the thermal storage and the
heating production costs.
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The optimal operating strategy to minimize these production costs can be
observed by analyzing the loading and unloading behaviours of the thermal stor-
age. Figure 3.28 clearly shows that during some periods of the day characterized
by low production costs, the storage is loaded thanks to the heating production
with heat pumps. As it can be observed for two time periods at the beginning
and the end of the year, the storage loading is mainly based on periods with
low heating production costs and the thermal storage is unloaded during periods
with larger heating production costs. This allows to reduce global heating
production costs by shifting the heating production from periods with high costs
to periods with lower costs by storing the surplus of heating production. Thanks
to this strategy of heating production, the optimal heating network can benefit
from the advantages of heating production technologies with variable heating
production costs.

The previous case considers a limited thermal capacity of the heat pumps of
10 MWth while a larger heating capacity could increase the part of the heating
production that could be stored during periods of low heating production costs.
Increasing this thermal capacity from 10MWth to 50 MWth, more profits are
generated using a larger thermal storage capacity than previously as illustrated
in Table 3.13. It can be observed that only a part of the total available heating
capacity (16.377 MWth out of 50 MWth) is used in this case.

Table 3.13: Economic comparison with a maximum heat pump capacity
of 50 MWth.

Heat pumps
without storage

Heat pumps
with storage

Used or installed
heating capacity
(MWth or MWhth)

5.200

16.377 of heat pumps @ node v1

83.293 of thermal storage @ node v1

CAPEX (M€) 3.340 3.522
OPEX (M€) 7.744 6.206
Revenues (M€) 13.497 13.497
Profits (M€) 2.413 3.769

Capital expenses linked to this new heating network design are slightly higher
because of the building of a bigger thermal storage with a thermal capacity of
83.293 MWhth compared to the previous case with a thermal storage capacity of
60.108 MWhth. The increase of these capital expenses around 32,000 € is also
linked to the use of larger pipe diameters because of the increasing power flows
required to load and unload the thermal storage characterized by a larger thermal
capacity. However, the sizing of a larger thermal storage enables to reduce the
global operating costs by around 43,000 € thanks to the additional shifting of a
part of the heating production from periods with higher heating production costs
to periods with lower heating production costs. In the case of a limited capacity
of 10 MWth heat pumps, this heating capacity is insufficient to load optimally a
potential storage during periods of low heating production costs. The increase of
the available heating capacity of the heat pumps to 50 MWth enables to achieve a
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better shift of the heating production costs by using a heating capacity of 16.377
MWth and by reducing the operating costs. The optimization tool is then able to
determine the optimal size of the thermal storage to optimize its loading strategy.

Therefore, the introduction of heat pumps as heating sources into new heating
network projects may be profitable if they are combined with thermal storages.
They could be used to promote the integration of intermittent renewable energies
using the surplus of electricity to produce heat stored through heating networks.
Based on the electricity price and the features of the heat pumps, the optimization
model developed in this thesis can also be used as a decision tool to study the
integration of these heating technologies into new heating network projects.

3.9.3 Limitation on the heating availability with solar col-
lectors

Heating technologies considered in the previous sections are featured by a con-
stant available heating capacity such that the maximum installed heating capacity
is available all over the year. With intermittent energy sources like solar energy
for example, the variable availability of the heating source can significantly influ-
ence the heating supply and indirectly the outline and the sizing of the network.
Thermal solar collectors for heating production are characterized by large re-
quired surfaces for the collectors such that the available heating power is defined
from available surfaces in this section. For a detailed calculation of the maximum
available heating power from an available surface, the reader can refer to Section
2.3.3.2.

(a) Outline of the network with solar
collectors of 10 000 m2

(b) Outline of the network with solar
collectors of 10 000 m2 and a thermal

storage

Figure 3.29: Outline of a heating network with solar collectors and a
thermal storage.

Considering firstly an available surface of 10,000 m2 at node v1 defining a
maximum thermal capacity around 6 MWth, the influence of the use of an ad-
ditional thermal storage at node v1 can be shown in Figure 3.29. The use of
thermal solar collectors as a heating source requires the use of a thermal storage
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to store heat during periods of low heating availability. Even with the integration
of an additional thermal storage, the heating network project only feeds the most
economically profitable streets. For example, the street between nodes v12 and v13
characterized by an important heating consumer which is the greenhouse is fed
by the network even though this street is far from the heating source. Indeed, the
greenhouse acts as an important consumer, especially during the summer with a
non zero heating demand, enabling to consume the significant heating production
during the summer due to a large solar irradiation.

Table 3.14: Economic comparison with solar collectors and thermal stor-
age.

Solar collectors
without storage

Solar collectors
with storage

Used or installed
heating capacity
(MWth or MWhth)

/

6.077 of solar collectors @ node v1

9.229 of thermal storage @ node v1

CAPEX (M€) / 1.006
OPEX (M€) / 0.363
Revenues (M€) / 2.007
Profits (M€) / 0.638

Assuming an existing infrastructure for the solar collectors, the capital ex-
penses only include the required costs for the building of pipes and substations.
These costs are combined with operating expenses for the heating production
with solar collectors which are very low such that the main constraint for solar
heating remains on the available heating capacity during each period of the year.
From Table 3.14, it can be observed that capital and operating expenses are in-
deed very low compared to other previous case studies. Moreover, the maximum
available thermal capacity of 6.077 MWth is used to supply as much as possi-
ble heat to the consumers of the network. Consumers with the more interesting
heating demand profile are then selected based on the available heating capacity.

(a) Outline with solar collectors of
100 000 m2

(b) Outline with solar collectors of
100 000 m2 and a thermal storage

Figure 3.30: Outline with solar collectors of 100 000 m2.
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An increase of the heating capacity for solar collectors can be studied by
considering a larger available surface from 10 000 m2 to 100 000 m2 characterized
by a maximum available heating capacity around 60 MWth for solar radiation in
Liège. The increase of the available surface enables to connect more consumers to
the network thanks to a bigger heating capacity available all over the year despite
the intermittency of the solar energy. A case without and with a thermal storage
solution is depicted in Figure 3.30 to highlight the need of a thermal storage for
the development of heating network projects with thermal solar collectors.

Table 3.15: Economic comparison with solar collectors of 100 000 m2.

Solar
without storage

Solar
with storage

Used or installed
heating capacity
(MWth or MWhth)

/

60.774 of solar collectors @ node v1

78.649 of thermal storage @ node v1

CAPEX (M€) / 3.179
OPEX (M€) / 1.568
Revenues (M€) / 8.704
Profits (M€) / 3.957

The storage dynamics related to 10 000 m2 solar collectors is illustrated in
Figure 3.31. The main trends related to the thermal storage are that the storage
is generally loaded during periods with a high capacity factor and unloaded during
periods with lower capacity factors in order to supply as much heat as possible
all over the year considering the fluctuation of the available heating capacity.
Indeed, focusing on a shorter period of time at the beginning of the year, the
storage loading only occurs during periods with a sufficiently high capacity factor
while the storage is unloaded when there is no more available solar energy (i.e.
the capacity factor is zero).

(a) Storage dynamics for 10 000 m2 (b) Storage dynamics for 10 000 m2 at
the beginning of the year

Figure 3.31: Storage dynamics with 10 000 m2 solar collectors and a
thermal storage.

Thermal solar collectors combined with a thermal storage can be put in place
only for large available surfaces ensuring a sufficient heating capacity to feed the
network and the thermal storage. In this section and the previous ones, the



126 Chapter 3. Tests of the decision tool on a small-scale theoretical case study

heating technologies are supposed to be already available such that there are
no additional costs linked to the building of these plants. However, in practise,
there is generally a need to build these plants implying additional costs. For
example, for solar collectors, these building costs are significant (cf. Appendix
C) penalizing this technology for a heating network project starting from scratch.
In the next section, a new case starting from the initial one but adding these
building costs is considered in order to assess their impact on the outline and the
sizing of a heating network.

3.9.4 CAPEX of the heating sources
Including the components of the building costs into the optimization model,

a parametric study showing the impact of the capital expenses for the building
of heating plants can be achieved in the following. Restarting from the initial
reference scenario and considering capital expenses of respectively 600 €/kW and
1 000 €/kW for the building of the heating technologies, the new outlines defined
for these 2 cases are drawn out without and with storage solutions in Figure 3.32.

(a) CAPEX = 600 € without storage (b) CAPEX = 600 € with storage

(c) CAPEX = 1 000 € without storage (d) CAPEX = 1 000 € with storage

Figure 3.32: Outline of the heating network with different CAPEX for
the heating sources.

The capital expenses of the heating plants are a key component to take
into account to maximize the profits generated from the heating network
project. Indeed, an increase of the capital costs linked to the buildings of the
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heating plants leads to a decrease of the number of streets connected to remain
economically optimally profitable. On the other hand, the addition of a thermal
storage solution into the network slightly increases the profits made up from the
heating network project as illustrated in Table 3.16 and 3.17. However, it does
not affect significantly the outline of the network.

It can be noticed that the increase of the building costs obviously leads to
a decrease of the installed capacity because it becomes no longer profitable to
add more kW of heating capacity at some point. The optimization formulation
is useful to assess the optimal trade off between the heating capacity to put in
place and the number of streets to connect to the network in order to maximize
the net cash flow of the heating network project.

Table 3.16: Economic comparison with CAPEX = 600 €/kW.

Without storage With storage
Installed heating
capacity (MWth) 1.887

1.942 of heating plant @ node v1

7.729 of thermal storage @ node v1

CAPEX (M€) 4.251 4.374
OPEX (M€) 5.848 6.098
Revenues (M€) 11.133 11.617
Profits (M€) 1.035 1.145

Table 3.17: Economic comparison with CAPEX = 1 000 €/kW.

Without storage With storage
Installed heating
capacity (MWth) 0.888

1.173 of heating plant @ node v1

5.919 of thermal storage @ node v1

CAPEX (M€) 2.670 3.505
OPEX (M€) 3.248 4.184
Revenues (M€) 6.196 7.988
Profits (M€) 0.278 0.299

As for the test cases with a limited thermal capacity at the heating plants (cf.
Section 3.9.1), the storage is mainly used during periods of high heating demands
to cover the additional heating demand that can not be covered by the installed
heating capacity. A more significant part of the total heating demand can then
be supplied by the heating source combined with a thermal storage by loading
it optimally based on the optimally sized capacity assessed by the optimization
tool.

3.9.5 Location of the thermal storage
The thermal storage plays a key role in the design of district heating networks

acting as a buffer for shifting a part of the heating production in an optimal
way. An optimal operation of the storage enables to reduce the operating
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costs or to increase the total heating capacity available for the supply of the
network. However, the connection of the storage to the network generally implies
additional costs for building the required pipes to feed the network from the
storage. Therefore, the location of the thermal storage is also a part of the de-
cision process for the optimal outline and design of a new heating network project.

The influence of the location of the thermal storage on the outline and the
sizing of the network can be illustrated by restarting from the example in Section
3.9.2 using heat pumps at node v1 with an additional thermal storage at this
node. Considering that there is no more space to put this additional storage at
node v1, it can be considered that a potential storage could be put in place at
node v13 near the greenhouse of the studied neighbourhood. The optimization
model is processed in order to compare the case with a thermal storage at node
v1 and a thermal storage at node v13.

(a) With storage at node v1 (b) With storage at node v13

Figure 3.33: Outline of the heating network project for a scenario with
a heat pump and thermal storage at node v1 or v13.

Table 3.18: Comparison with thermal storage at node v1 or v13.

Heat pumps
with storage
@ node v1

Heat pumps
with storage
@ node v13

Used or installed
heating capacity
(MWth or MWhth)

16.377 of heat pumps
83.293 of thermal storage

11.815 of heat pumps
58.109 of thermal storage

CAPEX (M€) 3.522 3.681
OPEX (M€) 6.206 6.315
Revenues (M€) 13.497 13.497
Profits (M€) 3.758 3.501

The outline of the network, depicted in Figure 3.33, is modified due to the
integration of the thermal storage at another place. Indeed, it can be observed
that 2 new pipes are built in order to guarantee a connection of the heating
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consumers to both heating sources that are the heat pumps and the thermal
storage. New pipes between respectively nodes v13 and v12 and v5 and v6 are
built to ensure a bidirectional flow between these edges.

The building of these new pipes gets an impact on the capital expenses with
additional costs for the building of these pipes. It can be observed from Table
3.18 that these capital expenses have slightly increased of 159,000 € as well
as the operating costs have increased of 109,000 €. The raise of the operating
costs is due to the additional heating production during loading phases of the
storage. The heating production needs to be carried out from the heating source
at node v1 to the thermal storage at node v13 implying additional heat losses
and pumping power. These additional costs justify the smaller sizing of the heat
pumps and the thermal storage.

For a case where the thermal storage is not close to the heating source, an
optimal operation of the network promotes the use of the heat pump instead of
loading the thermal storage during some time periods with low heating production
costs. The optimization model enables to assess the best trade-off between loading
the thermal storage while counterbalancing additional losses or producing heat
using heat pumps with slightly higher heating production costs. The location
of the thermal storage is therefore ideal when it is close to the main heating
source of the network because it reduces the operating losses as well as the initial
additional investment costs to build new pipes to guarantee a bidirectional flow
into some edges of the network.

(a) With storage at node v1 (b) With storage at node v13

Figure 3.34: Repartition of the diameters for a scenario with a heat
pump and thermal storage at node v1 or v13.

The influence on the outline and the sizing of the network can also be
figured out by representing the repartition of the diameters into the network
as illustrated in Figure 3.34. With the inclusion of a storage at the opposite
of the heating source, the required diameters close to the heating source and
the thermal storage have to be bigger. Indeed, during unloading periods of the
storage where the storage is mainly used, larger power flows occur near the
thermal storage such that the pipe diameters have to be sized for these nominal
operating conditions. Therefore, it can be observed from Figure 3.34 that bigger
pipes diameters are used with a thermal storage at node v13 because of the
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additional bigger pipes required close to the thermal storage.

In practise, the location of the thermal storage is determined as a function of
the available surface at different locations. One of the goals of the optimization
formulation presented in this thesis relies on the design of any new prospective
heating network project from a blank sheet by finding the best synergies between
the available heating sources/surfaces and the heating consumers to determine
the most economically profitable solution to build a heating network. This final
feature is presented in the following section.

3.10 Outline and sizing of a heating network
from a blank sheet

The decision tool developed in this thesis has been used to determine the
optimal heating network from existing heating sources or prescribed alternative
heating sources from a given building surface. The optimization model can also
determine from a blank sheet which available surface could be used to build
a heating source feeding optimally the studied area with a heating network.
Generally, a new heating network project starts without any available heating
source which could be used to supply the network. In these new district heating
network projects, the main goal is then to identify which area could be economi-
cally profitable to connect and which zones could be used to install a new heating
production unit which would supply the network. These zones are defined by a
prescribed surface limiting the available heating capacity to install on this surface.

The decision tool can be used to select and size the optimal heating produc-
tion units and their locations minimizing the capital and operating expenses of
a heating network project while maximizing revenues from the building of this
network. This computation is really difficult to achieve because of the wide
range of possibilities for building a new heating network project. In this section,
the decision tool is therefore used to define the optimal network for a heating
network project starting from scratch.

Considering 3 available surfaces of 1000 m2 at nodes v1, v2 and v13 with
the possibility to select from a set of heating technologies described in Section
2.3.4.1 (except gas boiler units because we want to decarbonize the heating
production mix with alternative heating sources), the optimal outline and sizing
of a potential economically profitable heating network can be drawn out from
the optimization process and data available in Appendix B.

All the results related to two scenarios including or not prospective thermal
storage solutions are summarized in Table 3.19 and an outline for both cases
is provided in Figure 3.35. The integration of a thermal storage modifies the
outline of the network thanks to the storage capacity enabling to increase the
heating supply during high heating demand periods.
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(a) Optimal outline without storage
prospectives for 1 000 m2

(b) Optimal outline with storage prospec-
tives for 1 000 m2

Figure 3.35: Optimal outline for a new heating network starting from a
"blank sheet".

Table 3.19: Economic comparison of Scenario 3 starting from scratch.

Without storage potential With storage potential

Installed heating
capacity (MWth

or MWhth)
@ node v2



0.496 of
waste incinerator
1.135 of
wood pellets
0.162 of
heat pumps

@ node v2



0.560 of
waste incinerator
1.188 of
wood pellets
0.183 of
heat pumps
13.316 of
thermal storage

CAPEX (M€) 5.261 5.779
OPEX (M€) 3.726 4.060
Revenues (M€) 10.577 11.670
Profits (M€) 1.590 1.831
CO2 savings (%) 50.94 55.58

Two of the streets constitutive of the neighbourhood were assessed to be
non profitable if there were no thermal storage solutions. The integration of
a thermal storage solution enables to cover a more significant part of the total
heating demand such that all the streets are connected to the network with a
thermal storage. Regarding Table 3.19, the additional thermal storage leads
to additional capital expenses for the building of the thermal storage and the
new additional built pipes compared to the scenario without thermal storage.
However, these additional capital expenses are counterbalanced by an increase of
the heating sales revenues generated thanks to an additional heating production
capacity from the thermal storage.

It can also be noticed from Table 3.19 that without thermal storage, the
maximum installed capacity is insufficient to cover the whole heating demand all
over the year. The optimization model determines the optimal thermal capacity
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to install as well as the optimal selection of the streets to connect to the network
in order to maximize the net cash flow from this network. Regarding the thermal
capacities installed for the case without storage solutions, it can be noticed that
the optimization formulation determines a trade off between heating technologies
characterized by small capital expenses but large heating production costs and
heating technologies with a small heating production cost but larger initial capital
costs. The sizing of these different heating technologies remains theoretical and
wants to illustrate general trends for the sizing of heating production units into a
heating network. Indeed, for example, a heating plant like a waste incinerator will
not be custom-sized based on the total heating demand of the network but is sized
from the total amount of waste to manage. This will be illustrated in Chapter
5 with an existing waste incinerator retrofitted for its connection to a heating
network. From these theoretical considerations, the optimal building strategy for
a heating network consists then of:

1. Building a heating source characterized by relatively small heating produc-
tion costs. This heating plant is assigned as the main heating source to
provide the base heating load. The capital expenses linked to this technol-
ogy being bigger, the heating capacity of the base load plant is limited to a
certain amount which is assessed as the optimal base load heating capacity
to install.

2. Building an additional heating source characterized by slightly bigger heat-
ing production costs but smaller capital costs. This heating source is as-
signed as a heating source to stand for the main heating source during
periods with a higher heating demand.

3. Building a back-up heating source with a variable production cost that can
be used during periods of low heating production costs or periods of peak
demand.

(a) Heating production of the different
heating technologies for 1 000 m2

(b) Load duration curve of the heating
production for 1 000 m2

Figure 3.36: Dynamics of the heating production for an available surface
of 1 000 m2 without thermal storage.

This repartition of the heating production can be shown by analyzing the
outputs of the decision tool given for the scenario defined in this section. Figure
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3.36 shows that the waste incinerator is used all over the year to guarantee a
base load heating production. The wood pellets heating plant then serves as an
additional heating unit to provide heat for higher heating demands. Finally, the
heat pumps are used during periods of peak demands.

The heating production levels can be related to the installed power of the
different heating technologies units in Table 3.19. Indeed, it can be observed
that the decision tool prescribes a waste incinerator capacity around 500 kWth

which is operating all over the year with an additional wood pellets heating unit
with a heating capacity around 1 100 kWth operating around 45% of the year.
Finally, heat pumps are considered as an optimal back-up heating technology
operating around 30% of the year to ensure peak heating production with a
heating capacity around 150 kWth.

It can also be observed from Table 3.19 that adding a thermal storage at
node v2 makes profitable to build additional thermal capacity of the 3 different
heating plants in order to load the storage during periods characterized by low
production costs or by low heating demands. As illustrated in Figure 3.37, the
thermal storages are used during periods of high heating demands and are fed
by the additional installed capacity compared to the case without storage. This
additional capacity enables to guarantee a bigger total available heating capacity
leading to the connection of more streets to the network. It also enables to
integrate more easily heat pumps with a heating production which can be stored
during periods of low heating production costs. In terms of CO2 savings, the use
of thermal storages also enables to decrease the CO2 emissions thanks to the use
of alternative heating sources like these heat pumps.

(a) Heating production of the different
heating technologies for 1 000 m2

(b) Load duration curve of the heating
production for 1 000 m2

Figure 3.37: Dynamics of the heating production for an available surface
of 1 000 m2 with thermal storage.

This theoretical case study starting from a "blank sheet" shows that the
decision tool can optimally select the best locations to install heating production
technologies and which technologies to pick up and build in an optimal way.
However, this case has some limitations because capital costs are considered as
a purely linear function of the installed capacity for the building costs. These
costs are actually dependent on the power range on which they are considered
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such that the costs per unit of installed thermal capacity generally decrease
with an increase of the total installed power. These non linear costs would
imply a non-linear optimization formulation in the objective function such that
a piecewise linear formulation would also have been required to tackle this issue
and keep a linear formulation. This has not been considered in this thesis.

Moreover, for a real case study, some heating production units like waste
incinerators are not sized with the main goal to cover the heating needs of a
neighbourhood. Despite the automatically decision process of the optimization
model, the selection of these kinds of heating sources has therefore to be discussed
from the results of the model and can be constrained in some cases.

3.11 Comparison of a centralized and a decen-
tralized heating production scenario

This last scenario starting from a blank sheet can be used to be compared to a
totally decentralized heating production scenario where gas boilers units would
be installed in each dwelling constitutive of the neighbourhood. Compared to
the previous scenario, in this new scenario, all the streets are constrained to be
connected to the heating network and the heating network mandatorily supplies
the whole heating demand of the neighbourhood. From these constraints, the
optimization model enables to determine and size the optimal heating sources
mix.

For the decentralized heating production scenario, considering a gas boiler
cost of 4000€ per unit for individual buildings, 16,000€ per unit for apartments
and offices [108] and 18,000€ per unit for the greenhouse (60€/kW) [109], a total
capital cost for gas boilers of 4.902 M€ is computed based on the total number
of dwellings into the neighbourhood:

Table 3.20: Capital expenses for gas boilers.

Type of
dwellings

Number of
dwellings

Total heating
capacity to
install (kW)

Cost of
a gas

boiler (€)

Total
cost
(€)

S1 182 910 4000 728,000
D1 161 805 4000 644,000
T1 250 1000 4000 1,000,000
A1 0 0 16,000 0
O1 157 3140 16,000 2,512,000

Greenhouse 1 300 18,000 18,000
TOTAL 800 6155 4,902,000

For the heating production costs with individual gas boilers considering a 30
years project lifetime, they can also be computed in a simple way considering
a gas price of 0.07€/kWh and knowing the annual heating consumption of each
kind of dwelling:
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Table 3.21: Operating expenses for gas boilers.

Type of
dwellings

Number of
dwellings

Annual heating
consumption per
dwelling (kWh)

Total heating
production cost

over 30 years (M€)
S1 182 5952 2.275
D1 161 7278 2.461
T1 250 4956 2.602
A1 0 14,913 0
O1 157 14,944 4.927

Greenhouse 1 691,242 1.452
TOTAL 13.717

For the centralized heating scenario using a heating network, as illustrated in
Figure 3.38, the same heating mix than in the previous scenario is used except
that bigger heating sources capacities are installed to cover the whole heating
demand of the neighbourhood. All the economics outputs from the optimization
model are also provided in Table 3.22 for a 30 years project lifetime and compared
to the decentralized heating production scenario.

(a) Heating production of the different
heating technologies for 1 000 m2 with

thermal storage

(b) Load duration curve of the heating
production for 1 000 m2

Figure 3.38: Load Duration Curve for the different heating production
technologies.

Table 3.22: Comparison of the costs and CO2 emissions with a central-
ized and decentralized heating production scenario for a 30 years lifetime

project.

Heating network Gas boilers
CAPEX (M€) 10.299 4.902
OPEX (M€) 4.781 13.717

Total costs (M€) 15.080 18.619
CO2 savings (%) 56.68 /

The reader can quickly understand that the capital expenses linked to the
building of a heating network are really higher than the costs for implementing
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gas boilers in each dwelling. Even if these capital expenses are large, costs
savings achieved with heating networks by using heating production units with
lower production costs than the gas costs are significant over the lifetime of
the project. For the heating consumer, it is interesting to be connected to a
network because he pays the same heating price than using a gas boiler without
paying any heating production unit installation. Therefore, a heating network
technology is thus very interesting compared to a gas boiler into its house while
reducing its CO2 emissions. However, for the stakeholders of the funding of the
network, prescribing a heating sales price equivalent to the gas market price
might be uncompetitive. Indeed, it can be observed from Figure 3.39 that the
payback period to cover the capital and operating expenses is larger than 30
years because of the mandatory constraint to connect all the streets to the
network and to supply the whole heating demand over the year. The payback
period of this heating network project would be around 38 years. Therefore,
it becomes questionable to implement a heating network technology for the
whole neighbourhood because of the long-term payback period of the project.
Therefore, the heating network operator should provide heat at a larger cost
than 0.07€/kWh if he wants to remain economically profitable over the 30 years
project lifetime. However, even though it is not profitable over 30 years, the
project lifetime of a heating network is generally higher than 30 years such that
it could still be profitable if larger lifetimes are assumed.

Figure 3.39: Evolution of the Net Present Value of the project over 50
years.

Despite this long return on investment period, CO2 savings achieved with a
centralized heating production scenario and a heating network are significant and
are assessed to be around 56.68% (cf. Table 3.22) compared to a decentralized
heating scenario with gas boilers units in each dwelling. This scenario shows
that even if heating networks are not profitable on a short-term period, they
can provide long-term benefits by reducing the total heating production costs
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for the consumer while guaranteeing CO2 savings thanks to the use of partially
decarbonized heating sources. In these kinds of cases with new heating network
projects designed from a blank sheet, it is therefore important to get a long-term
vision from a network operator point of view. Another key factor which could
promote the heating network concerns the allocation of public subsidies. Indeed,
these subsidies could help for financing capital expenses of heating networks while
guaranteeing an environmentally-friendly solution with an economic benefit for
the heating consumers.

3.12 Comparison of the linear and piecewise lin-
ear optimization formulations

In order to guarantee a quick computation time and numerical convergence,
a purely mixed-integer linear formulation has been used for all the previous
cases. The linearization of some functions like the pipes costs and the heat losses
linked to these pipes can lead to underestimations of the real costs and heat
losses related to the heating network. As described in Section 2.3.3.1, a purely
linearized formulation underestimates the real values of these variables such that
a piecewise linearization would be more appropriate to increase the accuracy of
the solution. The problem of the piecewise formulation relies on the significant
increase of the number of decision variables of the optimization problem which
could lead to larger computation times. Therefore, a comparison of the purely
linear and the piecewise linear formulations is achieved.

The use of a piecewise linear formulation on the test case described in Section
3.8 slightly changes the results obtained from the optimization model. Even
though the outline of the network remains the same for both formulations, the
piecewise formulation leads to a different sizing of the used heating capacity and
of the diameters of the pipes. As illustrated in Figure 3.40, it can be observed
that with the piecewise formulation, the decision tool defines smaller diameters
as optimal diameters for the pipes due to a smaller used heating capacity and the
larger pipes costs for a given power flow linked to the piecewise linear formulation.

(a) Purely linear formulation (b) Piecewise formulation

Figure 3.40: Pipes diameters for both formulations.
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Table 3.23 illustrates this use of a smaller heating capacity with a piecewise
formulation in order to decrease the pipes diameters into the network. This
implies a very small decrease of the revenues generated from the heating sales
because the heating plant can not feed the heating demand all over the year.
This decrease of heating revenues illustrated in Table 3.23 is relatively small
compared to the total revenues.

Table 3.23: Comparison of the model with a purely linear and piecewise
linear formulation for 144H.

Purely
linear

Piecewise
linear

Used heating
capacity (MWth) 5.200 3.780

CAPEX (M€) 3.340 3.592
OPEX (M€) 7.106 7.073
Revenues (M€) 13.497330 13.497080
Profits (M€) 3.051 2.832
Computation time 91s = 1 min 31s 1 217s = 20 min 17s
Number of variables 35 111 84 359

As illustrated in Figure 3.41, an installed heating capacity of 3.780 MWth

enables to feed the heating demand of the whole network during 99% of the
year while decreasing the largest sized pipe diameter due to the lower maximum
heating demand over the year. The use of the piecewise linear formulation can
therefore provide a better trade-off between the maximum heating capacity to
install or use and the related pipes diameters to install thanks to a better assess-
ment of the pipes costs.

Figure 3.41: Load Duration Curve of the studied neighbourhood.

However, the number of variables with the piecewise formulation significantly
increases for this case study characterized by a small number of edges. Defining
5 continuous variables y0,1,2,3,4 and 4 discrete variables b0,1,2,3 per edge j for each
timestep t leads to the definition of 49 248 additional variables 2 here. There
are indeed 38 edges constitutive of the network including 16 edges connecting all

2(5 + 4) · 38 · 144 = 49248 new variables
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the nodes of the graph with 3 additional edges linking the heating sources to the
nodes and their 19 reverse edges. There are then indeed 84 359 - 35 111 = 49 248
additional variables defined into the optimization formulation. This large increase
of the number of variables leads to a significantly higher computation time which
is non negligible in cases with large neighbourhoods made up of thousands of
streets. For the application of the decision tool to large case studies like the one
in Chapter 5, the purely linear formulation has been used to guarantee a trade-
off between a sufficient accuracy and a feasible computation time. Indeed, it has
been tried to apply the piecewise linear formulation to the large-scale case study
in Chapter 5 without any success.

3.13 Conclusion
This chapter aims for highlighting the main features of the optimization

model presented in the previous chapter. Small theoretical case studies used in
this chapter show that a heating network project can be designed from existing
heating sources or from a blank sheet starting from available building surfaces
for different scenarios whose parameters are defined by the user of the decision
tool. This general approach can give a pre-design of the outline and the sizing
of any heating network even though this decision tool is not sufficient to entirely
optimize a heating network project. Indeed, some assumptions about heat and
pressure losses have been made into the model to keep it as a linear formulation
while in practise, these assumptions are not verified due to dynamic physical
phenomena occurring into the network. In order to bring a critical point of
view about the optimization model developed into this thesis and to show its
main weaknesses, a dynamic modelling method is used in the next chapter to
check the validity of some assumptions of the optimisation model and to cali-
brate the parameters of the optimization model based on this dynamic modelling.

Some simplifications have also been applied to the model for its use with
large-scale case studies like the one in Chapter 5. The selection of representative
days for reducing the number of optimization variables and the choice of a purely
linear formulation to avoid an increase of the number of binary variables into the
problem are questionable because it has been shown in this chapter that these
simplifications impact the value of the solution provided by the optimization
model. The reader has to be aware that these simplifications are achieved for the
applicability of the tool to large-scale case studies. Even if these simplifications
are responsible for quantitative errors because of some approximations, it has been
illustrated that these simplifications are not responsible for large qualitative errors
such that they can help the user of the tool to take good pre-design decisions in a
feasible computational time. As already mentioned in Section 2.5, other existing
decision tools can then be used to refine the accuracy of the solution for the sizing
of the heating network based on the outline defined by the optimization tool.
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Chapter 4

Calibration of the optimization
model from dynamic simulations

“The good Lord is in the detail”
—Gustave Flaubert

The optimization tool presented in Chapter 2 and exhibited in Chapter 3
enables to size a new heating network project from a blank sheet or from existing
available heating sources by maximizing the net cash flow taking into account
some physical constraints linked to the network. However, the linearization of
some physical equations for the optimization formulation can lead to inaccurate
solutions compared to the real physical behaviour of the heating network. The
use of a dynamic model for the modelling of the theoretical heating network
presented in Chapter 3 is achieved in order to provide a critical analysis of the
linear formulation simplifying some physical phenomena that can occur into
the network. Dynamic simulations based on operating conditions prescribed by
the optimization formulation are then used to calibrate the parameters of the
linear formulation and check if the new results obtained with this calibration are
consistent or not.

This chapter mainly aims for criticizing some assumptions made in Chapter
2 and for providing a quantitative analysis of the numerical errors linked to the
approximation of the heat losses into the optimization model. Indeed, it has been
illustrated in Chapter 2 that heat losses have been linearized as a function only
of the power flows in nominal operating conditions. This assumption enables to
formulate linearly the problem as a unique function of the power flows into the
pipes. Nevertheless, this simplification might lead to an underestimation of the
real heat losses into the system such that dynamic simulations are used to show
the impact of this assumption on the results. The following dynamic model is
then involved into a calibration of the parameters defined in Chapter 2 to try
to take into account more accurately about these physical phenomena in the
optimization formulation.
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4.1 Description of the dynamic model
The implementation of an optimization model for the outline and the sizing of

a heating network taking into account heat losses is not sufficient for accurately
taking into account these heat losses for the real design of a network. An
optimization model enables to identify the main trends to follow in order to
minimize the capital expenses while maximizing heating revenues but does not
determine the optimal operating conditions for the network to gain some more
savings regarding the additional heating production to counter-balance heat
losses. Once the outline and the sizing of the network is achieved, dynamic
models can be used to define optimal control strategies for costs and energy
savings. Several control strategies are studied in the literature based on a
dynamic modelling of the network [110–114]. These techniques provide adapted
regulations for optimal operating temperatures over the network and are based
on a more detailed dynamic optimization of the system than the optimization
framework provided in this thesis. However, in this chapter, these optimal
regulation models are not used because they are not the core of this thesis. The
main goal of this chapter is to provide a critical insight on the optimization
framework used in Chapter 3 based on a simple dynamic model to assess more
accurately the physics of the system.

A dynamic model enables to assess the distribution of the mass flow rates
among all of the pipes while taking into account inertia effects. Consequently,
transportation delays of the heat waves from the heating sources to the substa-
tions are estimated according to the pipe lengths. These physical phenomena can
be handled through the use of dedicated dynamic simulation softwares. In this
thesis, the software Dymola based on the object-oriented language Modelica is
used. Different existing components from available libraries based on the IBPSA
project like Buildings [115] in Dymola are used to model the whole heating net-
work. These models are useful to handle more accurately the behaviour of the
heating network taking into account the inertia effects. An accurate modelling
of these effects enables to provide a critical analysis of the optimization model
previously presented and to try to increase the accuracy of the assessment of
the heat losses for prescribed operating conditions in the decision tool. Based
on the studied test cases in this thesis for third generation heating networks,
supply and return temperatures T w,in and T w,out of respectively 90°C and 60°C
are considered for the calibration of the parameters of the optimization model
from dynamic simulations. Other operating temperatures could of course been
considered for new applications in the future while fitting the parameters of the
optimization model from the heat transfer model presented in Section 2.3.3.1 and
calibrating these parameters using dynamic simulations from this chapter.

4.1.1 Piping model
The piping model is the key part of the whole system as it represents the link

between the several heating consumers and the heating production units. Two
main numerical models exist in the literature for the dynamic modelling of a flow
into a pipe: the finite volume model (FVM) and the plug flow model (PFM).
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4.1.1.1 Finite Volume Model

Generally, numerical methods used to model thermo-hydraulic flows in pipes
are Finite Volume Methods [116]. As shown in Figure 4.1, they consist in divid-
ing the pipe along its longitudinal axis in a discrete number of cells such that
thermodynamic properties are computed, as depicted in Figure 4.1, based on an
upwind scheme. hi and ṁi represent the enthalpy and the mass flow rate in a
cell i, Ti and Pi stand respectively for the temperature and pressure in these
cells. In each cell, one-dimensional Euler equations are applied, namely the mass,
momentum and energy conservation equations assuming an incompressible fluid
with a constant density ρ. The upwind scheme enables to determine the enthalpy
at the inlet of a new cell i based on the enthalpy at the outlet of the previous
cell: hsu

i = hex
i−1.

Figure 4.1: Finite Volume Method.

Conservation of mass

For any control volume defined by a cell of the discretization, the mass conser-
vation can be represented by the following general equation:

∂ρ

∂t
+ ∇ · (ρv) = 0 (4.1)

Simplifying the problem to a one-dimensional flow in the x-direction consid-
ering a radially uniform velocity flow v into the pipe, the conservation of mass
can be written as:

∂ρ

∂t
+ ∂(ρ · v)

∂x
= 0 (4.2)

Considering a constant cross-section pipe area (AS = Cst) and an incompress-
ible fluid (ρ = Cst), this differential equation can be rewritten in its simplest form
for the finite volume method:

ṁex − ṁsu = 0 where ṁ = ρ · AS · v (4.3)
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Conservation of momentum

The general unidimensional form of the equation related to the momentum
conservation is represented as below:

∂(ρ · v)
∂t

+ ∂(ρ · v2 + P )
∂x

= βgravity + βfriction (4.4)

with βgravity = ρ · g · ∂z
∂x

βfriction = βfriction,reg + βfriction,sing

.

For the friction terms in the momentum conservation equation, the singular
term βfriction,sing is related to complex equations due to local singular variations
of pressure related to a section pipe variation. Considering a constant cross-
section area into a pipe, this term can be deleted from the general momentum
conservation equation such that regular friction βfriction,reg is only taken into
account. For an incompressible fluid and making the assumption 1 that there
is no elevation between the inlet and the outlet of the pipe ( ∂z

∂x
= 0), the 1D

momentum equation can then be simplified as follow:

P su
i − P ex

i = βfriction,reg (4.5)

Conservation of energy

The last 1D Euler equation with regard to the conservation of energy takes the
following form:

∂(ρ · e)
∂t

+ ∂((ρ · e + P ) · v)
∂x

= v · βgravity + βconvection (4.6)

with e = h + 1
2 · v2

βconvection = q̇loss
.

Considering an incompressible fluid and applying the previous equation for
mass conservation (cf. Eq. 4.2), a simplification of the energy equation could be
obtained as in [117]:

q̇loss = ρ · V · ∂h

∂t
(4.7)

These 3 simplified conservation equations can be solved numerically using the
finite volume method for the modelling of the flow of an incompressible one-
dimensional flow into a pipe. Assuming an incompressible fluid, fluid properties
calculations are simplified with the finite volume method to reduce the compu-
tation time. In order to keep the computational time in acceptable bounds, the

1This assumption is made to simplify the conservation equation even though it is not always
the case in a real heating network.
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cell size ∆x as well as the integration timestep ∆t have to be kept sufficiently
large which can lead to numerical diffusivity. For computational fluid dynamics
problems, a dimensionless number, the Courant number (Co), is defined:

Co = v · ∆t

∆x
(4.8)

To avoid numerical diffusivity, this number must be as close as possible to
unity (while remaining lower than one). Large numerical diffusivity appears with
low Courant numbers. These aspects are detailed in [118] where the interested
reader can refer to for more information. The influence of this Courant number on
the numeric solution is also indirectly illustrated in the following while comparing
this method with the Plug Flow Method.

4.1.1.2 Plug Flow Model

The Plug Flow method is an alternative approach where thermodynamic
properties are calculated only at both ends of the pipe. A time delay function
determines the residence time of an amount of fluid within the pipe in order to
assess heat losses. This method can be characterized as a Lagrangian approach
regarding the motion of a fluid particle as a function of the time and initial flow
conditions. The resulting model gives an analytic expression of the pipe outlet
temperature from conservation equations.

As illustrated in Figure 4.2, the Plug Flow Method considers an amount of
flow entering the pipe at a given time t0 and outcoming after t0 + ∆t seconds.
An amount of fluid entering at a temperature T3 for example is flowing into
the pipe of length L during ∆t seconds. Based on this representation, a time
delay function taking into account this timestep ∆t can be defined. This method
enables to compute fluid properties only at the inlet and the outlet of the pipe
reducing significantly the number of calculations to perform and indirectly the
computation time. Moreover, this method enables to avoid numerical diffusivity
which can be a problem for the dynamic modelling of heating networks.

Time delay function

The time delay is computed from the one-dimensional wave equation enabling
to compute properties of each fluid segment in spatial and time coordinates:

∂z(y, t)
∂t

+ v(t) · ∂z(y, t)
∂y

= 0 (4.9)

with z(y, t) representing the transported quantity as a function of the nor-
malized spatial coordinate y and v(t) the normalized velocity of the fluid in the
pipes. A more detailed explanation of the time delay model can be found in
[119]. This wave equation is useful for analyzing the dynamic behaviour of the
network and to consider the heating network itself as a heating storage system
using the dynamics phenomena occuring into the system since it does not involve
any additional investment cost compared to thermal storage tanks [120].
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(a)

(b)

(c)

Figure 4.2: Principle of the Plug Flow Method.

Heat losses calculation

The aforementioned plug flow method implemented in the IBPSA library [121]
in Dymola is based on a combination of the energy and continuity equation.
Neglecting axial diffusion and dynamic effects due to pressure losses and pipe
frictions, the conservation equation can be written as follow:
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∂(ρcV AT )
∂t

+ ∂(ρcV AvT )
∂t

= −q̇loss with q̇loss = T (t) − Tsur

R
(4.10)

A corresponds to the total circumferential area of the pipe, v is the velocity
of the fluid in the pipe and q̇loss represents heat losses along the pipe in W/m
assuming a constant thermal resistance R between the pipe and its surroundings.
Considering a constant surroundings temperature Tsur prescribed by the ground
temperature for the case of buried pipes into a heating network and setting a
constant heat capacity per unit length CV = ρcV A, Eq. 4.10 can be integrated
spatially on a non-zero infinitesimal step δx:

CV · dT (t)
dt

· δx = −T (t) − Tsur

R
· δx (4.11)

Integrating this ordinary differential equation on the time delay ∆t computed
from Eq. 4.9, the analytical expression of the pipe outlet temperature can be
written:

Tout = Tsur + (Tin − Tsur) · e
− ∆t

R·CV (4.12)

From Eq. 4.12, it can be seen that the outlet temperature is only depen-
dent on the inlet temperature, the surroundings temperature and the time delay.
Thermodynamic properties at intermediate locations inside the pipe are thus not
necessary in this case. Thermal inertia of the pipe is included in the model by
an addition of thermal capacities to this plug flow model.

4.1.1.3 Comparison of the finite volume and plug flow method

Before simulating the test case presented in Chapter 3, a simple test case is
used to compare both methods. It simply consists in studying a 1 km long pipe
with a step increase of temperature of 10°C at the inlet of the pipe. Due to
the significant length of the pipe and the relatively slow prescribed velocity of
the fluid (≈ 1m/s) in the pipe in order to avoid important pressure drops, delay
effects can appear in the pipe due to the propagation time of the heat wave due
to these slow velocities.

Figure 4.3: Case study: 1km long pipe with an increase of temperature
of 10°C at the inlet.

Firstly, the use of a finite volume model from the ThermoCycle library in
Dymola with different discretization steps (10, 100 cells or 200 cells) shows the
influence of the discretization scale on numerical diffusivity effects.
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Figure 4.4: Evolution of the temperature with a finite volume model in
Dymola for different discretization scales.

As can be observed in Figure 4.4, the increasing number of cells enables to
decrease the numerical diffusivity of the problem approximating more accurately
the exact solution of the problem. However, the increase of the number of cells
requires a more significant computation time. Compared to the finite volume
model commonly used in the modelling of thermal systems, the use of a plug
flow model for the computation of the temperatures at the inlet and outlet of
the pipes enables to avoid any numerical diffusivity in the numerical solution (cf.
Figure 4.5). Therefore, from a numerical point of view, it is more interesting to
use this approach for the computation of the temperatures into the system.

Figure 4.5: Evolution of the temperature with a PFM in Dymola.
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As shown in the previous section, the plug flow model gives more accurate
results than the finite volume model. Comparing in Table 4.1 the finite volume
method with 100 cells and the plug flow model with regard to the computation
time, it can be observed that in addition to provide a better solution, the plug
flow method is faster than the finite volume method. This computation speed is
mainly due to the computation of the temperatures at only two points (the inlet
and the outlet of the pipe) compared to the finite volume method which requires
the computation of thermodynamic state variables in each discretized cell of the
pipe.

Table 4.1: Computational performance with Finite Volume Model
(FVM) and Plug Flow Model (PFM).

Dymola FVM [s] 1.49
Dymola PFM [s] 0.19

Consequently, following this analysis, the plug flow model in Dymola seems
to be the best solution to consider for the modelling of district heating systems.
There are two models using the plug flow method in the IBPSA library from
Dymola:

• An adiabatic model that does not take into account heat losses in the pipes
due to a temperature difference between the fluid in the pipes and the
outdoor temperature;

• A pipe core model taking into account heat losses in the pipes;

Models including heat losses are used for the modelling of the network in this
chapter in order to compare heat losses computed from the optimization model
and the dynamic model. A graphical representation of this type of pipe in Dymola
is proposed in Figure 4.6.

Figure 4.6: Model of pipes with heat losses in Dymola.
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4.1.2 Heating source model
For the heating source, an ideal heating source sets prescribed temperatures

and pressure levels as a function of the total heating demand over the network.
Heating temperatures are prescribed as inputs of the model such that the model
enforces the outlet temperature of the heating source being equal to the oper-
ating set point temperature T w,in (= 90°C) of the network prescribed for third
generation heating networks. A detailed view of the component is proposed in
Figure 4.7.

(a) (b)

Figure 4.7: Model for the heating source.

Prescribing a set point temperature at the inlet of the network and knowing
the total mass flow rate ṁtot over the network (prescribed by the mass flow rates
flowing through the substations with a prescribed temperature difference ∆Tsub =
30 °C as in the optimization model in Chapter 2), the required heating production
to feed the whole network can be computed as in Eq. 4.13.

Q̇tot = ṁtot · cp,w · (T w,in − T w,out) (4.13)

with T w,in = 90°C and T w,out is prescribed by the temperature difference ∆Tsub

at the substations.

4.1.3 Substation model
For the modelling of the substations feeding the heating consumers all over the

network, a simple model developed in the Buildings library is used. This model
gets as an input a time table identifying hourly heating demands for each substa-
tion Q̇heat and the temperature difference at the primary side of the substation is
prescribed. Mass flow rates into the substations can then be directly computed
as described in Eq. 4.14 considering a constant heat exchanger efficiency. In
practise, this efficiency is dependent on the operating conditions. However, for
the simulations, a constant efficiency is assumed as in the optimization model.
The substation model simply computes a mass flow rate from a prescribed tem-
perature difference ∆Tsub at the substation and the total heating demand linked
to the substation Q̇sub.

ṁsub = Q̇sub

cp,w · ∆Tsub

(4.14)
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4.2 Dynamic simulations of the theoretical case
study

The optimization tool presented in this thesis has been applied to the theoreti-
cal case studied in Chapter 3 in order to optimize the sizing of the heating sources
and the pipes as well as the outline of the network. The optimal heating network
resulting from the optimization process can now be modelled with the dynamic
model described in the previous section in order to take into account real physical
phenomena into the network. Results relying on dynamic simulations are use-
ful to check the consistency of the main assumptions linked to the optimization
model. The optimized heating network in Scenario 3 of the theoretical case study
in Section 3.2 based on a 90-60°C temperature regime is illustrated in Figure 4.8.

Figure 4.8: Map of the optimal network sized by the decision tool.

This heating network can be modelled using Dymola prescribing all the
features of the network like the pipe diameters as well as the temperature
operating set points from the optimization formulation in Chapter 2. The
Dymola model depicted in Figure 4.9 can then be used to study the behaviour
of the network over the whole year. Prescribing the hourly heating demands
computed in Chapter 3, the use of the dynamic model can provide the value of
the main operating features of the network including heat losses.
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Figure 4.9: Dynamic model of the optimal network sized by the decision
tool.

4.2.1 Heat losses for a 90-60°C operating network
The optimized network has been sized considering a 90-60°C nominal operating

regime. Based on this operating regime with a constant temperature difference
at the substations, the dynamic model can be used to assess the heat losses
throughout the year. Figure 4.10 exhibits the heat losses computed with the
optimization model and with the dynamic model.

(a) Normal operation. (b) Without operation during the summer.

Figure 4.10: Comparison of the heat losses with the optimization model
and the dynamic simulations.

It can be observed that with the optimization model, heat losses are assessed
to be more or less constant over the year except during very low heating demand
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periods (in the summer for example) for which they are equal to zero because of
the non operation of the network during too low heating demand periods. This
approximately constant heat losses profile is due to the linearization of the heat
losses as a function only of the power flows into the pipes. As can be observed in
Figures 2.11 and 2.12, heat losses are dependent on the range of power flows into
the pipes. For the studied case in this chapter, global power flows are included
between 0 and 5 MWth such that heat losses vary very little within this power
range using the linear formulation presented in Chapter 2. However, as explained
in this chapter, this formulation takes into account nominal operating conditions
using a generic formula dependent only on the power flows. For operating
conditions out of the nominal conditions, small power flows are supplied into
large pipe diameters such that heat losses computed with the dynamic model
are larger than the ones computed with the optimization model.

For a prescribed temperature difference at the substations, heat losses with
the dynamic model compared to the optimization model are significant during
the summer characterized by periods of very low heating demands. These non-
zero very low heating demands lead to very low mass flow rates into the pipes
of the network. Pipes diameters of the network being sized for nominal oper-
ating conditions, the velocities into the pipes during these low heating demand
periods are significantly low. The time residence of the fluid into the pipe then
increases leading to a large temperature decrease into the pipe as represented
mathematically by Eq. 4.12. In a well-regulated heating network, the tempera-
ture difference at the substations is not constant because the network operator
looks for optimally operating the network prescribing the most adequate temper-
ature levels in order to minimize heat losses. Indeed, the optimal operation of
the network requires to guarantee an optimal mass flow rate into the pipes by
decreasing the prescribed temperature difference at the substations during peri-
ods of lower heating demands. However, it is not the goal of this thesis: other
scientific works mentioned previously focus on this research topic. A constant
temperature difference is prescribed in the dynamic model used in this chapter
to compare fairly the optimization model and the dynamic simulations. In order
to take into account these heat losses as consistently as possible compared to real
operating conditions and based on the optimal operation determined by the de-
cision tool, a scenario without network operation during too low heating demand
periods (especially during the summer) due to too large heat losses is considered
to fairly compare heat losses with the optimization tool and the dynamic model.
Table 4.2 compares heat losses with the optimization model and the dynamic
simulations.

Table 4.2: Comparison of the heat losses with the optimization model
and the dynamic simulations.

Optimization
model

Dynamic
simulations

Dynamic simulations
with no summer

operation
Heat losses (GWh) 0.355 0.856 0.776

Heat losses ratio (%) 5.43 13.10 11.88
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As previously explained, heat losses are underestimated with the optimization
model because of the assumption to operate the network in nominal conditions
all over the year even with a constant temperature difference at the substations.
However, even if these heat losses are underestimated, a heat losses ratio around
5% seems acceptable for a heating network. However, heat losses ratios around
10-15% are generally observed in real third generation district heating network
projects [122]. Moreover, as shown in Table 4.2, a heat loss ratio of the same
order of magnitude has been computed with dynamic simulations. In order to
take into account this underestimation of the heat losses in the optimization
model, a calibration factor increasing the heat losses variable Q̇loss

j,d,t is used to
show the influence of the assessment of the heat losses in the optimization model
on the outline and the sizing of the heating network.

4.2.1.1 Calibration on the parameters for the assessment of the heat
losses

To fit as well as possible the heat losses computed with the dynamic model
with no network operation during the summer, a scale factor based on the heat
losses computed for both cases is used to fit the value of the global heat losses
over the year of the optimization model with the value of the heat losses with
dynamic simulations. Based on values from Table 4.2, a scale factor is applied
to the value of the variable Q̇loss

j,d,t in Eq. 2.19. This scale factor is computed as
follows:

Scale factor [-] =

Heat losses with dynamic simulations
with no summer operations [GWh]

Heat losses with the optimization model [GWh] = 2.19

Based on this scale factor, a comparison of the initial scenario and the new
one with a scale factor applied to the heat losses variable Q̇loss

j,d,t is then provided
hereafter.

Table 4.3: Comparison of the results with the initial and the calibrated
optimization model.

Initial optimization Calibrated optimization
Used heating
capacity (MWth) 5.324 5.409

CAPEX (M€) 3.346 3.346
OPEX (M€) 7.180 7.518
Revenues (M€) 13.684 13.603
Profits (M€) 3.157 2.739

From Table 4.3, it can be observed that the calibration of the heat losses in
the optimization model implies a slight increase of the total used heating capacity
with an additional thermal capacity of 85 kW to counterbalance the additional
heat losses. These additional heat losses require larger heating production levels
including these additional heat losses into the total heating production. Total
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operating expenses over the 30 year project lifetime then increase by 339,000 €
due to additional heating production costs to counterbalance these additional
heat losses. However, due to the fact that this increase of the heating produc-
tion is relatively small compared to the total heating production, there are no
consequences on the outline of the network (cf. Figure 4.11). Indeed, the outline
remains the same than for the initial scenario such that capital expenses also
remain identical to capital expenses of the initial scenario. However, because of
the larger heat losses, the optimization model sometimes chooses to do no more
operate the network compared to the initial scenario because it assesses the oper-
ation as non profitable due to too small heating demands over the network. This
implies a reduction of the total revenues of 81,000€ related to the heating sales
to the consumers as shown in Table 4.3.

(a) Outline with the calibrated optimiza-
tion model.

(b) New heat losses with the calibrated
optimization model.

Figure 4.11: Results with the calibrated optimization model.

Figure 4.11 also illustrates the new heat losses computed from the optimiza-
tion model compared to the total heat losses computed over the whole year with
previous dynamic simulations. The calibration of the heat losses using a scale fac-
tor enables to reoptimize the network such that the new optimal heating network
and the related heat losses can fit more accurately with heat losses computed
with dynamic simulations. As illustrated in Table 4.4, a simple dynamic model
based on the operating conditions prescribed by the optimization formulation
can therefore be useful to guarantee a more accurate solution by updating the
parameters linked to the heat losses for any new heating network project.

Table 4.4: Comparison of the heat losses with the calibrated optimization
model and the dynamic simulations.

Calibrated
optimization

model

Dynamic simulations
with no summer

operation
Heat losses (GWh) 0.718 0.776

Heat losses ratio (%) 10.99 11.88

Indeed, from a dynamic model using the optimal outline and sizing of
the first optimization run as an input, the output of this dynamic model
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could provide a scale factor used for updating the computation of the heat
losses in the optimization model. A feedback looping until reaching conver-
gence between the heat losses computed from the optimization model and
with the dynamic simulations could also be useful for this calibration. This
was not the core of this thesis but can be seen as a future perspective of this work.

Even though this calibration enables to increase the accuracy of the assess-
ment of the heat losses over the network, prescribing temperature levels over
the network in order to optimize the outline and the sizing of the network as a
unique function of the power flows into the pipes of the network might imply some
limitations about guaranteeing thermal comfort for any consumer connected to
the network. Temperature decreases over heating networks may sometimes do
not guarantee a sufficient temperature level for the consumers at the end of the
network. These temperature evolutions into a heating network are illustrated
in the following section to point out the limitations when considering constant
temperature levels over the network.

4.2.1.2 Temperature profiles over the network

The optimization tool relies on the assumption of a constant temperature dif-
ference at the substations all along the year without any temperature decrease
at some points of the network such that a 90-60°C operating regime is prescribed
for a third generation heating network. In practise, this assumption is not veri-
fied because a temperature decrease is observed along the network. Considering
firstly the temperature profile along the main line of the network for nominal
conditions, Figure 4.12 illustrates the temperature gradient into the network for
nominal conditions.

Figure 4.12: Temperature decrease along the network for nominal con-
ditions.

The temperature decrease is assessed around 2°C per kilometer of pipe
for nominal operating conditions. This temperature decrease is relatively
low even if it could get a significant impact for a large-scale heating network
spanning over tens of kilometers. Moreover, the temperature decrease can really
be affected during periods of low heating demands as previously explained.
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As observed in Figure 4.13, the temperature profile throughout the year is
totally different during a period of high heating demand compared to a period
of low heating demand for a prescribed temperature difference at the substations.

(a) Temperature between node v1 and v13 (b) Temperature between node v1 and v8

(c) Temperature between node v1 and v2

Figure 4.13: Temperature profile along different branches of the network.

Two main observations can be drawn out from Figure 4.13. The first one is
that the temperature decrease is really significant during periods characterized by
a low heating demand for a prescribed temperature difference at the substations
such that assuming heat losses as linearly proportional to the heat flow into
a pipe does not represent the real physics of the system. The second one is
that this temperature decrease can mainly be observed in network pipes with a
nearly zero heating demand during a part of the year as observed in edges v7v8
and v3v2. In these edges, the heating demand is really close to zero such that
the residence time of the fluid into the pipe is sufficiently high for a decrease of
the temperature from a supply water temperature of 90°C to the surroundings
temperature of 10°C. As explained previously, during these periods of low
heating demands, it is thus required that the operator reduces the prescribed
temperature difference at the substations in an optimal way to avoid a too
important temperature decrease over the network or that the operator does not
operate the network because of the too low heating demands.

The decision tool presented in this thesis has thus some limitations for the
modelling of physical phenomena like the heat losses into the network. One
of the goals of the decision tool relies on the robustness of an optimization
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process applied to a heating network for large-scale case studies such that a
linear formulation has been chosen to guarantee a unique optimal solution for
any new case study. However, this linearization leads to some assumptions
and approximations which neglect some physical phenomena into the optimized
designed network.

The use of the decision tool has thus to be complemented by the use of a
dynamic model, as the one presented in this chapter, to analyze the main physical
trends linked to the pre-designed strategy defined by the decision tool. The
dynamic model can then be a powerful tool to calibrate the optimization model
in order to assess in a more consistent way heat losses over the network.

4.3 Conclusion
The decision tool presented in this thesis relies on an optimization model

which has been linearized to guarantee robustness and convergence for any case
study from small-scale instances like in Chapter 3 to large-scale instances like in
Chapter 5. This linearization leads to some approximations which can provide
trends to estimate the profitability of a heating network into a given area.
However, the optimization model can not determine accurately the heat losses
which are linked to the mass flow rates into the network in a non-linear way. This
chapter highlights this weakness of the presented optimization methodology by
providing a complementary dynamic model to the optimization tool to illustrate
more accurately the physics of the system.

A literature review has been performed to identify simple dynamic models
which could be used for modelling the heating network based on operating
conditions prescribed by the optimization model. After selecting the optimal
dynamic model to handle with physical phenomena, a comparison of the results
obtained with the optimization model and the dynamic model shows that as
expected, the optimization model underestimates the total heat losses. Even
though the assessment of the heat losses with the optimization model seems to
provide an acceptable heat losses ratio around 5%, a calibration on the heat
losses variable is achieved in the optimization model.

This calibration enables to fit the assessed heat losses in the optimization
model with the heat losses computed from the optimization model. This calibra-
tion could be considered in a generic retroactive looping using dynamic simula-
tions to update heat losses in the optimization formulation until reaching con-
vergence between both models. This is not implemented in this thesis but is
considered as a perspective for further works.
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Chapter 5

Application of the decision tool
to a large-scale real case study

“The scientist is not a person who gives the
right answers, he’s one who asks the right
questions.”

—Claude Levi-Strauss

One of the goals of the decision tool presented in Chapter 1 relies on the
applicability of this tool to any new case study from small-scale to large-scale
applications. More specifically, as a reminder, the initial purpose of the tool
is based on its applicability to a large-scale neighbourhood of the township of
Herstal (Liège, Belgium) for helping the industrial company (Coriance) to design
of a third generation heating network based on different inputs parameters
defined by the company. As illustrated in the previous chapters, in the frame
of the EcoSystemPass research project, this thesis aims for developing a generic
optimization tool which can be applied to third generation heating networks and
easily replicated to fourth generation heating networks for future projects. From
pre-defined inputs data given by other research groups working on this research
project, the decision tool can then optimize different scenarios for implementing
the future Herstal heating network from prescribed constraints.

Chapter 3 illustrated the main application fields of the decision tool on a
theoretical case study showing the influence of some economic and urbanistic
parameters on the outline and the sizing of heating networks. Before applying
this decision tool to the real case for which this tool is dedicated, some limitations
of the decision tool have been highlighted in Chapter 4. It has been shown that
the user of the decision tool has to be careful about the consistency of the results
provided by the optimization model because of the limitations on the accuracy of
the results linked to some hypotheses into the optimization formulation. However,
this decision tool can be used for a pre-feasibility study for providing the first
trends to follow for implementing a heating network into a specific geographic
area. This last chapter finally aims for showing that the model fills in one of the
main features mentioned in Section 1.3.1: its applicability to large-scale cases like
the one studied for the initial research project linked to this thesis. In order to
help the decision-makers of the heating network project for implementing a third
generation network based on the main parameters they want to study, a quick
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overview of the influence of these parameters on the outline and the sizing of the
network is provided into this chapter.

5.1 Introduction
Herstal is a municipality in the province of Liège in Belgium. It has an area

of 23.5 km2 and has 38,355 inhabitants, i.e. a density of 1629.2 inhabitants per
km2 [123]. This municipality is characterized by a waste incinerator in charge of
the waste treatment of the city district of Liège. This incinerator manages waste
from 72 municipalities such that an average of 1 000 tons of waste are burnt every
day into the waste incinerator. This combustion process is used to generate 180
tons/h of steam at 400°C which is used to produce electricity using a turbine
with a nominal electric power of 35 MWel. Annually, 320,000 tons of waste
enable to produce 240 GWhel equivalent to the electricity consumption of 54,000
households [124]. Currently, the energy recovery of incinerated waste is carried
out exclusively as electricity. The opportunity to recover a part of the residual
energy for the feeding of a heating network has been recently studied. This
heating network would aim to connect dwellings around the waste incinerator
as well as a future greenhouse dedicated to the production of pharmaceutical
molecules. The heating network project wants to promote the access to cheap
and decarbonized heat to the several end consumers located in the area: schools,
hospitals, public buildings, nursing homes and residential dwellings.

5.2 Case Study
The studied case considers a geographic area of 3 km2 around the waste incin-

erator with a potential connection of a future greenhouse at a given location close
to the incinerator and another available surface of 250 000 m2 for the building of
new prospective dwellings and/or heating sources. A graph representation of the
studied area and its heating source is given in Figure 5.1. The area is made up
of 1780 streets with a representative graph related to this area of 3560 edges and
1296 nodes.

(a) Graph representation of the area (b) Heating consumption of the area

Figure 5.1: Representation of the case study of Herstal.
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At the initial stage, the district heating project relies only on the use of the
waste incinerator to feed the neighbourhood made up of dwellings of different
kinds but also of a future greenhouse of 10,000 m2 which could be built in the
following years. The initial project is based on this unique heating source with a
prescribed constant heating production cost of 0.03€/kWh. The waste incinerator
is going to be upgraded into a combined heat and power plant. For this case study,
using a representative year with 144 timesteps, the model contains 2,808,510
variables and is solved using the Gurobi solver with an optimality gap of 5% in
order to limit the computation time of the problem due to the large number of
variables. The computations are executed in 4,465 seconds on a calculation server
with 48 Intel® Xeon® E7 v4 2.20 GHz processors with a total RAM of 126GB.

5.2.1 Influence of the heating sales price on the network
The decision tool enables to provide a support to the stakeholders for heating

network projects defining inputs parameters specific to each studied area and
based on the market conditions.

(a) 0.07 €/kWh (b) 0.06 €/kWh

(c) 0.05 €/kWh (d) 0.04 €/kWh

Figure 5.2: Outline of the network for different heating sales prices.

As previously in Chapter 3, the initial scenario considers a market price equiv-
alent to the current gas price on the market. However, this status quo market



162 Chapter 5. Application of the decision tool to a large-scale real case study

price is not necessarily a sufficient condition for heat consumers to change their
heating production supply from a gas network to a heating network. The influ-
ence of the heating sales price on the profitability of the heating network is thus
analyzed in this section. A parametric study decreasing the heating sales price
from 0.07€/kWh to 0.04€/kWh enables to show the influence of the heating sales
price on the outline of the heating network as represented in Figure 5.2. It can
be observed that for a heating sales price of 0.07 €/kWh, most streets (806 out of
866 streets), depicted in black, are connected to the network while some others,
depicted in red, are not integrated into the heating network because they are
assessed to be non-economically profitable to connect.

Figure 5.3: Number of connected streets for different heating sales prices.

As illustrated in Figures 5.2 and 5.3, the decrease of the heating sales
price reduces the number of connected streets to the network for remaining
economically profitable. Some streets which were attractive consumers to
connect are no longer profitable because their heating consumption does not
ensure a sufficient return on investment compared to the initial investment costs
required to connect these streets to the network. The optimization tool also
enables to determine a trade-off of the critical heating sales price below which it
is no longer profitable to build a heating network because of the too high capital
and operating expenses compared to the heating sales revenues. The decrease
of the heating sales price obviously increases the period of return on investment
linked to the network project.

As illustrated in Figure 5.4, despite the smaller capital expenses due to a
decreasing number of connected streets to the network, the heating sales revenues
from the network are smaller with a decreasing heating sales price. Therefore,
the expenses linked to the network are recovered after a longer period of time
such that the period of return on investment is directly linked to this heating
sales price. Indeed, a decrease of the heating sales price from 0.07€/kWh to
0.05€/kWh leads to an increase of the period of return on investment from 10
years to 17 years. The assessment of the optimal heating sales price enabling to
guarantee a maximum connection rate to the network is thus an important step
before the outline and sizing of any new heating network project. The submission
of market surveys to the potential heating consumers of a new heating network
project remains essential to ensure consistency between the optimization model
and the market reality.
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(a) 0.07 €/kWh (b) 0.05 €/kWh

Figure 5.4: Influence on the net present value of the project for a heating
sales price of (a) 0.07€/kWh (b) 0.05€/kWh.

5.2.2 Influence of the connection rate on the network
As for the study of the influence of the heating sales price on the network, a

parametric analysis concerning the connection rate into a street can be achieved
in the following. There is no obligation for a heating consumer to connect to
a heating network even if the street is fed by a pipe of the network. For the
stakeholders of a future network project, it is thus important to assess the heating
load specific to each street of the network in order to design as consistently
as possible the network. As depicted in Figure 5.5 and 5.6, a decrease of this
connection rate from 100% to 40% has a similar effect than the decrease of the
heating sales price by reducing the number of streets connected to the network.

(a) 80% (b) 40%

Figure 5.5: Outline of the network for different connection rates.

The decrease of the connection rate obviously decreases the number of con-
nected streets until a break-even point around 20% of connection rate below
which it is no longer profitable to build a heating network. Once again, it is
therefore important to assess as accurately as possible through market surveys
the consumer interest in connecting to a heating network.
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Figure 5.6: Number of streets connected to the network for a connection
rate from 80% to 20%.

5.2.3 Influence of the greenhouse as a new heating con-
sumer on the network

One of the goals of the research project also relies on the assessment of the
profitability to integrate a greenhouse into the studied neighbourhood. This
decision tool looks for evaluating the interest for building the greenhouse and to
connect this greenhouse to the future heating network project. This scenario then
consists in studying the influence of the integration of a 10,000 m2 greenhouse
on the outline and the sizing of an economically optimal heating network. As
highlighted in Chapter 3, the greenhouse could be an interesting consumer to
integrate into a network thanks to its little fluctuating heating consumption all
over the year and especially non zero heating demand during the summer. The
optimization formulation presented in this thesis has thus been used to determine
the design of the optimal heating network that could be built into the studied area.
Results regarding the influence on the sizing of the network for the integration of
a greenhouse are summarized in Table 5.1.

Table 5.1: Influence of the greenhouse on the economic outputs

Without a
greenhouse

With a
greenhouse

Used heating capacity (MWth) 62.817 62.946
CAPEX (M€) 57.102 57.140
OPEX (M€) 145.930 146.562

Revenues (M€) 315.618 317.054
Profits (M€) 112.586 113.352

The connection of the greenhouse to the network slightly increases the capital
and operating expenses linked respectively to the building of a new pipe and
substation to connect the greenhouse to the network while increasing the total
heating production to supply the additional heating demand of the greenhouse.
However, the integration of a greenhouse into the studied area enables to have an
additional heating consumer increasing the heating revenues more significantly
than the increase of the capital and operating expenses. An influence of the
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increase of the size of the greenhouse on the outline and sizing of the network can
also be studied. Two additional test cases considering a greenhouse of respectively
50 000 m2 and 100 000 m2 are studied for eventually resizing the greenhouse
compared to the initial project.

Table 5.2: Influence of the size of the greenhouse on the economic outputs

10 000 m2 50 000 m2 100 000 m2

Used heating capacity (MWth) 62.946 63.462 64.105
CAPEX (M€) 57.140 57.216 57.237
OPEX (M€) 146.562 149.081 152.204

Revenues (M€) 317.054 322.796 329.973
Profits (M€) 113.352 116.498 120.532

An increase of the size of a consumer like the greenhouse does not influence
the outline of the network. 806 streets remain connected to the network while
the used heating capacity slightly increases to feed the additional heating demand
due to a bigger greenhouse. Revenues from heating sales are again larger than
additional expenses for bigger pipes and substations. Therefore, as illustrated
in Table 5.2, the profits made up from the new optimal heating network are
increasing. The heating demand profile of the consumers influences the required
heating capacity and the revenues generated from the heating network. The
available building surface of 250 000 m2 could then be considered as a potential
site for the building of new dwellings which would be new heating consumers
which could be economically profitable or not to connect to a heating network.

5.2.4 Integration of new heating consumers on the avail-
able building surface

The available building surface of 250 000 m2 could be dedicated for the
building of a new neighbourhood. Property investors for the development and
implementation of new real estate projects study the heating solutions that can
be provided to the new dwellings constitutive of the neighbourhood. One of the
solutions could be either to connect the neighbourhood to an existing heating
network or a new one thanks to a centralized way of heating production or to
feed each dwelling individually with a decentralized heating technology. The
decision tool developed all along this thesis can be used to determine which
option is the most economically profitable one.

The influence of the building of a new neighbourhood on an existing available
building surface can be studied using the decision tool. Considering the 3 first
theoretical case studies defined in Section 3.2, these scenarios are considered for
the building of a new neighbourhood into the prescribed geographic area. An
analysis comparing the integration of these 3 potential future neighbourhoods
into the heating network is performed to assess the economic and environmental
potential to restore the available building area into a new neighbourhood. The
outline of the new heating network is given in Figure 5.7 with the new connected
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neighbourhood encircled in green and a summary of the main economic and
environmental values is shown in Table 5.3.

Figure 5.7: Optimal network with the inclusion of a new neighourhood.

The outline of the network remains the same except that the 16 additional
streets of the new neighbourhood are connected to the heating network project
because they are assessed to be economically profitable. Regarding the capital
expenses, they slightly increase due to the building of 16 additional pipes and
substations. For the operating expenses, they are increasing from one scenario
to another because of the larger total heating demand while in parallel, the rev-
enues are increasing due to the larger amount of sold heat to the new consumers.
The increase of revenues being larger than the increase of capital and operating
expenses, the profits generated from these new scenarios increase as expected.

Table 5.3: Influence of the integration of a new neighbourhood.

Scenario 1 Scenario 2 Scenario 3
Used heating
capacity (MWth) 64.334 64.252 64.105

CAPEX (M€) 59.020 59.012 59.008
OPEX (M€) 154.272 154.510 154.842

Revenues (M€) 333.885 334.315 335.103
Profits (M€) 120.593 120.793 121.253
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5.3 Influence of the combined heat and power
plant on the heating network

For the previous case studies, retrofitted combined heat and power plants were
considered as providing mainly heat with electricity as a by-product. However,
combined heat and power plants are generally designed for electricity production
such that heat is considered as a by-product. The heating capacity of the waste
incinerator could therefore be limited by the operation of the combined heat
and power plant for the electricity production. Initially, the waste incinerator
was designed to produce only electricity from waste incineration exhaust gases.
Considering the diagram of the combined heat and power plant linked to the
waste incinerator, illustrated in Figure 5.8, a part of the steam used to generate
electricity can be tapped to be used as a heating source for the feeding of the
heating network.

Figure 5.8: Diagram of the combined heat and power plant of Intradel
(Herstal, Belgium).

Based on an internal report in the frame of the EcoSystemPass project, the
following available data were provided. The available primary power at the plant
is assessed to be of 136.2 MW and can be splitted for producing both heat and
electricity. With the current configuration, the plant is initially sized to produce
only electricity with a nominal power of 35MWel rejecting a thermal amount of
energy of 93.4MWth. This thermal energy is at a very low temperature (35°C)
such that this heat can not be directly supplied in a district heating network with-
out the use of heat pumps to raise the temperature levels. Another solution which
is considered by the future network operator Coriance relies on the use of a part
of the steam from the turbines for heating production instead of electricity pro-
duction. This steam extraction between high and low pressure turbines enables
to produce heat at 120°C which might be used for a heating network. However,
this part of tapped steam to produce heat is not used to produce electricity. For
a kWh of heat produced, 0.127 kWhel are not produced at the turbines. This
electricity should have been sold over the electricity network on the day-ahead
market. In order to take into account this loss of revenues from the electricity
sales, a new computation of the heating revenues can then be defined as follows:
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Rheat = Nyears

∑
d∈D

wd ·
∑

e∈E,t∈TD

uj,d,t · wt · pj · (rheat − 0.127celec
d,t )Q̇heat

j,d,t · ∆t (5.1)

This new objective function quantifying the net revenues coming from the
heating production with the existing cogeneration plant enables to take into
account the loss of revenues from the electricity sales by producing heat. A
new test case taking into account this electricity sale is then presented in this
section to study the optimal layout linked to a cogeneration plant for a real case.
Results related to this new case study are summarized in Table 5.4.

It can be seen that revenue losses from electricity sales due to heat production
slightly impact the outline and the sizing of the heating network. Indeed, taking
into account money losses from electricity sales, the optimal heating network
is marginally undersized compared to the initial case such that less streets are
connected to the network and profits are decreasing compared to the case with
electricity as a by-product. The optimal strategy for a combined heat and power
plant aims for maximizing the total revenues from both the heating and the
electricity sales. Therefore, some streets with a small heating demand are no
longer connected to the network because it is more profitable to produce electricity
than additional heat for supplying these streets.

Table 5.4: Influence of the greenhouse on the economic outputs

Electricity as
a by-product

Heat as
a by-product

Used heating capacity (MWth) 62.946 60.569
CAPEX (M€) 57.140 55.560
OPEX (M€) 146.562 143.529

Revenues (M€) 317.054 285.707
Profits (M€) 113.352 86.618

Connected streets (-) 806 776

These results show the importance to take into account the configuration
of the existing combined heat and power plants as heating sources for their
integration into heating networks. Combined heat and power plants operators
try to maximize the total revenues from electricity and heating production such
that they are not always interested to sell heat instead of electricity. The outline
and the sizing of a heating network can therefore be significantly impacted by
the operation of the combined heat and power plant. In order to accurately
assess the profitability of a heating network connected to a combined heat and
power plant, some dynamic models could be useful to predict the dynamics of
the system and optimize the revenues from both heating and electricity sales.
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5.4 Conclusion
At the conclusion of this chapter, it has been shown that the methodology

developed all along this thesis can be applied to large-scale optimization
problems. This feature of the optimization model was one of the main features
expected at the beginning of this thesis (cf. Section 1.3.1): the solving of large
case studies for the implementation of heating networks at a city scale. Even
though this model still presents some limitations which will be reminded in the
following chapter, one of the main objectives of this thesis is therefore achieved.

This thesis is part of the EcoSystemPass research project which looks for
implementing a third generation heating network into a specific geographic
area. These first results are optimistic regarding the implementation of a
heating network based on an industrial waste heat source and the integration
of a greenhouse in the urban landscape. This first large-scale case study
could be the opportunity to promote the development of heating networks
in other areas in Wallonia. New heating network projects would be the
opportunity to continue to develop and enhance the decision tool presented
in this thesis by testing it on new case studies. Indeed, the lack of heating
network projects in Belgium limits the range of application of the decision
tool for the moment and the possibility to add new features to this tool
based on the requirements of the stakeholders of the network. This decision
tool could for example be adapted for fourth generation heating network projects.

This thesis also relies on provided data whose the consistency can be ques-
tionable. Indeed, some inputs data are provided by other research or industrial
groups without a sufficient level of details for the required application. There
are therefore some limitations about the accuracy of the results independently of
the validity of the methodology proposed in this thesis. New contributions for
a more accurate assessment of energy demands of the building stocks in Wallo-
nia could be really useful for these kinds of urban planning. Open-source data
regarding urbanistic constraints like the available space into the groud are also
generally missing while they are of significant importance for heating network
projects. This data pre-processing is a part of global energy planning frameworks
and therefore deserves a particular focus for future heating network projects in
Wallonia.
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Chapter 6

Conclusions and perspectives

“What we know is a drop, what we don’t know
is an ocean.”

—Isaac NEWTON

The contribution of this thesis with the new decision tool described in the pre-
vious chapters aims for bridging the gap from existing tools which either consider
a prescribed topology to optimize the sizing of the heating sources, thermal stor-
ages and pipe diameters/temperatures based on the yearly heating load profile or
optimize the topology and the sizing of the heating sources and pipe diameters
but for operating conditions without thermal storage solutions. Compared to
some existing models, this new methodology also targets large ranges of problem
sizes from small-scale to large-scale case studies (up to thousands of connected
streets) while guarantying numerical robustness and providing solutions in a fea-
sible computational time. A summary of the applied methodology as well as its
main outcomes and issues is proposed here below.

Chapter 2 : Presentation of the decision tool
The core of this thesis was to provide a new decision tool for the optimal outline
and sizing of heating networks thanks to an optimization method intended to draft
efficient systems using heating consumption profiles into a prescribed geographic
area. Such tools were already referred to in the scientific literature yet they were
often restricted to limit the computational load. The main strengths of this new
decision tool can be summarized as follows:

• A mixed-integer linear programming (MILP) model applicable from small-
scale to large-scale case studies. The linearity of the model ensures a unique
solution and guarantees robustness. All the constraints and objective func-
tions have been linearized in order to solve the optimization problem in an
easy way using standard solvers like Cplex or Gurobi. This linearization
of the physics of the system enables to reduce the complexity of the prob-
lem for the application of the optimization formulation to large-scale case
studies.

• A model combining both the optimization of the outline and the sizing
of the network to map and size any new heating network project from a
blank sheet. The simultaneous optimization of the outline and the siz-
ing of a heating network requires high computational times such that it
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is generally not applicable to large-scale heating networks. To the best of
the author’s knowledge, this thesis presents the first decision tool includ-
ing thermal storage solutions able to optimize the outline and the sizing of
large-scale heating networks.

• A model which can be connected to a geographic information system and
applicable to any new geographic area with potential consumers to connect
to a network. This model can then handle urbanistic constraints and be
applied to real case studies taking into account the topology of the studied
area. This replicability feature enables to propose a methodology that can
be used in a general way without the need to change the methodology for
a new optimization study.

The decision tool obtained through these specifications was then directly ap-
plicable to a range of case studies, from the small-scale to the large-scale, taking
into account several different user-defined parameters significant in the optimiza-
tion of heating networks.

Chapter 3 : Tests of the decision tool on a small-scale the-
oretical case study
Following the development of the methodology, a small-scale theoretical case
study based on existing heating consumption profiles computed from physical
models has been considered. This small-scale case study aimed for highlighting
the main features of the optimization model and to give some trends about the
influence of some parameters on the outline and the sizing of heating networks.
The main outcomes provided by the optimization model are:

• Heating consumption levels of the dwellings have an influence on the prof-
itability of a heating network such that consumers with a high heating
demand are interesting to connect to a network because heating sales corre-
sponding to these consumers enable to counterbalance the required capital
and operating expenses to build the network. Poorly insulated dwellings
are therefore interesting consumers to connect to a heating network. Even
though a reduction of primary energy consumption related to the poorly
insulated dwellings could be achieved by a deep retrofit towards low energy
buildings, such a retrofit is not always possible in real-life applications as
this requires long-term inhabitants relocations and difficult permitting pro-
cedures. Inversely, the implementation of a district heating network is an-
other way to reduce partially primary energy consumption through the use
of highly efficient centralized heat production units without the recourse to
deep renovation processes. Additionally to these poorly insulated dwellings,
heating consumers characterized by a constant large heating demand like
greenhouses for instance are such consumers which are useful to integrate
into heating networks. Heating networks can therefore be a temporary solu-
tion to quickly tackle the problem of decarbonization of the heating sector
by substituting decentralized gas boilers by a centralized heating production
using partially decarbonized heating sources.
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• Heating consumption profiles of the dwellings also get an impact on the
profitability of a heating network. Even if two kinds of dwellings are char-
acterized by the same level of heating demand, the repartition of the heat-
ing demand over the day can influence the operation of the network and
indirectly its outline. The integration of offices with residential dwellings
implies a smaller sizing of the network due to a reduction of the total peak
demand over this network.

• Centralized heating production using heating networks seems to be com-
petitive compared to decentralized heating production using gas boilers. A
heating sales price based on an average gas price of 0.07 €/kWh in the
European Union implies that the building of a heating network is econom-
ically profitable while using available alternative heating sources like waste
incinerators for example. Moreover, heating networks are also environmen-
tally interesting because they generally enable to decrease CO2 emissions
compared to decentralized heating production with gas boilers.

• The heating sales price and the connection rate of consumers into a street
are two main parameters which have to be accurately assessed through
market surveys for the optimal outline and sizing of heating networks. The
number of connected streets depends on these two parameters such that if
they are not accurately assessed, the heating network project could become
economically non-profitable.

• The funding mechanism used for implementing a new heating network
project can lead to a non profitable project with increasing actualization
rates. Heating networks have to be funded based on low actualization rates
generally coming from public-private partnerships.

• Thermal storage solutions into heating networks can provide additional
economic and environmental benefits by integrating new heating sources
characterized by variable heating production costs like heat pumps or by a
variable capacity factor for technologies like solar collectors.

• Compared to other existing models in the literature, the optimization model
in this thesis provides the optimal locations of the heating technologies in
order to maximize the net cash flow from the network. Any new heating
network can then be defined starting from a blank sheet in an optimal
way by using available heating sources and surfaces for the building of new
production plants.

• The accuracy level of the optimization formulation gets a large influence on
the computation time for solving the problem such that a trade off has been
defined between the accuracy and the speed for solving. For speeding up the
optimization solving, a reduced number of timesteps using a representative
year as well as a purely linear formulation are used to save computation
time and to guarantee a solution to the optimization problem in a feasible
time for the kind of targeted problems.
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These main results provided by the optimization formulation presented in this
thesis highlight the benefits of heating networks compared to current existing
heating technologies. The decision tool of this thesis aims then to provide a
support to investors and public authorities on any new case study taking into
account the opportunity to build a heating network into a specific geographic
area.

Chapter 4 : Calibration of the optimization model from
dynamic simulations
This chapter is intended for looking at the methodology developed and applied in
the two previous chapters with a critical view. This methodology was developed
in order to solve a large range of heating networks optimization problems such
that some conservative assumptions have been made to simplify the problem.
A dynamic modelling of the optimized heating network has shown that these
assumptions are not sufficient to assess accurately the real operating costs related
to the network:

• In the optimization model, for a prescribed temperature difference at the
substations, heat losses are assessed to be directly proportional to the power
flows for nominal operating conditions into the pipes. However, a dynamic
modelling shows that these heat losses are high during low heating demand
periods characterized by lower power flows being out of nominal operating
conditions. The assumption of a prescribed heat loss for a given power
flow is therefore questionable even though it was useful to simplify the
linear formulation of the optimization problem without knowing the pipes
diameters of the network in advance.

• Without a regulation strategy adapted to the heating network, there are
some losses which are significant and could be avoided. Constant prescribed
supply and return temperatures over the network are therefore not at all
optimal even though they are once again useful for a simplification of the
problem formulation. Temperature levels are also important to consider
because of the temperature decrease into the pipes such that the thermal
comfort of the heating consumers could not be guaranteed. This is not the
goal of this thesis to guarantee the thermal comfort to the user but dynamic
models can be useful to tackle this issue.

• Heat losses around 5% are computed with the optimization model. Even
though this value is acceptable compared to orders of magnitude related to
heat losses in real applications, the dynamic model has shown that these
heat losses get a value rather around 10-13% for the studied case. The
dynamic model can then be used for a calibration of the parameters linked
to the assessment of the heat losses in the optimization model. However,
the calibration does not impact the optimization solution from a qualitative
point of view. It mainly changes the quantitative values of the different
economic outputs of the heating network project.
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From these results, it is recommended to use the decision tool as a first pre-
optimization of a heating network project while a dynamic model from the lit-
erature has to be used to take into account more accurately the heat losses into
the optimization model by an adequate calibration.

Chapter 5 : Application of the decision tool to a large-scale
real case study
The initial contribution of this thesis was to optimize the outline and the sizing of
large-scale heating networks from a geographic information system in a reasonable
computation time. In the frame of a research project, a real case study of a
new heating network based on an existing heating source has therefore been
considered and optimized following the initial considerations of this thesis and the
expectations of the industrial stakeholders in charge of the design of the heating
network. Even though this optimization formulation presents some weaknesses
which will be discussed, it provides the main useful outputs which were expected
for the research project.

Perspectives
As previously highlighted, there are some limitations with the work presented in
this thesis. Even though answering the initial questions, the goal of a thesis is
also to identify the novel issues which could be interesting to consider. The main
problems identified at the end of this thesis are the followings:

• Heat losses were considered as dependent only on the power flows into the
pipes for prescribed temperature differences at the substations. This sim-
plification enabled to linearize the problem in a simple way such that heat
losses are independent of the flow velocities and the diameters of the pipes.
These 2 variables are indirectly defined by the power flows into the network.
However, this assumption does not take into account out of range operating
regimes for which heat losses are significantly underestimated. The opti-
mization formulation could therefore be adapted to fit more accurately the
real heat losses occurring into the network. The main problem relies in
the difficulty to assess simultaneously the heat losses without knowing the
diameters of the pipes. Two additional optimization variables, the fluid
velocity and the pipe diameter, should have been defined leading to a non
linear formulation more difficult to apply to large-scale problems while guar-
anteeing reasonable computation times. A possible solution considered into
this thesis relies on the use of a dynamic model for calibrating parameters
linked to the heat losses into the optimization model. A feedback looping
between the optimization model and dynamic simulations would enable to
refine the accuracy of the solution provided by the decision tool.

• Operating temperature levels are prescribed in the presented formulation
such that they are not defined as optimization variables of the problem.
However, it has been discussed that the temperature levels also have an im-
pact on the heating network operation such that they have to be optimally
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set up during the operation of the heating network. These temperature lev-
els could therefore be additional variables to include into the optimization
formulation or could be optimized afterwards with other existing optimiza-
tion tools dedicated for the optimal design of temperatures and velocities
into the network.

• The selection of a prescribed number of representative days is used as a way
to reduce the computation load for large-scale case studies. This selection
procedure is based on the existing literature for the selection of represen-
tative periods for the optimization of electricity networks. This procedure
has simply been customized for the optimization of heating networks by
prescribing a fixed number of 36 days per year with 3 days per month.
However, there is no sensitivity study performed about the influence of the
number of selected days on the computation time and the solution accu-
racy. The development of a new customized procedure could be useful to
reduce one step further the computation time without lacking of accuracy
by decreasing the total number of selected days.

• The selection of representative periods of time with given weights being
assigned to each of these periods prescribes cyclic behaviours over a same
representative period. This cyclic behaviour tends for promoting daily stor-
age instead of seasonal storage because there are only possibilities to change
the storage behaviour during inter-periods with the formulation presented
in this thesis. Indeed, the loading and unloading of the thermal storages
can be achieved on a daily basis with the present formulation such that
the storage level at the end of the day is equal to the storage level at the
beginning of the day. However, with this formulation, a progressive loading
or unloading of the storage based on the limited available heating capac-
ity is not possible because the storage level between the beginning and the
end of the day can only vary during inter-periods linking two representative
days. A new procedure to define a representative year while enabling the
opportunity of seasonal thermal storage could therefore be interesting to
study. It can be noticed that this seasonal storage has been assumed to be
not essential for the optimization formulation because it is generally limited
by high heat losses during long time periods such that seasonal storage is
assessed to be non profitable with thermal storage tanks into this thesis.

• A decrease of the computation time is also achieved by using a purely linear
formulation of the constraints and the objective function. However, this the-
sis has also shown that a piecewise linear formulation can be applied to the
problem to increase the fitting of the constraints and the objective function
with the physics of the system by defining additional variables approximat-
ing in a piecewise way these functions. However, this formulation requires
the definition of new binary variables slowing down the optimization com-
putation time. A parametric study could be performed to assess the optimal
number of piecewise functions which could be defined to increase the accu-
racy of the optimization without lacking of computation speed.
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• Several kinds of energy sources have been considered with the main finality
to produce heat which can be used for the supply of a heating network.
However, different energy carriers could be considered including Power-to-
X (P2X) technologies like Carnot batteries or fuel cells for an integration of
new renewable energies into heating networks. These technologies could be
integrated into the optimization formulation by taking into account their
efficiencies and the available resources based on any new heating network
project. This integration of P2X technologies would also requires an opti-
mization of a prospective electricity grid connecting the different consumers
included into the network. New constraints should therefore been defined
to include the electricity grid into the network optimization.

• The optimization formulation is based on third generation district heating
networks because this formulation was developed in the frame of a research
project dedicated to the implementation of a heating network of this genera-
tion. However, this formulation could be easily replicated to fourth genera-
tion heating networks by adapting the temperature levels over the network
and the related parameters to this new generation of networks. Indeed,
one of the features of the decision tool presented into this thesis is that it
has been implemented in a generic way in order to ensure its replicability
to other case studies and to integrate a large set of heating sources. For
example, air-to-water heat pumps are considered in the initial formulation
presented in this thesis even though this technology does not seem to be
viable in practise for third generation heating networks because of its very
low coefficient of performance due to a high temperature level. Even if in
this thesis, coefficients of performance have been extrapolated for tempera-
ture ranges around 90°C to enable the integration of heat pumps solutions
into third generation heating networks, the use of fourth generation heat-
ing networks would allow the integration of heat pumps in an easier way
because of lower operating temperature levels.

• The problem formulation does not divide the problem into sub-problems
which could be solved using code parallelization in order to save computa-
tion time and provide a solution in a quicker way. This parallelization of
the problem could be another way to save additional computation time for
large-scale case studies.

• The decision tool presented in this thesis considers prescribed parameters
pre-defined by the user of the decision tool. These parameters are supposed
to get a constant value over the lifetime of the project. This can be criticized
due to the variability of some parameters like the heating production costs
for example. A stochastic approach regarding the estimation of the values of
some parameters could be used in this decision tool to include an uncertainty
feature about the values of some parameters.

• This decision tool looks for helping urban energy planners and industrials
to optimize the outline and the sizing of a heating network over the project
lifetime. However, a single-stage planning is considered in this thesis such
that initial capital expenses which have to be spent at the beginning of the
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project by the investors can be really huge. This can slow down the devel-
opment of heating networks compared to other heating technologies with
lower initial investment costs. A multi-stage planning approach could solve
this issue by providing the progressive deployment of a heating network
project by starting to connect the most interesting streets at the beginning
of the project. The building of the whole network could then be achieved
gradually over the years to spread the investment costs over the project
lifetime.

All these issues highlight some important questions which could be interesting
to solve for perspective researches. These questions leave the door open to new
formulations of the problem using linear or non-linear techniques in order to sat-
isfy the expected requirements for a heating network optimization while keeping
an acceptable trade-off between computation time and accuracy. As mentioned
at the beginning of this chapter, this thesis could be ended up by this quote:
"What we know is a drop, what we don’t know is an ocean." Isaac Newton.
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Appendix A

Optimization variables

Table A.1: Continuous and discrete variables of the problem.

Continuous Discrete
Ṗ in

j,d,t ∈ R+
0 : Incoming power flow during

timestep d, t in edge j [kW]
xj ∈ {0, 1}: Building or not of a pipe on
edge j

Ṗ out
j,d,t ∈ R+

0 : Outcoming power flow dur-
ing timestep d, t in edge j [kW]

uj,d,t ∈ {0, 1}: Use or not of the potential
pipe on edge j during timestep d, t

Ṗ max
j ∈ R+

0 : Maximum incoming power
flow in edge j over all the timesteps [kW]
Q̇prod

i,d,t ∈ R+
0 : Power production during

timestep d, t at vertex i [kW]
Q̇i,m,d,t ∈ R+

0 : Power production during
timestep d, t at heating location i with
heating technology m [kW or kWh]
Q̇max

i,m ∈ R+
0 : Maximum power produc-

tion during all the timesteps at heat-
ing location i with heating technology m
[kW or kWh]
Q̇sto

i,d,t ∈ R+
0 : Energy stored into the po-

tential thermal storage during timestep
d, t at vertex i [kWh]
Q̇load

i,d,t ∈ R+
0 : Incoming power flow during

timestep d, t into the potential thermal
storage at vertex i [kW]
Q̇unload

i,d,t ∈ R+
0 : Outcoming power flow

during timestep d, t into the potential
thermal storage at vertex i [kW]
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Appendix B

Parameters of the pieceiwse
linearization

Table B.1: Parameters of the piecewise linearization of the pipes costs
and heat losses

Bounds
of the
power
ranges

Power value [kW] Pipe cost value [e/m] Heat losses value
[W/m]

P0 0 0 0

P1 12.2654

327.63 for inner pipe
249.61 for outer pipe

13.63

P2 9866.75

558.88 for inner pipe
445.05 for outer pipe

19.71

P3 181183

1062.44 for inner pipe
870.28 for outer pipe

31.49

P4 106

1736.3 for inner pipe
1462.1 for outer pipe

53.82
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Appendix C

Data for heating technologies in
district heating networks
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Table C.1: Heating technologies data [4, 98, 109].

Waste
incinerator Biomass Natural

gas

Air-to-water
compression
heat pumps

Solar Geothermal Thermal
storage

Fixed
costs
(€/kWth)

1780 450-730 60 860-1400 200 2710 1

Heating
production
costs
(€/kWhth)

0.01 0.03 0.07 f(COP) ≈ 0 ≈ 0 ≈ 0

Required
surface area
per unit of
heat produced
(m2/kWth)

0.2-0.5 0.05-0.2 0.005 0.6-1 0.2 5 0.005

CO2 emissions per unit of fuel
(kg CO2/kWh) 0.149 0.030 0.202 0.247a ≈ 0 ≈ 0 ≈ 0

aAn average CO2 emission factor based on the Belgian electricity mix [98]
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Appendix D

Data for pipes

Table D.1: Pipes costs as a function of their diameters

DN (mm) Outer city (€/m) Inner city (€/m)
20 / /
25 200 300
32 250 330
40 300 380
50 350 400
65 380 480
80 400 500
100 430 550
125 500 610
150 550 700
200 600 780
250 700 840
300 800 1000
350 / /
400 1000 1200
450 / /
500 1150 1380
600 1300 1500
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Appendix E

Substations costs

Table E.1: Substations costs

Space Heating Substation
Power Cost/ Substation

kW €
100 25,000
200 27,000
300 28,000
400 31,000
500 36,000
600 37,500
700 39,000
800 40,000
1000 41,000
1500 52,000
2000 59,000
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Appendix F

Parameters of the heat pumps

Table F.1: Heat pump parameters for a Daikin Altherma heat pump

Parameters Value
B0 (-) 0.949
B1 (-) -8.05
B2 (-) 111.09
D0 (-) 0.968
D1 (-) 0.0226
D2 (-) -0.0063
K1 (-) 0
K2 (-) 0.67

COPn (-) 3.9505
Q̇n (kW) 5
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Appendix G

Features of the dwellings of the
case study

Table G.1: Features of the dwellings constitutive of the case study

Detached
dwellings (D)

Semi-Detached
dwellings (S)

Terraced
dwellings (T)

Apartment
blocks (A)

Office
buildings (O)

Usable floor
area [m2] 102.7 100.9 107.5 107.5 107.5

Total floor
area [m2] 185.5 187.8 161.0 161.0 161.0

Heat loss
area [m2] 371.1 305.1 219.1 104.6 104.6

Air
volume [m3] 451.5 455.1 446.5 435.9 435.9
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Appendix H

Repartition of the dwellings over
the different scenarios of the
theoretical case study
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Table H.1: Repartition of the dwellings for Scenario 1.

v1v4 v2v3 v3v4 v3v6 v4v7 v4v9 v5v9 v5v6 v5v10 v6v9 v7v8 v7v9 v9v11 v9v12 v10v12 v12v13 TOTAL
S1 21 17 5 24 17 17 2 7 2 12 12 8 16 5 17 9 191
D1 8 3 22 7 9 13 18 9 1 3 15 15 9 21 8 0 161
T1 19 13 21 12 16 18 13 13 25 23 15 14 21 17 10 25 275
A1 1 17 2 7 8 2 17 21 22 13 8 13 4 7 15 16 173
O1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Greenhouse 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
T2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
D2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
TOTAL 49 50 50 50 50 50 50 50 50 51 50 50 50 50 50 50 800
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Table H.2: Repartition of the dwellings for Scenario 2.

v1v4 v2v3 v3v4 v3v6 v4v7 v4v9 v5v9 v5v6 v5v10 v6v9 v7v8 v7v9 v9v11 v9v12 v10v12 v12v13 TOTAL
S1 21 17 5 24 17 17 2 7 2 12 12 8 16 5 17 9 191
D1 8 3 22 7 9 13 18 9 1 3 15 15 9 21 8 0 161
T1 19 13 21 12 16 18 13 13 25 23 15 14 21 17 10 25 275
A1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
O1 1 17 2 7 8 2 17 21 22 13 8 13 4 7 15 16 173
Greenhouse 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
T2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
D2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
TOTAL 49 50 50 50 50 50 50 50 50 51 50 50 50 50 50 50 800



190
A

ppendix
H

.
R

epartition
ofthe

dwellings
over

the
different

scenarios
ofthe

theoreticalcase
study

Table H.3: Repartition of the dwellings for Scenario 3.

v1v4 v2v3 v3v4 v3v6 v4v7 v4v9 v5v9 v5v6 v5v10 v6v9 v7v8 v7v9 v9v11 v9v12 v10v12 v12v13 TOTAL
S1 21 17 5 24 17 17 2 7 2 12 12 8 16 5 17 0 182
D1 8 3 22 7 9 13 18 9 1 3 15 15 9 21 8 0 161
T1 19 13 21 12 16 18 13 13 25 23 15 14 21 17 10 0 250
A1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
O1 1 17 2 7 8 2 17 21 22 13 8 13 4 7 15 0 157
Greenhouse 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
T2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
D2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
TOTAL 49 50 50 50 50 50 50 50 50 51 50 50 50 50 50 1 751
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Table H.4: Repartition of the dwellings for Scenario 4.

v1v4 v2v3 v3v4 v3v6 v4v7 v4v9 v5v9 v5v6 v5v10 v6v9 v7v8 v7v9 v9v11 v9v12 v10v12 v12v13 TOTAL
S1 7 6 5 6 8 8 7 1 4 7 7 4 9 9 6 0 94
D1 5 2 1 6 1 7 4 9 3 4 5 1 6 1 2 0 57
T1 1 0 6 6 4 1 7 1 2 2 5 10 7 1 9 0 62
A1 5 7 4 10 8 8 3 9 11 6 6 8 1 4 9 0 99
O1 2 7 6 3 9 5 8 9 7 6 7 3 5 8 7 0 92
Greenhouse 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
T2 8 5 10 13 8 1 4 7 4 3 7 7 7 11 1 0 96
D2 6 6 4 1 5 10 5 8 6 7 5 2 4 7 6 0 82
S2 6 8 10 3 6 6 4 4 2 6 2 8 2 2 6 0 75
TOTAL 40 41 46 48 49 46 42 48 39 41 44 43 41 43 46 1 658
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Appendix I

Coordinates of the nodes of the
test case

Table I.1: Coordinates of the nodes of the theoretical case study in
Chapter 3.

Nodes X (m) Y (m)
v1 200 200
v2 200 700
v3 300 600
v4 400 400
v5 400 900
v6 500 700
v7 600 300
v8 700 200
v9 700 500

v10 700 900
v11 900 400
v12 900 700
v13 900 900
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