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Preface 

Dear colleagues, Chers collègues, 

A very warm welcome to all of you who attend the 2019 Transport Research Days 

(TRD) of BIVEC-GIBET, the Benelux Interuniversity Association of Transport 

Researchers, taking place on the 23th and 24th of May in Ghent (Belgium). The TRD 

are organized biannually and offer young and established scholars from the three 

Benelux Countries an opportunity to present their research findings to an informed 

audience of transport, mobility, and logistics researchers. It is already the 8th time that 

the TRD have been organized. Previous editions were held in Hasselt (2005), Rotterdam 

(2007), Brussels (2009), Namur (2011), Luxembourg (2013), Eindhoven (2015), and 

Liège (2017). And also the venue for the 9th TRD have been decided: Delft (2021). 

This year the TRD were organized by the Social and Economic Geography (SEG) 

Research Group of the Geography Department of Ghent University 

(http://www.geoweb.ugent.be/research-units/seg). We are confident that we have put 

together a very interesting program that will bring forward transport, mobility and 

logistics research in the Benelux-countries quite significantly. This was made possible 

thanks to the active input of many of you who submitted high quality papers. We want 

to thank all participants, and all people who helped organizing the TRD. We want to say 

thanks to Helga Vermeulen (former secretary of the Geography Department) for taking 

care of the conference administrative tasks. Also thanks to Sofie De Winter, Paul 

Schapelynck, Karine Van Acker, and Steven De Vriese for their help. 

In this conference proceedings book you will find the full papers and some extended 

abstracts that were submitted by the participants. Please note that all copyrights belong 

to the authors. 

We hope you enjoy the 2019 Transport Research Days in Ghent. 

 

The local organizing committee: 

Prof. Frank Witlox (chair) – Prof. Ben Derudder – Prof. Veronique Van Acker – Dr. Long 

Cheng – Dr. Jonas De Vos – Dr. Tom Storme – Freke Caset, MSc – Yuting Chen, MSc – 

Leen De Paepe, MSc  
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BIVEC/GIBET 

Promoting high quality research and education in the field of transport, within its region, 

is the main goal of the Benelux Interuniversity Association of Transport Economists - 

BIVEC-GIBET for short. Founded in 1978, the Association has evolved from a small 

group of transport economists into a solid and broad-based network of a diversity of 

transport experts. It presently unites both academic staff and professional people 

qualified in fields such as transport economics, logistics, regional economics, transport 

geography, transport engineering, transport policy, and transport law. BIVEC-GIBET 

already has 40 years of experience, and the organization is still going strong! 

What are BIVEC-GIBET’s main aims? 

• Transport Research Days. A two-day conference where current research is being 

presented by junior and senior researchers in sessions preceded by senior 

researchers.  

• Joint BIVEC-BENELUX Policy day. A one-day workshop on a topic that has a 

high policy relevance where in the morning the academics get the floor, and in the 

afternoon the policymakers. Topics such as cross-border mobility, traffic safety, road 

pricing have been addressed.  

• Piet Rietveld PhD Award. This dissertation prize recognizes the best doctoral 

dissertation in the area of transport, mobility and/or logistics research (broadly 

defined) that was publicly defended and accepted for eligibility for a PhD degree at 

a Benelux University institution. The award entails a certificate, a three-year 

membership of BIVEC, and 2500 EUR. 

• One day research seminars, organized by BIVEC members (e.g. on Chinese 

logistics, Eco Zones, …) 

• BIVEC-GIBET Transport Chair. This Chair is awarded to an individual who has 

important scientific and/or social merits related to transport and mobility within 

Europe. The first recipient (in 2012) was professor David Banister (University of 

Oxford). The second recipient (in 2014) was professor Jonas Eliasson (Royal 

Institute of Technology, KTH). The third recipient (in 2016) was professor Alan C. 

McKinnon (Kuehne Logistics University, Hamburg), and the fourth recipient is 

professor Jos Delbeke (Florence European University Institute & KU Leuven). 

 

 

 

Interested and/or convinced to become a member? No problem, just go to our website: 

http://www.bivec-gibet.eu and fill in the application form. An annual individual 

membership costs 50 EUR and gives you free or strongly reduced registration fees to all 

our activities. 
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Investigating on-road crash risk and traffic offenses in Vietnam using the 

motorcycle rider behavior questionnaire (MRBQ)  
 

Bui Trung Hiep1,2 

Ismaïl Saadi2,3 

Mario Cools1,4,5 

  

Abstract: In this paper, the factor structure of the Motorcycle Rider Behavior Questionnaire 

(MRBQ) is investigated in Vietnam, a developing country with an extensive motorcycling 

culture. Furthermore, we examine the predictive validity of MRBQ factors, riding information 

and demographic variables in terms of self-reported near-crashes, crashes, and traffic 

violations of riders. Exploratory factor analysis of MRBQ (N = 2.254 riders) was performed 

and revealed a clear four-factor structure of 36 items. The results raise some critical differences 

between motorists from Vietnam and other countries. Vietnamese riders without a valid license 

have a lower on-road crash/near-crash rates, and the use of safety equipment paradoxically 

increased the incidence of crash risks. Furthermore, crash/near-crash liability and offences of 

Vietnamese riders increased with riding years. Overall, this study gives some further knowledge 

about the current traffic situations in Vietnam. Besides, the 36-items version of the MRBQ has 

been explored and could be replicated to investigate riding behaviours in other motorcycling 

countries. Based on the robust relationships between MRBQ factors and accident risks, new 

effective on-road safety campaigns can be developed to focus on reducing specific deviant 

riding behaviours such as traffic errors, speeding and alcohol-related violations in Vietnam. 

 

Keywords: “On-road crash risk”, “traffic offenses”, “MRBQ”, “Vietnam”. 

 

1. Introduction 

 

Motorcycles have become an essential means to ensure active participation in social and 

economic activities for the great majority of people residing in countries where motorcycling 

is widespread. Nonetheless, the important number of motorcycle riders, in addition to the 

inherent threatening characteristics of motorcycle-traffic and the complexity of riding 

situations, pose considerable treat to the motorcycle riders (Jadaan et al., 2018; Vlahogianni et 

al., 2012; WHO, 2017). Statistics from the World Health Organization (WHO) indicate that 

motorcyclists are overrepresented in all traffic fatalities; traffic fatalities account for 43% of all 

mortality (WHO, 2018) in South-East Asia. Thus, enhancing traffic safety for motorcyclists is 

a pressing matter. 

On-road riding behaviour has been found to be a decisive component in about 90-95% of the 

traffic accidents (Evans, 1970; Lin and Kraus, 2009). Therefore, understanding different riding 

behaviours is critical for the development and evaluation of the policy measures specifically 

targeted for reducing both the number of crashes and injury severity. When direct observation 

and official traffic records are not systematically collected due to limited resources, self-

reporting can be a valuable alternative method to collect insightful information for motorcycle 

safety research and practice. Following the success of the Driver Behaviour Questionnaire (De 

Winter and Dodou, 2010; Reason et al., 1990), one of the most widely used instruments for 

investigating four-wheeled vehicles driving behaviours, the Motorcycle Rider Behaviour 

                                                 
1 University of Liège, Local Environment & Management Analysis (LEMA), Urban and Environmental 

Engineering (UEE) 
2 Danang University, Vietnam 
3 National Fund for Scientific Research (F.R.S.-FNRS), Belgium 
4 KULeuven Campus Brussels, Department of Informatics, Simulation and Modeling 
5 Hasselt University (Belgium), Faculty of Business Economics 
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Questionnaire (MRBQ) was developed to measure riding behaviours relevant to motorcycling 

(Elliott et al., 2007). According to the original MRBQ, riding behaviours consist of five factors, 

i.e. traffic errors (unintentional mistakes made by the rider), control errors (motorcycle handling 

lapses), speed violations, performance of stunts (intended excitement seeking actions) and use 

of safety equipments. After the development of the MRBQ, there have been multiple alternative 

factor structures that were proposed, and additional questions that were added to the initial 

factor structure, as could be seen from Table 1. 

 

Table 1: The MRBQ factor structures across countries 

Country  

(Author) 
Sample 

size 
% Male 

Factors: Items from original MRBQ 

(and authors’ additional items) 

United Kingdom 

(Elliott et al., 

2007) 
8666 92.0  

Traffic errors: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13  

Speed violations: 14, 15, 16, 17, 18, 19, 20, 21, 22 

Stunts*: 23, 24, 25, 26 

Control errors: 35, 36, 37, 38 

Safety equipments**: 27, 28, 29, 30, 31, 32, 33, 34 

Iran  

(Motevalian et 

al., 2011) 
518 100 

Traffic errors: 1, 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, and 01 additional item 

Speed violations: 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, and 01 

additional item 

Safety violations: 34, and 06 additional items  

Traffic violations: 05 additional items 

Stunts: 23, 24, 25, 26, 35, 36, and 01 additional item 

Control errors: 37, 38, 39, 40, and 02 additional items 

Turkey  

(Özkan 

 et al., 2012) 
451 100 

Traffic errors: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 

Speed violations: 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 22, 40 

Stunts: 21, 23, 24, 25, 26, 42 

Safety equipments: 27, 28, 29, 30, 31, 32, 33, 43 

Control errors: 35, 36, 37, 38, 39 

Autralia  

(Sakashita et al., 

2014) 
2375 79.2  

Traffic errors: 1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 22, 35, 36, 37, 38 

Speed violations: 14, 15, 16, 17, 18, 19, 21 

Stunts: 23, 24, 25, 26 

Safety equipment: 27, 28, 29, 30, 33 

Malaysia  

(Ng et al., 2015) 
204 84.8 

Traffic errors: 1, 2, 5, 6, 7, 8, 9, 10, 11, 12, 13 

Speed violations: 14, 15, 16, 17, 18, 19, 20 

Stunts: 21, 22, 23, 24, 25, 26, 41 

Safety devices: 27, 28, 29, 30, 32 

Control errors: 35, 36, 37, 38 

Australia  

(Stephens et al., 

2017) 
470 89.0 

Traffic errors: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 

Speed violations: 14, 15, 16, 17, 18 

Stunts: 21, 23, 24 

Control errors: 12, 13, 35, 36, 37, 38 

Protective gear: 27, 28, 29, 30, 32 

Nigeria (Sunday, 

2018) 
500 100 

Control/Safety: 23, 24, 26, 29, 31, 35, 38, 40, 41, and 02 additional 

items 

Stunts: 12, 13, 18, 22, 37, and 02 additional items 

Errors: 1, 3, 36, and 01 additional item 

Speeding/Impatience: 7, 10, 11, 15, 21, 25, and 01 additional item 
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Table 1: The MRBQ factor structures across countries 

Country  

(Author) 
Sample 

size 
% Male 

Factors: Items from original MRBQ 

(and authors’ additional items) 

Slovenia  

(Topolšek and 

Dragan, 2018) 
205 86.3  

Traffic errors: 1, 2, 3, 5, 6, 7, 11, 16 

Speed violations: 18, 19, 20, 21 

Stunts: 23, 25, 26, 27, 28 

Safety equipments: 29, 30, 31, 32, 40 

And 03 additional factors: 

- Helmet: 03 additional items 

- Clothing: 03 additional items 

- Alcohol: 03 additional items 

 

 

As shown in Table 1, not only the number and labeling of the factors differ across 

implementations of the MRBQ, but also the underlying factor structure in terms of which items 

are loading on particular factors differs. For instance, items that were perceived as 

“Performance of stunts” (intentional sensation seeking behaviours) among British riders, were 

classified under “Control/Safety” (acts in the context of losing control and safety) in the study 

concerning Nigerian riders (Sunday, 2018). The previously observed difference between 

“Traffic errors” and “Control errors” was not manifest among novice Australian motorists, thus, 

those two subscales resulted in a single “errors” factor (Sakashita et al., 2014). These 

differences in the implantation of the MRBQ reveal the variations in on-road traffic safety in 

the context of cross-cultural studies. 

One of the most valuable applications of the MRBQ lies in predicting risk riders' accident 

involvement. For instance, traffic/control-related errors  and speed violations are some of the 

most significant behavioural factors that influence on-road accident risks of motorcyclists 

(Elliott et al., 2007; Sakashita et al., 2014; Vlahogianni et al., 2012). Meanwhile, “Performance 

of stunts” was the unique MRBQ factor correlated with crash involvement among Australian 

motorists (Stephens et al., 2017). Similarly, this factor was the primary determinant of active 

accidents (i.e. hitting another road user or an obstacle) and traffic offences (related to parking, 

overtaking, speeding or other traffic violations) for Turkish riders (Özkan et al., 2012). The 

factor in relation to “Using the safety equipments” while riding emerged from data samples 

across all the above-mentioned studies, but it was not likely to be a determinant of crash or 

near-crash events. 

The majority of studies covering validation issues and application of MRBQ were conducted 

in high-income countries like the United Kingdom (Elliott et al., 2007), Australia (Sakashita et 

al., 2014; Stephens et al., 2017), Slovenia (Topolšek and Dragan, 2018), or in countries where 

most of the motorcyclists ride for pleasure like Iran (Motevalian et al., 2011), and Turkey 

(Özkan et al., 2012). There this is a further need to investigate riding behaviours for 

motorcyclists in low/middle-income countries, whose transportation systems are significantly 

centred around motorcycles. Therefore, the MRBQ needs to be validated in those countries in 

order to identify the possible causes of inconsistencies due to non-covered traffic systems 

specificities. 

The Vietnam Association of Motorbike Manufacturers (VAMM, 2019) reported that the total 

amount of motorbikes sold by 2018 is a little bit higher than 3.38 million vehicles, an increase 

of 3.5% in comparison to 2017. Currently, Vietnam has more than 50 million motorcycles. The 

advantages of motorcycles can be identified by their relatively small volume, resulting in 

maneuvering flexibility, the capability to weave through queues in congested areas, and the 

freedom to park almost anywhere (Hsu, 2003). In particular, motorcycling represents a 

significant portion of the overall traffic flow, and up to 79% of the population uses a motorcycle 

for daily commuting. This places Vietnam as one of the top countries in term of use of 
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motorcycling in the world (Anisa Holmes, 2017). However, the increase in motorcycle sales 

and popularity in recent years are accompanied by a rising number of fatalities on Vietnamese 

roads. The National Traffic Safety Committee of Vietnam announced more than 8.500 deaths 

per year from road traffic accidents, whereas about 90% of victims are motorcyclists and their 

passengers. Moreover, Vietnam economic losses amount to more than $2 billion per year 

because of road traffic accidents, of which motorcycling contribution accounts for around 75% 

(Duc, 2009; United Nations Economic and Social Commission for Asia & the Pacific and 

Transport Safety Department – Ministry of Transport of Vietnam, 2018). 

The literature review revealed multiple research gaps regarding riding behaviour, which 

constitutes an important factor affecting road safety, and its resulting effects within the 

Vietnamese transport-related context. In this regard, this research was motivated by the urgent 

need to understand riding behaviour and address the safety issues of motorcyclists on 

Vietnamese roads. The objectives of the conducted study are (i) the investigation of the factor 

structure of the MRBQ in the case of Vietnam, and (ii) the examination of the relationships 

between the MRBQ factors, background variables, riding information and accident, traffic 

violation involvement in Vietnam. 

 

2. Data and methodology 

 

2.1. Data collection 

 

Data collection was conducted in Vietnam, and consists of three sections: (i) demographic and 

driving experience background, (ii) information about self-reported traffic accidents and 

received violation tickets, and (iii) the MRBQ. The data were collected using the snowball 

sampling technique. Trained students of the University of Danang delivered the paper-based 

questionnaire to the participants at parking lots and residential areas in 2018. Only people who 

rode a motorcycle were invited to participate in this survey, and they were assured of 

confidentiality and anonymity. Initially, the total number of motorcyclists interviewed for this 

survey was 2823. After removing incomplete observations, the final dataset contains 2254 

observations. Tables 2 and 3 present the descriptive statistics of the sample. 

 

Table 2: Basic descriptive statistics: continuous variables 

Variable  Description of variable N Mean S.D. 

Age  Age of the motorcyclist 2254 24.30 5.90 

Riding years  Total years of riding motorcycle  2254 6.10 5.20 

License years Total years of holding the riding license  2254 4.90 4.70 

Mileage Average annual mileage (km) 2233 4863.80 4769.50 

Near crashes Number of near crashes (last 12 months) 2241 1.50 3.50 

Crashes Number of crashes (last 12 months) 2253 0.90 1.80 

Offences Number of penalized traffic violations (last 12 months) 2253 0.24 0.93 
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Table 3: Basic descriptive statistics: categorical variables 

Variable N Category Frequency Proportion (in %) 

Gender  2250 
Female 1650 73.3 

Male 600 26.7 

Highest education level 

attained 
2254 

Elementary school 7 0.3 

Secondary school 23 1.0 

High school 82 3.6 

Bachelor / Engineer 2044 90.7 

Master / PhD 68 3.0 

Others 30 1.3 

Holding a driving license 2254 
No 156 6.9 

Yes 2098 93.1 

Riding frequency 2254 

Everyday 1953 86.6 

Several times per week 253 11.2 

Once a week 14 0.6 

Less than once a week 34 1.5 

Main riding purposes 2246 

Carry for free 18 0.8 

Carry for money 13 0.6 

Others 29 1.3 

Relax / Travel / Sport 27 1.2 

To work/study places 2159 96.1 

Have own motorcycle 2254 
No 245 10.9 

Yes 2009 89.1 

Experience near-crash in the 

past 12 months 
2254 

No 996 44.2 

Yes 1258 55.8 

Experience crash in the past 

12 months 
2254 

No 1372 60.9 

Yes 882 39.1 

Have traffic offence in the 

past 12 months 
2254 

No 1918 85.1 

Yes 336 14.9 
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2.2. Measures 

 

2.2.1. Demographic questions 

 

The questionnaire included items asking participants’ sociodemographic background, e.g. age, 

gender, education level, marital status, and their riding information, e.g. license tenure, riding 

purpose, riding frequency, average riding distance per year and self-reported traffic accidents 

and traffic violations. In order to assess riding incidents, the following formulation was adopted: 

“During the last 12 months, how many accidents (near-crashes, crashes) have you had ?” and 

“During the last 12 months, how many traffic offences have you received ?”. 

 

2.2.2. The Motorcycle Rider Behaviour Questionnaire (MRBQ) 

 

The original MRBQ has 43 items, and for each item, the respondents are asked to rate the 

frequency of their riding behaviour during last year by choosing one of the 6 points scale 

(1=never, 2=hardly ever, 3=occasionally, 4=quite often, 5=frequently, and 6=nearly all the 

time). The use of this scale yields good reliability with Cronbach alpha coefficients for the five 

factors ranging from 0.70 to 0.84 (Elliott et al., 2007). Two researchers used the back-

translation technique for translating MRBQ from English to Vietnamese. We conducted focus 

group discussions with 20 Vietnamese motorcyclists and two traffic police officers to find out 

what they understood from each question, and noted unclear items. We defined the final list of 

items by taking the feedback from the focus group discussions into account. 

 

2.3. Methods 

 

Regarding the information gaps within the MRBQ, missing values were replaced with a 5% 

trimmed mean. In this regard, mean imputation was performed on 190 data points, 

corresponding to a negligable 0.2% of the overall dataset. 

The underlying factor structure of MRBQ has been defined based on both prior empirical and 

theoretical bases. Before exploring the factor structure of the MRBQ in Vietnam, the factor 

structure from the studies presented in Table 1 were assssed using Confirmation Factor Analysis 

(CFA) on our collected dataset. The CFA was astimated with an asymptotically distribution-

free estimation configuration. In case the existing factor structures from models in literature 

would poorly fit the data, Principal Axis Factoring (PAF) and Direct oblimin methods are run 

to investigate the factor structure of the MRBQ in Vietnam. Furthermore, the internal 

consistency of the MRBQ scale scores was assessed by systematically computing the 

Cronbach’s alpha reliability coefficients.  

Finally, the associations between demographic measures, riding information, MRBQ factors 

and self-reported yearly crash outcomes, including near-crashes, crashes and traffic offences, 

were explored using negative binomial regression. 

 

3. Results 

 

3.1. Sample description 

 

A basic statistical description of the collected sample is presented in Tables 2 and 3. Most 

respondents of the final sample are female (73.2%), with a university degree or higher (93.7%), 

hold a valid driving license (93.1%), and regularly use motorcycling (86.6%) to travel towards 

working/studying locations (96.1 %). The average age of the participants is 24.3 years, ranging 

from 20 to 71 years. The average level of riding experience is 6.1 years. The mean duration of 

possessing a driving license is 4.9 years, and the mean self-reported annual riding distance 
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reaches 4863.8 kms. Typically, a motorcycle is used for a short trip in motorcycling countries; 

thus, these results are within expectations. 

With respect to involvement in accidents over the last 12 months, 882 riders (39.1% of the 

sample) indicated that they were involved in at least one crash, where 370 of them reported one 

crash, 264 reported two crashes, 108 reported three crashes and 140 reported more than three 

crashes. Furthermore, 1258 riders (55.8 % of the sample) reported that they were involved in at 

least one near-crash situation. Besides, 336 riders (14.9 % of the sample) were fined within the 

last 12 months. 

 

3.2. MRBQ item scores 

 

The most common actions reported by the participants are related to safe riding. For instance, 

on the scale ranging from 1 (never) to 6 (almost all the time), the two highest scoring items are 

item 35 “Brake or throttle back (slow down) when going around a bend” (M = 4.560 ± 1.309) 

and item 36 “Change gears when going around a corner or bend” (M = 4.500 ± 1.360). 

Obviously, in the case of motorcyclists, the relative lack of protection offered by motorcycles 

may cause riders to appreciate their supplemental vulnerability (Huth et al., 2014). Therefore 

they generally adopt a defensive approach on the road, with a tendency to be less aggressive 

when they are riding (Rowden et al., 2016).  

In contrast, the items related to the use of safety equipments have relatively low scores, such as 

for instance item 43 “Wear bright/fluorescent clothing” (M = 1.430 ± 0.833), item 33 “Wear 

bright fluorescent strips/patches on your clothing” (M = 1.490 ± 0.947), item 42 “Wear a full 

leather-suit” (M = 1.500 ± 0.864), and item 28 “Wear protective trousers – leather or non-

leather” (M = 1.570 ± 0.931). Noticeably, item 31 “Wear no protective clothing” has a high 

score (M = 3.940 ± 1.800), which also demonstrates the behaviour related to the use of reliable 

shielding equipments. Those behaviours are extremely rare among Vietnamese motorcyclists 

due to the lack of national road safety laws about protective gear while riding, except for the 

compulsory helmet legislation from August 2000 (Bao et al., 2017; Hill et al., 2009; Hung et 

al., 2008). 

 

3.3. Factor analysis of MRBQ 

 

CFA has been applied to validate the internal structure of the MRBQ. Model fitting is 

systematically evaluated with the Chi-squared/degree of freedom (χ2/df) ratio, the Goodness-

of-Fit Index (GFI), the Adjusted Goodness-of-Fit Index (AGFI), the Comparative Fit Index 

(CFI), the Root Mean Square Residual (RMR), and the Root Mean Square Error of 

Approximation (RMSEA, RMSEA CL90) (Byrne, 2016; Zainudin, 2012). In general, 

appropriate fitted models should have 2:1 or 5:1 as χ2/df ratio, GFI > 0.9 (Joreskog and Sorbom, 

1984), AGFI > 0.9 (Tanaka and Huba, 1985), CFI > 0.9 (preferably > 0.95) (Bentler, 1990), 

and RMSEA and RMR < 0.08 or 0.01 (preferably < 0.06) indexes (Browne et al., 1993). 
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Table 4: Goodness-of-fit statistics for competing models of the MRBQ 

Model χ2/df GFI AGFI CFI RMR RMSEA LO 90 HI 90 

UK 5.08 0.84 0.82 0.51 0.20 0.04 0.041 0.044 

Turkey 5.65 0.82 0.80 0.44 0.20 0.05 0.044 0.047 

Australia (2014) 5.91 0.79 0.76 0.44 0.21 0.05 0.045 0.048 

Malaysia 5.13 0.83 0.80 0.53 0.19 0.04 0.041 0.044 

Australia (2017) 5.53 0.83 0.80 0.56 0.18 0.05 0.043 0.047 

Nigeria 7.22 0.87 0.87 0.42 0.21 0.053 0.050 0.055 

Slovenia 5.50 0.90 0.87 0.48 0.18 0.05 0.042 0.047 

 

 

Given that no model has provided a satisfactory fit the Vietnamse data (cfr. Table 4), the current 

data have been re-examined within an Exploratory Factor Analysis (EFA) framework (Hu and 

Bentler, 1998; Thompson, 2004). First, the 43 items are subjected to PAF in order to determine 

the factor structure. Initially, eight factors had eigenvalues higher than 1.0 in Vietnam sample. 

Furthermore, based on the Scree plot and the parallel analysis, a 4-factor solution was retained. 

A 4-factor structure is in line with the studies conducted in Australia (Sakashita et al., 2014) 

and in Nigeria (Sunday, 2018). The composition of the different factors in terms of factor 

loadings however is considerable different, in accordance to the results from the CFAs. As there 

have been some relatively high inter-correlations, the oblimin method of rotation has been 

applied. The factor analysis was then re-run designating four factors.  

The possibility that the factor analysis may be used without any concerns is checked by 

applying the Bartlett’s Test of Sphericity (BTS) and the Kaiser-Meyer-Olkin (KMO) test (Hair 

et al., 2018). While the BTS value is noticeably significant: χ2 (630) = 37916.7 and p < 0.001, 

the KMO value is 0.92 > 0.5. Thus, in conformity with the recommendations, the obtained BTS 

and KMO values suggest that the EFA can be reliably used in further analysis (Field, 2018). 

When interpreting the rotated factor patterns, six items (i.e. item 12 “Run wide when going 

around a corner”, item 13 “Ride so fast into a corner that you feel like you might lose control”, 

item 31 “Wear no protective clothing”, item 34 “Use daytime headlights on your bike”, item 

39 “Have trouble with your visor or goggles fogging up”, and item 40 “Another driver 

deliberately annoys you or puts you at risk”) have low weights for all the factors, and item 19 

“Open up the throttle and just go for it on a country road” had high cross-loading. Therefore 

these items were from the analysis. The four factors, based on remaining 36 MRBQ items, 

explained 43.5% of the total variance. Questionnaire items and corresponding factor loading 

are presented in Table 5 whereas a loading value of 0.3 is used as a cut-off point. 
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Table 5: Achieved results for the rotated factor pattern matrix 

Item Mean SD 
Control/ 

Safety 
Traffic 

Errors 
Safety 

Equipments 

Speed/ 

Alcohol-

related 

Violations 

35 Brake or throttle back (slow 

down) when going around a bend 
4.56  1.31  -0.47       

36 Change gears when going round 

a corner or bend 
4.50  1.36  -0.46       

20 Ride between two lanes of fast 

moving traffic 
1.52  0.83  0.47       

22 Ride so fast into a corner that 

you scare yourself 
1.57  0.85  0.47       

26 Unintentionally do a wheel spin 1.32  0.74  0.56       

21 Got involved in racing other 

riders or drivers 
1.39  0.78  0.58       

24 Pull away too quickly and your 

front wheel lifted off the road 
1.29  0.71  0.65       

25 Intentionally do a wheel spin 1.26  0.72  0.65       

23 Attempt or done a wheelie 1.28  0.70  0.67       

37 Find that you have difficulty 

controlling the bike when riding at 

speed (e.g. steering wooble) 
3.09  1.31    0.34     

10 When riding at the same speed 

as other traffic, you find it difficult 

to stop in time when a traffic light 

has turned against you 

2.37  1.16    0.34     

38 Skid on a wet road or manhole 

cover, road making 
2.63  1.11    0.38     

3 Not notice a pedestrian waiting at 

a crossing where the lights have 

just turned red 
2.08  1.05    0.38     

1 Fail to notice that pedestrians are 

crossing when turning into a side 

street from a main road 
2.64  0.99    0.43     

5 Miss ‘‘Give Way” signs and 

narrowly avoid colliding with 

traffic having right of way 
2.11  1.05    0.51     

9 Attempt to overtake someone that 

you had not noticed to be signaling 

a right turn (in England; left turn in 

other countries) 

2.24  0.97    0.51     
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Table 5: Achieved results for the rotated factor pattern matrix 

Item Mean SD 
Control/ 

Safety 
Traffic 

Errors 
Safety 

Equipments 

Speed/ 

Alcohol-

related 

Violations 

11 Ride so close to the vehicle in 

front that it would be difficult to 

stop in an emergency 
2.65  1.02    0.57     

2 Not notice someone stepping out 

from behind a parked vehicle until 

it is nearly too late 
2.75  1.02    0.57     

8 Distracted or pre-occupied, you 

suddenly realize that the vehicle in 

front has slowed, and you have to 

brake hard to avoid a collision 

2.86  0.98    0.62     

7 Queuing to turn left (in England; 

turn right in other countries) on a 

main road, you pay such close 

attention to the mainstream of 

traffic that you nearly hit the car in 

front 

2.58  1.00    0.62     

6 Fail to notice or anticipate 

another vehicle pulling out in front 

of you and had difficulty stopping 
3.22  1.02    0.63     

4 Pull onto a main road in front of a 

vehicle you have not noticed or 

whose speed you misjudged 
2.84  1.02    0.63     

33 Wear bright fluorescent 

strips/patches on your clothing 
1.49  0.95      0.57   

43 Wear bright/fluorescent clothing 1.43  0.83      0.62   

32 Wear motorcycle gloves 1.84  1.16      0.66   

42 Wear a full leather-suit 1.50  0.86      0.67   

27 Wear motorcycle riding boots 1.70  1.00      0.71   

30 Wear body armour/impact 

protection for the elbows and 

shoulders 
1.57  0.94      0.75   

28 Wear protective trousers – 

leather or non-leather 
1.57  0.93      0.82   

29 Wear a protective jacket – 

leather or non-leather 
1.54  0.87      0.91   

18 Race away from traffic lights 

with the intention of beating the 

driver next to you 
1.88  0.97        0.36 



BIVEC/GIBET Transport Research Days 2019 

 11 

Table 5: Achieved results for the rotated factor pattern matrix 

Item Mean SD 
Control/ 

Safety 
Traffic 

Errors 
Safety 

Equipments 

Speed/ 

Alcohol-

related 

Violations 

41 Ride when you suspect you 

might be over the legal limit for 

alcohol 
1.84  1.05        0.36 

14 Exceed the speed limit on a 

country/rural road 
2.12  1.07        0.60 

17 Disregard the speed limit on a 

residential road 
1.98  0.98        0.78 

15 Disregard the speed limit late at 

night or in the early hours of the 

morning 
2.25  1.11        0.86 

16 Disregard the speed limit on a 

motorway 
2.03  1.03        0.87 

Cronbach’s alpha   0.852 0.819 0.893 0.828 

 

 

Nine items, i.e. 20, 21, 22, 23, 24, 25, 26, 35 and 36, fall under factor 1. Those items could be 

interpreted as dealing with issues of “control errors” and “safety behaviours”. Therefore, factor 

1 was labelled “Control/Safety”.  This factor accounts for 25% of the total variance. 

Factor 2 accounts for 10% of the total variance, and contains 13 items, i.e. 1, 2, 3, 4, 5, 6, 7, 8, 

9, 10, 11, 37 and 38. Those items are related to unintentional mistakes made by the riders so 

that all of them fall under factor 2, which has been labelled “Traffic errors”.  

Eight items, i.e. 27, 28, 29, 30, 32, 33, 42 and 43, fall under factor 3 which deals with the use 

of protective gears. Thus, in consultation with prior studies (cfr. Table 1), this factor which 

explains around 5% of the total variance is named “Using safety types of equipment” or “Safety 

equipments” for brevity. 

Six items, i.e. 14, 15, 16, 17, 18 and 41, fall under factor 4. There is a consensus in the literature 

that all above items (with the exception of item 41) belongs to an MRBQ factor relating to 

“speed violations”. Item 41 “Ride when you suspect you might be over the legal limit for 

alcohol” is the only one item of original MRBQ related to drink driving. Therefore, this factor 

is subsequently labelled “Speed & Alcohol-related violations”, and it explains 3.5% of the total 

variance. 

All factors had good reliability with Cronbach’s alpha, ranging between 0.82 and 0.89, and they 

share weak to moderate correlations (Table 5), suggesting that each factor seems to measure a 

conceptually distinct construct. In this context, this four-factor structure proved to be 

reasonably interpretable. 
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Table 6: The correlations among demographic variables, the number of traffic accidents, 

offences, and MRBQ factors 

Variables 1 2 3 4 5 6 7 8 9 10 11 

1. Age -                     

2. Gender -0.26 -                   

3. Have 

license  
0.01 -0.04* -                 

4. License 

years 
0.58** -0.24** 0.45** -               

5. Mileage  
0.19** -0.17** 0.19** 0.26** -             

6. 

Control/Safet

y 
0.16** -0.14** -0.02 0.07** 0.00 -           

7. Traffic 

errors 
-0.07** 0.08** 0.06** -0.03 0.03 -0.01 -         

8. Safety 

equipments 
0.04 -0.15** 0.00 0.00 -0.02 -0.04 0.10** -       

9. Speed & 

Alcohol-

related 

violations 

0.002 -0.20** 0.07** 0.07** 0.11** 0.02 0.35** 0.26** -     

10. Near 

crashes (12 

months) 
-0.07** 0.04 0.07** -0.02 0.03 -0.01 0.24** 0.01 0.13** -   

11. Crashes  

(12 months) 
0.04 -0.07** 0.06** 0.07** 0.06** 0.07** 0.16** 0.10** 0.12** 0.38** - 

12. Offences 

(12 months) 
0.12** -0.18** 0.04 0.14** 0.07** 0.07** 0.07** 0.02 0.11** 0.18** 0.25** 

**: p < 0.01;  *: p < 0.05;  Gender: 1= Male,  2 = Female;  Have driving license: 1 = Yes, 0= No 

 

 

3.4. Predictive validity in terms of traffic accident risks and offences 

 

The sample data of traffic accidents and penalized violations does not follow the normal 

distribution, and initially violates the assumption of equidispersion. Therefore, a negative 

binomial regression analysis is performed to set-up a predictive model for motorcycle fatal 

accidents and offence on Vietnamese roads (Denham, 2016). In the analysis, the following 

predictors are selected: age, gender, highest education level attained, possession of a riding 

license, years of motorcycle riding, years of holding the driving license, annual riding distance 

(mileage), motorcycle ownership and MRBQ factors. Table 7 presents the results provided by 

the negative binomial regression analysis. 
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Table 7: Negative binomial regression analysis on yearly traffic accident risks and 

offences. 

Parameter Incidence rate ratios 95% Wald CI SD 
Wald 

χ2 
Sig. 

DV:  Number of crashs (12 months) 

[Gender = Male] 1.200 1.029 1.398 0.078  5.44  0.020 

[Have Riding License = No] 0.689 0.488 0.973 0.176  4.48  0.034 

Age 0.945 0.915 0.977 0.017  11.11  0.001 

Riding years 1.046 1.007 1.087 0.019  5.33  0.021 

Control / Safety 1.133 1.069 1.201 0.030  17.51  0.000 

Traffic errors 1.255 1.183 1.331 0.030  57.43  0.000 

Safety equipments 1.092 1.027 1.161 0.031  7.88  0.005 

DV: Number of near-crashes (12 months) 

[Gender = Male] 1.160 1.006 1.336 0.072  4.18  0.041 

[Have Riding License = No] 0.672 0.501 0.901 0.149  7.08  0.008 

[Having own motorcycle = No] 1.236 1.027 1.487 0.095  5.02  0.025 

Age 0.914 0.885 0.944 0.016  30.07  0.000 

Riding years 1.085 1.047 1.123 0.018  20.45  0.000 

Mileage 1.000 1.000 1.000 0.000  7.31  0.007 

Traffic errors 1.215 1.154 1.279 0.026  54.87  0.000 

Speed & Alcohol-related 

violations 
1.143 1.081 1.209 0.029  21.91  0.000 

DV: Number of offences (12 months) 

[Gender = Male] 1.833 1.462 2.297 0.115  27.66  0.000 

Age 0.943 0.898 0.990 0.025  5.62  0.018 

Riding years 1.107 1.046 1.172 0.029  12.35  0.000 

Mileage 1.000 1.000 1.000 0.000  4.80  0.029 

Control / Safety 1.219 1.121 1.326 0.043  21.33  0.000 

Traffic errors 1.262 1.149 1.387 0.048  23.68  0.000 

Speed & Alcohol-related 

violations 
1.141 1.028 1.266 0.053  6.12  0.013 

 

 

As shown in Table 7, gender, age, riding years and traffic errors of motorcyclist are the 

significant predictors of accident risk involvements and traffic offences. According to the 

incidence rate ratios, males are expected to have higher rates for the yearly total number of 

crashes, near-crashes and offences, i.e. 20%, 16% and 83.3% more respectively, compared to 
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females. The age of the motorcyclist is negatively related to the total amount of accident 

chances and offences, whereas riding years and traffic errors have positive relationships with 

them. In particular, crash, near-crash and offence rates are 0.945, 0.914 and 0.943 (a decrease 

of 5.5%, 8.6% and 5.7% respectively) times lower with each increment of one unit in age. In 

contrast, those rates are 1.046, 1.085 and 1.107 (an increase of 4.6%, 8.5% and 10.7% 

respectively) times higher with each increment of one unit in riding years. Likewise, those rates 

increased by 25.5%, 21.5% and 26.2% respectively with each increment of one unit in traffic 

errors. 

Furthermore, the analysis reveals that the individuals’ without riding license appear to be 

involved in crash and near-crash situations at lower rates than survey respondents with riding 

license. Unexpectedly, for every extra unit in using safety equipment while riding, 1.092 (an 

increase of 9.2%) times more crashes are reported, a statistically significant result with p = 

0.005.  

The Control/Safety factor is both significantly and positively associated to the overall number 

of motorcyclists’ accident risk. It increases the crash and near-crash rates by 13.3% and 22% 

respectively with each increment of one unit in Control/Safety.  

The cumulative number of near-crashes and offences rise by 14.3% and 14.1% apiece with each 

addition of one unit in Speed & Alcohol-related violation factor. 

Participants without private motorcycle seem to have 23.6% more near-crash experiences than 

the motorcycle owners. 

 

4. Discussion 

 

In this study the focus was laid on the validation of the MRBQ in a Vietnamese context, and 

the investigation of the relationship between MRBQ factors, demographic variables, 

motorcycle riding information and accident risks, traffic offences of motorcyclists in Vietnam. 

A noticeable difference in the sample composition of our study in comparison to international 

literature (cfr. Table 1), concerns the higher proportion of women in our study (73.3% of total 

participants), whereas the men predominate the studies reported in literature. 

Concerning the existing previous factor structures of MRBQ (Table 1), the initial CFA has been 

used to compute a set of goodness-of-fit indicators. Nonetheless, the results were unsatisfactory 

(43). Therefore, the EFA of MRBQ using our collected sample data was performed and revealed 

a notable four-factor structure grouping a total of 36 items (Table 5). 

The results obtained from the conducted analyses are consistent with most of the previous 

studies, which have observed that the frequencies of the MRBQ responses are generally 

between “never” and “hardly ever”. The two most prevalent traffic errors of Vietnamese 

motorcyclists are “Fail to notice or anticipate another vehicle pulling out in front of you and 

had difficulty stopping” (item 6) and “Find that you have difficulty controlling the bike when 

riding at speed” (item 37). As presented in Table 5, riders are more likely to engage in Traffic 

errors than Speed & Alcohol-related violations or Control errors/Safety behaviours in Vietnam. 

A particularly alarming behavior relates to the Safety equipment factor, where the riders report 

that they almost never use protection gear while riding. This type of behaviour is extremely rare 

among Vietnamese motorcyclists as there are no binding rules for using protective gears, except 

for the mandatory helmet laws, in Vietnam's current on-road safety law (see decree 

46/2016/ND-CP issued on August 1, 2016). This factor is relatively different from prior 

research with respect to other countries, where the majority of the motorcyclists consider using 

protective items as a prerequisite for safe riding (Stephens et al., 2017). Motorcycling behaviour 

in Vietnam is the result of undisciplined traffic condition. Furthermore, many of current road 

safety legislations are either not comprehensive in their scope, or are unsuccessfully enforced 

in Vietnam (Chu et al., 2015; Mohamad et al., 2018). 
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Although drunk driving seems to be an explanatory factor in the context of traffic problems 

(Liu et al., 2015; Stewart et al., 2012), item 41 “Ride when you suspect you might be over the 

legal limit for alcohol” was dropped from MRBQ in earlier studies due to low loading scores. 

Many researchers claimed that vigorous enforcement and benefits of targeted drink driving 

campaigns had been operated effectively (Elliott et al., 2007; Özkan et al., 2012; Sakashita et 

al., 2014). In the case of Vietnam, considering drink driving remains a comprehensive intricacy 

(Ngoc et al., 2012; Phuong et al., 2016) and item 41 had a moderate factor loading, we have 

retained it within the Speed & Alcohol-related violations factor. 

The current Control/Safety factor includes nine items related to control errors and safety 

behaviours which have been perceived as stunts (items 21, 23, 24, 25, 26), errors (items 35, 36) 

or speed violations (items 20, 22) in previous studies (Table 1). This may be explained in part 

by is the fact that most Vietnamese riders (96.1%) prefer motorcycling to travel towards 

working/studying places on a daily basis and recognise those items in the context of losing 

control or proactively keeping themselves safe instead of intentional performing of a stunt or 

violation on the road (Hsu, 2003; OECD/ITF, 2015). This factor exhibits not only the critical 

contrast in riding motives of motorcyclists but also the actual socioeconomic differences 

between countries (WHO, 2017). 

The outputs resulting from the negative binomial regression analysis raised some critical 

differences between motorists from Vietnam and those from other countries. In Vietnam, 

motorcyclists riding without a valid license have a lower on-road crash/near-crash rates, and 

the use of protective equipments increase the incidence of crash risks. This reveals a relatively 

unique traffic reality as Vietnamese people often ride even though they do not satisfy the 

required traffic safety regulations. Furthermore, unlicensed motorcyclists recognise their 

additional risks and ride more carefully to avoid collisions. Prominently, crash/near-crash 

liability and offences of Vietnamese riders increased with riding years. In motorcycling 

countries, where most people spend important time riding within a traffic system that contains 

inherent chaotic characteristics, the greater the number of riding years is the higher the risk of 

having a traffic accident is. Those addressed issues pose requirements for further studies 

regarding the relationship between Vietnamese personality traits, attitudes toward safety, riding 

experience and riding outcomes. 

Besides, the current predictive models reveal that there were also some results consistent with 

previous cross-cultural studies. Firstly, gender is an important determinants  of collision risks 

and offences, whereas females report lower rates of involvement than males (Stanojević et al., 

2018). Secondly, speed violations are positively related to the overall amount of received traffic 

tickets (Özkan et al., 2012; Stephens et al., 2017) and near-crash experiences (Sakashita et al., 

2014). Lastly, the crash risks decrease with riders’ age but increase when riders perpetrate more 

traffic errors (Elliott et al., 2007). These common characteristics provide an opportunity for 

Vietnamese authorities to operate the interventions that have been effectively implemented in 

countries with lower traffic fatality rates. 

The current study still has some limitations. First, taking into consideration the lack of questions 

measuring well-known behaviours in motorcycle-traffic systems, it might be essential to 

expand the MRBQ by including additional behavioural dimensions related to “helmet usage”, 

“aggressive violations”, “impaired motorcycle usage” or "carrier violations" from the 

perspective of further studies. Secondly, there are some concerns about biases when using a 

self-report methodology for collecting data. However, anonymous participants were informed 

about the purposes of the study and have been given enough time to answer the questionnaire, 

so the influence of social desirability bias is likely to be neglectable. 

Overall, this study gives some new insights into the current motorcycling traffic situation in 

Vietnam. The proposed version of the MRBQ grouping 36 items has been smartly adapted to 

Vietnam and could be replicated to investigate riding behaviours in other motorcycling 

countries. Following the robust relationships between MRBQ factors and accident risks, new 
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effective on-road safety campaigns can be developed to focus on reducing specific deviant 

riding behaviours such as traffic errors, speeding and alcohol-related violations in Vietnam. 

 

5. Concluding remarks 

 

In this study, we have investigated on-road crash risk and traffic offenses in Vietnam using the 

MRBQ framework. The literature review, conducted in the current paper, revealed a research 

gap on riding behaviour, an important threatening factor in road safety research, and its 

outcomes in Vietnam. This study gives some new insights into the current motorcycling traffic 

situation in Vietnam. For instance, although the total number of motorbike-related fatalities is 

extremely high, riders are not in the habit of using safety equipment yet. Moreover, when using 

protection devices, Vietnamese motorcyclists tend to commit more traffic errors, so they are 

more likely to be involved in accidents and traffic offenses.  

The proposed version of the MRBQ grouping 36 items has been smartly adapted to Vietnam 

and could be replicated to investigate riding behaviours in other motorcycling countries. 

Regarding the possible policy recommendations, new effective on-road safety campaigns can 

be developed to focus on reducing specific deviant riding behaviours such as traffic errors, 

speeding and alcohol-related violations in Vietnam, considering the robust relationships 

between MRBQ factors and accident risks. Simultaneously, this paper also suggests that it is 

necessary to strengthen education on traffic risk awareness and support the use of appropriate 

safety equipments in the mandatory motorcycle training program in Vietnam. Finally, further 

research should investigate the effects of different personality traits and attitudes toward traffic 

safety on riding behaviours in the context of motorcycling countries. 
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Abstract: The importance of attitudes in the relationship between travel behaviour (TB) and the 

built environment (BE) has been the subject of debate in the literature for about two decades. 

In line with the Theory of Planned Behaviour, attitudes – which affect behaviour – are generally 

assumed to be constant. However, it is plausible that attitudes can change, both directly, or 

indirectly, through the impact of the built environment on travel behaviour. Based on literature 

from social psychology, this paper provides a conceptual model for the explanation of attitude 

changes. It also reviews the literature in the area of BE and TB concluding that two 

explanations dominate: a change in attitudes due to new experiences which can be underpinned 

by learning theories, and a change in attitudes due to mismatches between attitudes and 

behaviour which can be explained by cognitive dissonance theories. The literature also 

suggests a few additional explanations, while we also suggest explanations not provided in 

travel behaviour literature. Finally, we present an agenda for future research. 

  

Keywords: “Built environment”, “Travel behavior”, “Attitudes”, “Cognitive dissonance 

theory”, “Research agenda”. 

 

1. Introduction 

 

For decades, researchers have been studying the influence of the built environment (BE) on 

travel behaviour (TB). Most of these studies found associations between people’s residential 

location and their travel mode choice. People living in low-density suburban neighbourhoods 

use the car for the lion’s share of their trips, while residents in denser and more mixed 

neighbourhoods walk, cycle or use public transport more frequently. These differences can 

partly be explained by a high level of car accessibility and relatively long travel distances in 

suburban/rural areas, and relatively short travel distances and the presence of public transport 

services in more urban areas (for an overview, see Ewing and Cervero, 2001, 2010). These 

outcomes underpin spatial concepts such as compact urbanisation, transit-oriented 

development, new urbanism and smart growth. This direct relationship between BE and TB is 

depicted in Figure 1 with arrow (1).   

 

Today it is generally assumed that travel behaviour is guided by attitudes, especially since the 

publication of Ajzen’s Theory of Planned Behaviour (1991). There are numerous definitions of 

attitudes, and the formulations differ but content-wise they are quite similar, at least as used in 

the debate on the BE and TB. Attitudes are usually defined as the degree of a favourable or 

unfavourable evaluation of a certain object, person or behaviour (for an overview of definitions 

of attitudes, see Ajzen, 1991; Eagly and Chaiken, 1993; Gärling et al., 1998; Van Acker et al., 

2010). The work of Kitamura et al. (1997) was one of the first and most cited papers to explicitly 

study attitudes in the context of the influence of the built environment on travel behaviour. 

Travel-related attitudes can relate, for instance, to mode-specific attitudes (e.g., a preference for 

using public transport) or travel-liking attitudes (e.g., the extent to which a person perceives 
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travel time as wasted time). The majority of studies found that travel-related attitudes have an 

important effect on TB, an example being the effects of mode-specific attitudes on the choice 

for that mode (e.g., Beirão and Cabral, 2007; Heinen et al., 2011). Some of these studies even 

claim that attitudes have a stronger impact on TB than the BE does (e.g., Bagley and 

Mokhtarian, 2002; Handy et al., 2005; Kitamura et al., 1997).   

 

Besides a direct effect of attitudes on TB (Figure 1, arrow 3), studies have also suggested 

indirect effects of attitudes on TB, through the BE (Figure 1, arrow 2). In this process, which is 

referred to as residential self-selection (RSS), a preference for a certain travel mode leads to 

people making choices for areas which allow them to travel in their preferred way. 

Consequently, the direct effect of the BE on TB might be overestimated as attitudes partly 

explain the impact of the BE on TB. We refer to Cao et al. (2009a) for a review of empirical 

studies, and Mokhtarian and Cao (2008) for a review of methodologies. Although studies found 

strong effects of attitudes on TB, most of them still found significant effects of the BE on TB, 

independent from self-selection effects (e.g., Ewing and Cervero, 2010; Cao et al., 2009a). 

 

Based on previous travel behaviour studies it can be argued that attitudes, BE and TB are 

interlinked as shown in Figure 1. Attitudes affect TB both directly (arrow 3), and indirectly 

through the BE (arrows 2 and 1). However, it is possible that attitudes do not only affect, but 

are also affected by the BE and TB (Figure 1, arrows a and b), resulting in attitude change. 

Although long acknowledged as a hypothetical possibility (e.g., Handy et al., 2005; Kitamura 

et al., 1997; Næss, 2009), such effects were often ignored in empirical travel behaviour studies, 

partly due to a lack of longitudinal data, making it impossible to measure the evolution of 

attitudes and partly due to theoretical reasons, not least because the influential Theory of 

Planned Behaviour assumes attitudes to be given. However, more recent empirical papers have 

addressed attitude changes explicitly. In this study we refer to the effects of TB on attitudes and 

of the BE on attitudes as the ‘reverse causality’ (RC) hypothesis. The focus of our paper is not 

on direct attitude changes from TB, but on the indirect impact of the BE. 

 

 
 

Figure 1: Relationships between attitudes, the built environment and travel behaviour 

(solid lines indicate reverse causality) (based on Van de Coevering et al., 2016) 

 

Part of the discussion on reverse causality (RC) relates to causalities issues (e.g. Cao et al., 

2009b, Heinen et al., 2018), and the question to what extent longitudinal studies adequately 

address the importance of residential self-selection when analysing the influence of the built 

environment on travel behaviour. Heinen et al. (2018) argue that these studies do not take these 

elements into account, partly because several of the conceptualizations assumed do not fully 

capture self-selection effects. In this paper we do not further discuss the causal structures 
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between BE, TB and attitudes, nor the question of whether and under which conditions attitudes 

change over time at all (not all empirical research found attitudes to change over time, despite 

changes in travel behaviour – e.g. Clark, 2016). Rather, we make the assumption that RC is a 

plausible hypothesis. In this paper, we first investigate the question of how RC processes can 

be explained, linking (i) clusters of processes, which we call ‘dimensions’ that lead to attitudes 

changes, (ii) ‘triggers’ that influence those dimensions, and finally (iii) the attitude changes, in 

a new conceptual model for attitude changes. We show that two explanations dominate: a 

change in attitudes due to new experiences which can be underpinned by learning theories, and 

a change in attitudes due to mismatches between attitudes and behaviour which can be 

explained by cognitive dissonance theories. We then investigate to what extent the RC-

hypothesis has been tested empirically. Finally, we discuss how RC can best be investigated 

with respect to the impact of the built environment on travel behaviour. To the best of our 

knowledge, such a systematic discussion of the RC hypotheses and theories is not yet available. 

From a transport geographical perspective, RC is an important process: if attitudes are not 

included at all in studies on the impact of the BE on travel behaviour, RSS cannot be recognized 

and the role of the BE might be overestimated. On the other hand, not acknowledging that the 

BE itself influences attitudes leads to an underestimation of the role of the BE. This 

understanding is also highly useful for practice: if it can be theoretically and empirically 

convincingly demonstrated that travel attitudes can indeed change as a result of changes in the 

BE, support is created for innovative BE designs. This requires a better understanding of how 

these attitude changes occur.  

This paper is organised as follows. Section 2 presents our conceptual model for attitude 

changes, and explains the different dimensions and triggers leading to attitude changes. Section 

3 presents an overview of the literature on the reverse causality hypothesis. Section 4 finally 

summarises and discusses the main findings of our paper and presents avenues for future 

research in this area. 

 

2. Psychological processes leading to attitudinal change 

 

2.1. Attitude change and reversed causality 

We first explain the RC hypothesis. The RC hypothesis assumes that attitudes can change by 

TB and by the BE. As explained above, the focus of this paper is not on the general impact of 

TB on attitudes, but on the impact of the BE on attitude changes, either directly or via the impact 

of the BE on TB. But to better understand the latter impact, we also draw on the more general 

literature on the impact of TB on attitudes.  

With regard to effects via TB, it has been found that travel-related attitudes and mode choice 

are interdependent, and that attitudes both affect – and are affected by – mode choices (Dobson 

et al., 1978; Golob, 2001; Tardiff, 1977). Some studies even found stronger effects from travel 

behaviour to attitudes than vice versa (Golob, 2001; Kroesen et al., 2017; Reibstein et al., 1980). 

Reibstein et al. (1980), for instance, indicate that the frequency of bus use positively affects the 

attitude towards bus use. More recent studies confirm this finding: a mode shift from car to 

public transport was accompanied by improved attitudes towards public transport (Abou-Zeid 

et al. 2012; Fujii and Kitamura, 2003; Fujii et al., 2001). According to De Vos et al. (2018b), 

the effect of mode choice on attitudes towards that mode is indirect through satisfaction levels  

with using that mode. Based on this literature we conclude it is likely that a cyclical process 

between travel-related attitudes and mode choice exists; a positive stance towards a certain 

mode can increase the use of that mode, while using that mode frequently might improve the 

attitude towards that mode (Bohte et al., 2009; Van Acker et al., 2011).  

It is also plausible that reverse causality occurs because the BE influences attitudes. Although 

some studies suggest that the BE can impact people’s travel attitudes, whether or not through 

travel patterns stimulated by the built environment (Cao et al., 2009b; Chatman, 2009; de Abreu 
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e Silva, 2014; Ewing et al., 2016; Handy et al., 2005; Kitamura et al., 1997; Lin et al., 2017; 

Næss, 2009, 2014; Van Acker et al., 2014)), only a few have actually tested it. Bagley and 

Mokhtarian (2002) − using cross-sectional data from residents in the San Francisco Bay Area 

− found no significant effects of respondents’ residential location on travel-related attitudes, 

while Van de Coevering et al. (2016) – using longitudinal data from Dutch residents – found 

that living far away from a railway station negatively affects attitudes towards public transport 

use while positively affecting attitudes towards car use. Two studies focused on recently 

relocated residents. Both De Vos et al. (2018a) – using quasi-longitudinal data from Ghent 

(Belgium) – and Wang and Lin (2019) – using panel data from Beijing (China) − found that 

attitudes towards travel modes stimulated by the respondents’ new neighbourhood significantly 

improved after respondents moved.  

 

2.2 A conceptual model for attitude changes 

Many studies consider attitudes to be stable constructs; partly inherited, and only subject to 

change very slowly (e.g., Tesser, 1993). The commonly used Theory of Planned Behaviour 

(Ajzen, 1991), for instance, views behaviour as an outcome of attitudes, but does not consider 

changes in attitudes. However, theories have been developed that can help explain changes in 

attitudes. A first step in understanding why attitudes can change is to distinguish clusters of 

processes, labelled as ‘dimensions’ that lead to attitude changes (Eagly and Chaiken, 1993; 

Triandis, 1971; Zanna and Rempel, 1988). Eagly and Chaiken (1993), for instance, suggest 

cognitive, behavioural and affective dimensions. We also adopt this classification, as it is 

helpful for understanding the reasons why attitudes change. To summarize, the cognitive 

dimension refers to the fact that people know something they did not know before, and 

consequently change their attitudes. The behavioural dimension refers to the fact that people do 

something. The affective dimension makes people feel something which leads to attitude 

changes. As we will explain below, these dimensions are strongly related and can be influenced 

by the same triggers.  

The conceptual model 

Contrary to previous studies, we propose a more complex conceptualization, as presented in 

Figure 2. We derived our conceptual model analytically, inspired by literature. 

 

 
 

Figure 2: a conceptual model for attitude changes. 
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We distinguish cognitive, behavioural and affective dimensions in which processes take place 

that lead to attitudes change (arrows 4a, b, c). We assume that attitudes change due to so-called 

‘triggers’ (arrow 1a, b, c), being information, social pressure and experiences. In other words, 

triggers are the reason why people change what they know, feel or do. 

Unlike the conceptualization of Eagly and Chaiken (1993) we also argue that relationships exist 

between the three dimensions. First, cognitive and behavioural dimensions can influence 

affective dimensions (arrow lines 3a, 3b), and can therefore indirectly affect attitude change. 

The cognitive dimension refers to people who know something they did not know before, which 

may influence their emotions and thus the affective dimension (arrow 3a). For example, a 

person receives new information about climate change (influencing the cognitive dimension) 

which may affect them emotionally (influencing the affective dimension). Processes in the 

behavioural dimension can also touch people emotionally (affective dimension) (arrow 3b). For 

example, if someone starts cycling after moving to a bike-friendly neighbourhood, the 

behavioural dimension changes and this person might experience related positive emotions. We 

also argue that the behavioural and cognitive dimension can mutually influence each other 

(arrows 2a, 2b). Exposure to climate change information can influence the cognitive dimension, 

which can lead to more sustainable travel behaviour (updating the behavioural dimension) 

(arrow 2a). On the other hand, experiences with public transport can influence the behavioural 

dimension and make people more aware of the real travel times and costs of that mode (arrow 

2b). 

Behavioural dimensions are influenced by triggers (arrows 1a, b, c). Without aiming to give a 

full overview, we will mention three categories of triggers we found in the literature: 

experiences, information and social pressure (see below). New information can influence the 

cognitive dimension, for example if people hear about the positive impact of active travel on 

health. Experiences, for instance actually cycling one day a week, further contribute to it. Some 

triggers, at least social pressure, can also directly change behaviour (arrow 1c), for example, 

the decision to walk short distances due to climate reasons. Even the affective dimension (arrow 

1b) can be triggered, if without any experience or knowledge someone would feel bad to walk 

short distances. 

People can experience conflicts between the three categories of dimensions (Trafimow and 

Sheeran, 2004). First, if people know that their driving behaviour is harmful to the climate 

(conflict between cognitive and behavioural dimensions) or if they like to drive fast, while this 

is risky for safety (conflict between affective and cognitive dimensions). It should be noted that 

both the affective dimension and attitude change can impact the behavioural dimension (as 

indicated by dashed arrows 3c and 4d), since attitudes and the experience of activities can 

influence future choices (Ajzen, 1991; Kahneman et al., 1997). However, as the focus of this 

paper is on the elements explaining attitude change we will not further discuss or analyse these 

two relations.  

Changes in attitudes are more likely to occur under specific conditions. We assume that attitude 

changes are more likely after certain life events have taken place (e.g., a residential relocation), 

after either very positive or very negative experiences have taken place, or when dissonances 

develop between attitudes and behaviour. For instance, when people have just moved to a 

residential location which is not their preferred one, travel attitudes may change relatively fast 

due to (i) a new context leading to a reconsideration of travel choices, (ii) in order to decrease 

dissonances between attitudes and BE, or (iii) due to possible positive experiences with travel 

modes stimulated by the new BE. However, after living in a neighbourhood for a while, it is 

assumed that attitudes become more or less congruent with the BE and are less subject to 

change. This idea is in line with the study of De Vos et al. (2018a) suggesting that residential 

dissonance is mostly a temporal situation that often fades away after a certain period of time.  



BIVEC/GIBET Transport Research Days 2019 

 24 

It should be noted, however, that it might be possible that attitudes change for completely other 

reasons than the BE or TB. It is plausible, for instance, that people become more 

environmentally aware, and therefore develop more positive attitudes towards walking, cycling 

and public transport, and more negative attitudes toward driving. Another explanation for 

attitude changes is the role of health and aging in relation to active modes: because of the health 

benefits of these modes people might change their mode specific attitudes. Also changes in 

income affect the travel options people can afford and their attitudes towards these options. For 

example, people may change their attitudes towards luxury cars once they can afford one 

themselves.   

A final remark on our conceptual model: the dimensions and triggers help to understand attitude 

changes, but cannot always be clearly distinguished, and labelling the processes in the 

dimensions included in the model can be a bit arbitrary. 

Now that we have explained the model in broad outline, we will discuss the three dimensions 

in more detail. 

 

2.3 Attitude change due to the cognitive dimension 

The first dimension that leads to attitude changes consists of cognitive processes, in which new 

information is gained about a certain object, behaviour or person. This information can be 

gained by direct experience, e.g., gaining knowledge about the characteristics of a certain 

activity whilst performing it. For instance, a person using a certain public transport service for 

the first time might create a certain negative or positive attitude towards public transport 

because he/she (dis)likes certain characteristics of the service. In other words, this person gains 

certain knowledge about the chosen service by using it, affecting their attitude towards it. New 

information can also be gained indirectly, e.g., by reading articles, blogs, advertisements, or by 

talking to friends and family about that particular object (such as a travel mode). It might also 

be possible that – just like behaviour (Ajzen, 1991) – attitudes are affected by subjective norms, 

i.e., a perceived social pressure to have a certain opinion about a certain attitude object. For 

example, employees will be more inclined to commute by bicycle if they notice that the 

employer appreciates this or if colleagues do the same (Heinen et al., 2013). Many papers also 

show that travel behaviour and social networks are related: People care about what others in 

their networks do, and find this important. For example, Arentze and Timmermans (2008) 

propose a framework for the interactions between social networks, social interaction, and 

activity-travel behaviour. As an example of many empirical papers in this area, Siegel and 

Wang (2019) show that in some subcultures, millennials’ travel behaviour is influenced by 

people in their social network. The impact of others also plays a role in another way. Some 

studies indicate that if more people use a certain travel mode, this makes this mode more 

attractive for other people (as a result of social spill-over effects) (Goetzke, 2008). Furthermore, 

travel behaviour is subject to social influences, and thereby influenced by the travel behaviour 

of family or friends, partly through socialisation processes in which individuals learn skills, 

knowledge, and values according to their position in a group or society (Chatterjee and 

Scheiner, 2015). 

In addition, it is also possible that people will – intentionally or not − look for new information 

to change their attitudes, so their attitudes better fit with their behaviour. A person being forced 

to travel with a certain travel mode might look for new, positive information for that mode, so 

that the attitudes towards that mode improve. However, we are  not aware of any travel 

behaviour studies which analyse attitude change due to cognitive processes.  

Learning theories explain how people learn in general. Many learning theories exist, but it is 

beyond the aim of this paper to review many of these theories from the perspective of attitude 

changes. We limit ourselves to Bloom’s pyramid-shaped taxonomy of learning (Bloom, 1956), 

a taxonomy that inspired many others in their development of learning theories. Bloom 

distinguishes a hierarchy of multiple levels of learning.  
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This theory allows us to distinguish explicitly the different ways of learning via knowledge and 

experiences. At the bottom level, the easiest ways of learning are via knowledge and 

comprehension, achieved through reading newspapers or blogs, or receiving information orally.  

Higher levels are application, analyses, synthesis and evaluation respectively. Experiences are 

a more active form of learning and in terms of Bloom’s taxonomy are linked to ‘application’ or 

even higher levels in the pyramid. Via experiences, such as the use of a new travel mode, people 

update their knowledge base of this mode. They might remember the characteristics of 

travelling by, for example, public transport, and via analysis and synthesis make the knowledge 

easily accessible for future travel decisions. Zigmont et al. (2011) explain that learning 

processes via experience depend on characteristics of the experiences, the persons, and the 

learning environment.  So, for a given experience, there is not one way of learning via 

experience that applies to all contexts (learning environment) and to all people. To give an 

example of the learning context: travelling with others by train for the first time might make 

people aware of some characteristics of travelling by train, for example the availability of free 

wifi on the train, that they would not have known had they travelled alone. 

The literature on attitude changes discussed in this paper generally does not provide the 

theoretical mechanisms of why the cognitive, behavioural or affective dimension influence 

attitudes, as explained by learning theories. Learning was explicitly addressed in the paper of 

Weinberger and Goetzke (2010) in the context of car ownership. They found previous 

experience and learning to be very important for automobile ownership. The BE can lead to 

attitude changes (RC) via the cognitive dimension, for example because a person plans to move 

to another neighbourhood, and decides to read about travel opportunities in the new 

neighbourhood and as a result changes their attitudes. 

  

2.4 Attitude change due to the behavioural dimension 

The impact of behavioural processes is linked to ‘doing’, and thus experiences are required. 

The dominant reason why this dimension changes attitudes as found in the literature is that 

people align their attitudes with their behaviour. A specific form of this type of attitude change 

is that when behaviour and attitude do not match, a tendency arises to adjust attitudes so that 

they correspond with prior behaviour. 

In addition, but less emphasized in the literature, it is important to note that people change their 

attitudes after experiences simply because the experience changes their attitude, regardless of 

any aim to reduce dissonance between attitudes and behaviour.  

The cognitive dissonance theory (Festinger, 1957) and Balance theory (Heider, 1958) came 

from different psychological traditions but shared the idea that people try to reduce a possible 

inconsistency between two or more attitudes, or between behaviour and the attitudes related to 

this behaviour. Such an inconsistency (or dissonance) can result in psychological discomfort or 

dissatisfaction. In order to reduce this unpleasant state of mind people change their attitudes, 

restoring the balance between attitudes (and behaviour). People might (subconsciously) change 

their attitudes by linking positive elements to chosen alternatives and negative elements to non-

chosen alternatives, in order to justify a decision (often referred to as choice-supportive bias). 

The cognitive dissonance theory also states that people change their behaviour in order to 

reduce dissonance and the related discomfort.  The self-perception theory (Bem, 1967) on the 

other hand, argues that people develop their attitudes by observing their own behaviour (mostly 

when no previous attitudes regarding the attitude object were present), and concluding what 

attitudes must have caused it. While the first two theories indicate that attitude change is a result 

of the experience of (mainly negative) emotions, the latter theory indicates that people change 

attitudes independent from experienced mood. The above-mentioned theories contrast with 

theories indicating that behaviour is an outcome of attitudes (e.g., theory of planned behaviour 

(Ajzen, 1991)). 
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Much more literature can be found on attitude changes due to behavioural processes than on 

attitude changes due to cognitive processes. We discuss this literature in general terms below. 

According to the cognitive dissonance theory (Festinger, 1957), behaviour will mainly affect 

attitudes when a dissonance between attitudes and behaviour occurs. In terms of travel 

behaviour, two different types of dissonance can be distinguished, i.e., travel dissonance and 

residential dissonance (De Vos and Singleton, 2019). Travel dissonance, for instance travel 

mode dissonance, refers to the situation in which the chosen travel mode is not the preferred 

one. In this case it is plausible that satisfaction levels will be low and discomfort occurs. People 

can try to reduce this dissonance and the accompanying discomfort by changing their behaviour, 

i.e. choosing another travel mode for future trips. However, when changing travel behaviour is 

not possible (e.g., due to budgetary or built environment constraints), they may change their 

attitudes in favour of the mode they are forced to use, so that attitudes and behaviour better 

match. However, it is possible that neither changing the travel patterns nor finding the  facts 

and opinions in favour of the performed travel behaviour may be feasible. To the best of our 

knowledge, only two studies focussing on travel mode dissonance exist. Kroesen et al. (2017) 

found that people who do not travel with a favoured travel mode are more likely to change their 

attitudes than their behaviour, while De Vos (2018) found that travel mode dissonance 

negatively affects travel satisfaction. It has to be noted, however, that a person might not be 

able to reduce or remove a state of dissonance (Festinger, 1957). This is also in line with the 

Transaction Cost Theory (e.g., Williamson, 1981), indicating that the term ‘costs’ does not only 

include monetary costs, but also non-monetary costs like time, effort, or discomfort. Such costs 

can be a barrier to change the mode of travel, even though a change in BE would make a change 

in TB an interesting option. If people do not change their travel behaviour, despite attractive 

alternatives being available, then the likeliness of attitudes changing as a result of a change in 

experience decreases. 

Another type of cognitive dissonance related to travel behaviour, is residential dissonance (Cao, 

2015; Cho and Rodriguez, 2014; De Vos et al., 2012; Kamruzzaman et al., 2013; Schwanen 

and Mokhtarian, 2004, 2005). Residential dissonance occurs when people live in a 

neighbourhood which does not stimulate the use of a valued travel mode (e.g., a car-loving 

person living in a low-traffic city centre). Since the residential environment might force these 

people to travel in an undesired way (i.e., with an undesired travel mode) travel satisfaction 

might be negatively affected (De Vos et al., 2016). As a result, these people might consider 

relocating to a neighbourhood that makes it possible to easily travel with the preferred travel 

mode(s). Since a residential relocation generally brings along considerable monetary as well as 

non-monetary costs, a change in attitudes seems to be a more obvious way to reduce the 

dissonance between travel attitudes and the chosen residential neighbourhood (De Vos et al., 

2012). This is a very clear case of RC: the BE makes people change their attitudes towards 

travel modes to reduce the dissonance between attitudes and behaviour. 

A distinction can be made between the effects of behaviour on attitudes in a stable situation, 

and in an unstable situation. In a stable situation (e.g. persons travelling by car for all their trips 

and residing in a certain neighbourhood for a certain number of years) it seems plausible to 

assume that the effect of behaviour on changes in attitudes will be less strong than when a 

certain context change occurs, for example a (forced) change in mode choice after residential 

relocation. Some studies found that attitudes towards public transport become more positive 

after increased usage, due to temporary changes in the road network (e.g., Fujii et al., 2001), or 

by providing habitual car drivers with a free bus ticket for a certain period of time (Abou-Zeid 

et al., 2012; Fujii and Kitamura, 2003). De Vos et al. (2018a) and Wang and Lin (2019), on the 

other hand, indicate that travel attitudes change when people move to a different residential 

neighbourhood. It could potentially be argued that – just like travel behaviour (e.g., Verplanken 

et al., 2018) – travel attitudes are less likely to be changed in a stable context when compared 

with an unstable context.   
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2.5 Attitude change due to the affective dimension 

The third dimension includes affective processes, also labelled as emotional processes. 

Attitudes in this case change due to ‘feeling’: people change their attitudes based on negative 

or positive emotions towards a certain object or activity. As conceptualized in Figure 2, 

emotions can be influenced directly by triggers, by the cognitive or by the behavioural 

dimension.  

 

Just as behavioural intentions are affected by how negatively or positively people have 

experienced past behaviour (e.g., Kahneman et al., 1997; Russell and Lanius, 1984; Triandis, 

1977), it is also possible that attitudes change due to the emotional experience of previous 

choices (e.g., Eagly and Chaiken, 1993; Zanna and Rempel, 1988). Satisfaction can even be 

regarded as the dominant force in attitude formation (Zajonc, 2000). Satisfaction with a certain 

choice or activity can influence the attitude towards that choice or activity through processes 

such as classical conditioning, in which a person is rewarded or punished each time an action 

is performed until the person associates the action with pleasure or distress (Clore and Schnall, 

2005; Eagly and Chaiken, 1993). Positive emotions due to experienced activities, objects or 

services will positively influence the attitude toward the attitude object, while negative 

emotions due to experience will worsen people’s stance towards the attitude object.  

 

As made explicit above, the impact of emotions derived via experiences on attitudes can be 

underpinned by learning theories, classical conditioning and association. In terms of the 

taxonomy of Bloom the higher levels in the pyramid might affect people emotionally. The 

literature discussed in this section does not explicitly refer to learning theories. 

 

Satisfaction can even be regarded as the dominant force in attitude formation (Zajonc, 2000). 

Satisfaction with a certain choice or activity can influence the attitude towards that choice or 

activity through processes such as classical conditioning, in which a person is rewarded or 

punished each time an action is performed until the person associates the action with pleasure 

or distress (Clore and Schnall, 2005; Eagly and Chaiken, 1993). 

 

In terms of the TB-BE interaction this means that satisfaction with travel, and satisfaction with 

the residential location will affect travel-related attitudes. For travel behaviour, we mainly see 

strong potential effects from satisfaction with the use of a certain mode on attitudes towards 

that mode. However, it is also possible that, for instance, negatively perceived trips with long 

durations will result in a negative stance towards travelling in general (e.g., feeling that travel 

time is wasted time). However, the evaluation of a certain activity (and the possible effects on 

attitude change) might not be equal to the mean of all feelings experienced during that specific 

time frame. People especially tend to remember the most intense feelings during – and the 

feelings near the end of – a certain activity (i.e., peak-end rule) (Fredrickson and Kahneman, 

1993; Kahneman et al., 1993). As a result, critical incidents during travel (e.g., car accidents, 

extreme weather conditions during active travel, substantial public transport delays), can 

negatively impact attitudes towards the mode used (van der Waerden et al., 2003). Furthermore, 

it is also possible that residential satisfaction affects travel-related attitudes. People not living 

in a neighbourhood stimulating the use of (one of) their preferred travel mode(s), might not be 

satisfied with their residential neighbourhood, as the physical characteristics of the 

neighbourhood can constrain the use of certain modes (De Vos et al., 2016). For instance, a 

person living in a suburban-style neighbourhood but who likes to walk and cycle, might be 

dissatisfied with his/her neighbourhood as it limits walking and cycling trips due to long 

average distances. The land use characteristics might force this person to travel with undesired 

motorised travel modes, resulting in negative travel experiences (a typical case of RC) and a 
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preference for living in a more urban-type neighbourhood stimulating active travel. It has to be 

noted that – although some studies have analysed the effect of attitudes on travel satisfaction 

(Abou-Zeid et al., 2012; De Vos et al., 2016; Reibstein et al., 1980; St-Louis et al., 2014) – we 

only found one travel behaviour study showing that travel satisfaction has a positive effect on 

the attitudes towards the mode used (i.e., De Vos et al. 2018b).  

 

3. An overview of literature and explanations found 

 

In the prior sections, references were given for the appropriate literature. In this section we 

explore the BE - TB literature more systematically for explanations for attitude changes related 

to the BE directly or via TB, using the categorization of dimensions and theories above. The 

aim is to find out to what extent the explanations we proposed above can be found in the 

literature, indicating confirmation of our assumptions, as well as whether additional 

explanations are provided by this literature. Finally, any explanations not found could provide 

interesting avenues for future research. 

Ideally we would review not only the dimensions and theories but also the triggers and all the 

conceptualized relationships provided in Figure 2. However, as the papers generally only make 

the dimensions and sometimes the theories explicit, we have limited the review to the 

dimensions and theories. A possible explanation for not explicitly referring to the complex 

causal structure for attitude change might be the empirical focus of most papers. 

Because we position our paper in the debate on the relationships between travel behaviour, the 

BE, and attitudes, our literature review is limited to that area.  

 

3.1 Approach 

A search in Scopus on "travel behaviour" (OR "travel behavior") AND attitudes AND "land 

use" (OR "built environment") – final search 9-10-2018 – resulted in 108 hits. We 

systematically searched for the term ‘attitud*’ (attitude, attitudes, attitudinal) in the paper 

looking for sections discussing explanations for the reverse causality hypothesis. From the 108 

papers found, 18 provided an explanation for the RC-hypothesis. Unlike what is usual in 

literature studies, we did not apply forward and backward snowballing (citations in and to the 

papers we found) because the initial search already saturated soon with respect to explanations 

for the reverse causality hypothesis. Therefore, we do not think it is likely that snowballing 

would reveal more insights. 

 

Table 1 gives an overview of the selected studies and the dimensions and theories found in the 

papers. We have labelled the processes and theories according to the discussion in section 2 

above. We first explain how we linked the theories to the studies reviewed. Cognitive 

dissonance theory is generally explicitly referred to by the authors of the papers, so this 

theoretical explanation could be easily assessed. Learning theories were not explicitly referred 

to, but implicitly it is clear that if people change their attitudes based on experiences (directly, 

or via one or multiple of the three dimensions – see Figure 2), they must have learned from the 

new experiences, so we assume that learning theories provide the basis for attitude change. 

Chorus and Kroesen (2014)  explicitly refer to two other theories and we list this in the table.  

 

Next we explain how we linked the dimensions to the studies reviewed. Because the authors 

that refer to cognitive dissonance theory make clear that a dissonance between attitudes and 

behaviour exists, we use the label ‘behavioural dimension’ in Table 1. Papers referring to 

experiences generally do not make the related dimensions explicit. As conceptualized in Figure 

2 experiences can have an influence on all three dimensions, so we do not score dimensions in 

Table 1, but only make explicit that experiences are the main trigger for attitude changes. 
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3.2 Results 

 

Table 1 shows that processes dominate: (1) people change attitudes after exposure to new 

experiences. These experiences can have an impact on all three dimensions, but the literature 

generally does not make clear how experiences lead to attitude changes, nor does it explicitly 

refer to theories explaining the attitude change, and (2) people change attitudes to reduce a 

mismatch between behaviour and attitudes, in line with Cognitive Dissonance theory. The 

behavioural dimension triggers attitude change in this case. Thirteen papers can be, implicitly 

or explicitly, positioned in the first cluster, nine in the second cluster. Note that some of the 

papers provide processes in both clusters. Other explanations for attitude changes as 

conceptualized and discussed above are hardly referred to in the literature. It is not clear if the 

reason is that these are not relevant for the impact of the BE on attitudes, or if they simply have 

not been studied (yet) – this is a challenging topic for future research. 

 
Table 1: papers selected and processes, mechanisms and theoretical underpinnings for the 

reverse causality hypothesis 

 source Dimensions and triggers Theories 

1 Wang and Lin 

(2019) 

Experience 

 

Behavioural dimension: matching attitudes 

and behaviour 

Implicit: learning theories 

 

Cognitive dissonance reduction 

2 De Vos et al. (2018a) Experience 

 

Behavioural dimension: matching attitudes 

and behaviour 

Implicit: learning theories 

 

Cognitive dissonance reduction 

3 Kroesen and Chorus 

(2018) 

A bit implicit, but predominantly 

behavioural dimension: matching attitudes 

and behaviour 

Cognitive dissonance reduction 

4 Lin et al. (2017) Behavioural dimension: matching attitudes 

and behaviour 

Cognitive dissonance reduction 

5 Kroesen et al. (2017) A bit implicit, but predominantly 

behavioural dimension: matching attitudes 

and behaviour 

Cognitive dissonance reduction 

6 Ewing et al. (2016) Experiences 

 

 

Behavioural dimension: justifications 

No explicit theory, implicitly: 

experiences / learning theories 

 

cognitive dissonance theory 

7 Klinger and 

Lanzendorf (2016) 

Experiences. 

 

Context change: biographical key events 

(e.g. birth of a child, change of jobs) – more 

open mind 

No explicit underpinning. 

Implicit: learning theories 

8 Yang et al. (2015) Experience No explicit underpinning. 

Implicit: learning 

9 Van de Coevering et 

al. (2015) 

Experiences/exposure 

 

Behavioural dimension: matching attitudes 

and behaviour 

Affective: no explicit 

underpinning. Implicit: learning 

theories 

 

Behavioural: cognitive 

dissonance reduction 

10 Dill et al. (2015) Experiences/exposure 

 

Impact of BE on TPB variables, including 

attitudes and perceived behavioural control 

No explicit theoretical 

underpinning. Implicit: learning 

theories 

11 Van Acker et al. 

(2014) 

Experience No explicit underpinning. 

Implicit: learning theories 

12 Chorus and Kroesen 

(2014) 

Experience 

 

Learning theories 
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Behavioural processes: Post-hoc 

justifications 

Cognitive dissonance reduction, 

implicitly: self-perception 

theory 

 

13 Spears et al. (2013) Experience Perception–Intention–

Adaptation (PIA) theoretical 

framework. Builds upon TPB. 

14 Bohte et al. (2009) Experiences No explicit underpinnings. 

Implicit: Learning theories 

Cognitive dissonance reduction 

15 Naess (2009) Experiences Not explicit, implicit: learning 

theories 

16 Chatman (2009) Experience 

 

Behavioural processes 

 

Experience / learning theories 

 

Cognitive dissonance reduction 

 

17 Schwanen and 

Mokhtarian (2007) 

Not explicit, likely: experiences Not explicit, implicit: learning 

theories 

18 Bagley and 

Mokhtarian (2002) 

Experiences Cognitive Balance; mutual 

dependence between attitudes 

and behaviour 

 

 

Explanations for changes in attitudes found in the literature not discussed in section 2 relate to 

context changes, at least biographical key events (e.g. birth of a child, change of jobs), and 

explanations based on the Theory of Planned Behaviour and the related Perception-Intention-

Adaptation framework, a framework that “accounts for the contribution of both built 

environment and socio-psychological factors, and incorporates an expanded version of the 

theory of planned behaviour” (Spears et al., 2013: 41). We only found a few papers mentioning 

these additional explanations (e.g., Spears et al., 2013). These are plausible explanations which 

we think deserve more attention in future research. 

Section 2 made clear that the experiences of others can influence people’s attitudes. In our 

literature review we barely found studies on changing (travel) attitudes as a result of the 

experiences of others. Yet this is a real possibility. For example, if someone moves to a transit-

oriented development (TOD) area, and is positive about the public transport possibilities, 

visitors might also be more inclined to come by public transport, and possibly even change their 

own attitude in a positive sense. We consider the impact of the experience of others on attitudes 

a challenging avenue for future research. 

Authors of papers generally assume causality because the change in the BE came first, followed 

by a change in attitudes. As we will discuss below, the assumed causality is not necessarily the 

real causality. To summarize, the literature review reveals that the literature only to a limited 

extent confirms our conceptual model, leaving many avenues for future research. In addition 

we found a few explanations not discussed in section 2. 

 

4. Discussion and conclusion 

 

Although most transport studies focus on the effects of attitudes on people’s residential location 

choice and travel behaviour (referred to as residential self-selection), the focus of this paper is 

on the reverse effects of BE and TB on attitudes (referred to as reverse causality). It discusses, 

based on the existing literature, the – what we have labelled as – dimensions and triggers leading 

to attitude change, and related theories. Based on the psychological literature, attitudes can 

change through cognitive dimensions (‘knowing’), behavioural dimensions (‘doing’) and 

affective dimensions (‘feeling’). We propose a new conceptual model explaining attitude 
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changes based on these dimensions as well as the triggers influencing these dimensions, such 

as experiences and gaining new information. A search in the BE-TB literature indicates that 

there are two dominant explanations for changes in travel attitudes resulting from BE directly 

or via TB (adaptations): Cognitive Dissonance reduction due to a mismatch between behaviour 

and attitudes, and experience/learning. Other explanations found in the literature relate to 

context changes, such as biographical key events (e.g. birth of a child, change of jobs), and 

explanations related to the Theory of Planned Behaviour and the related Perception-Intention-

Adaptation framework. 

Since we assume that the BE and TB will actually change attitudes towards travel, it is 

important to focus on the potential implications for the BE-TB debate. Just as not considering 

attitudes might result in an over- or underestimation of the effect of the BE on TB (Chatman, 

2009; Kroesen and Chorus, 2018; Næss, 2014), not taking into account the effects of BE and 

TB on attitudes might result in a distorted view of the relationship between BE and TB. It might 

be possible, for instance, that the effect of the BE on TB is partially indirect through changes 

in attitudes. A person moving to an urban neighbourhood with good public transport services, 

for instance, might see an improvement in his/her attitudes towards public transport, and 

therefore use public transport frequently. To summarise, when analysing the relationships 

between attitudes, BE and TB, studies should no longer only take into account three potential 

effects (from attitudes and of BE on TB, and of attitudes on BE), but five, including the effects 

of BE and TB on attitudes. Of course, the reverse effects complicate the measurement of the 

links between attitudes, BE and TB. In order to measure causal relationships, longitudinal 

approaches (using panel data with multiple waves) seem most appropriate. However, due to the 

complex nature of the links between attitudes, BE and TB, qualitative data might also provide 

researchers with valuable insights. In this sense, in-depth interviews or focus groups (of e.g., 

recently relocated residents) might be valuable.  

To conclude this paper, we suggest avenues for future research. A first cluster of research relates 

to exploring reasons for attitude changes, both the importance of dimensions and triggers 

leading to attitude change, as well as the complex causal structure as visualized in Figure 2. 

Options are: (1) to empirically explore the relevance (or not) of an additional way (addition to 

Figure 2, see section 3 for a few examples) in which attitudes can change; (2) the impact of the 

experience of others (in the context of this paper: BE related) on attitudes, and (3) exploring 

candidate theoretical underpinnings for the experience-related changes in attitudes. As 

indicated above, we think that qualitative research is a nice first step. In-depth interviews are 

one option, and candidate interviewees first of all are people who have moved to a new type of 

residential area. Focus group meetings are another option, maybe even the better option, 

because people might not be fully aware of their attitude change and the causes of these changes. 

Interaction with others might make them become more aware. 

Second, we suggest quantitative methodologies, such as (cross-lagged) Structural Equations 

Modelling (SEM), possibly by using (multiple wave) smartphone surveys (e.g., Friman et al., 

2017). Longitudinal approaches can help to understand the causal order of the interactions 

between attitudes and behaviour. In (at least) two waves both attitudes and behaviour are 

measured, and attitudes and behaviour in wave 1 can each influence both attitudes and 

behaviour in wave 2. In other words, these models can measure attitude and behavioural 

changes and their mutual influences. In addition, the correlations between attitudes and 

behaviour at both moments can be estimated (see, for example, Kroesen et al., 2017). The first 

wave can be before a move to another type of residential area, the second wave can be some 

time after the move. Although we do not know yet how fast attitudes change due to exposure 

to a new built environment, we think that it might take some time to let people experience the 

new neighbourhood and the new levels of access to new destinations and travel options, before 

attitudes change. 
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Third, we think that the evolution of attitudes over time for specific groups of people under 

specific conditions is a promising topic: which changes occur for which categories of people, 

when, under which conditions? This is in general a challenging topic, but would enable better 

understanding of reversed causality. An appropriate method to study heterogeneity amongst 

individuals is Latent Class Analyses (LCA), in which unmeasured class membership is 

identified. 

Fourth, we think it would be interesting to study the impact of information and communication 

technologies (ICT) on attitude changes. We assume, as a hypothesis, that thanks to ICT 

technologies, such as apps, that the speed of attitude changes has increased. Previously, the 

process of acquiring knowledge and gaining experience was a gradual process. Nowadays, 

travellers can easily and immediately obtain almost complete information about transport 

options. This makes it plausible that attitude changes are also faster, and perhaps also more 

positive, because fewer mistakes are made and the period of uncertainty is shorter. A final topic 

for future research could be the impact of social pressure on travel behaviour, maybe even 

residential choice, and consequently attitude changes. To the best of our knowledge, the 

literature on social networks, social interaction and social pressure has not studied this topic in 

the context of BE and attitudes, and the BE-attitudes literature has ignored the social pressure 

literature. For example, it could be assumed that in neighbourhoods with young families near 

primary schools, it is considered socially unacceptable to take the children to school by car.  

To conclude, attitudes provide a significantly improved insight into behaviour, but are also 

subject to change, which this paper has described as reverse causality. Today, more and more 

triggers and processes influence travel behaviour, so future research into reverse causality is 

important to enable understanding. 
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Generational differences in the effect of childhood experiences  

on travel attitudes and behaviour 
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Abstract: A growing number of travel behaviour studies combine objective and subjective 

factors such as perceptions and attitudes when explaining individual’s travel behaviour. 

However, most studies consider these subjective factors as a given or as a static trait of the 

individual. This paper, on the other hand, uses a dynamic approach of residential perceptions 

and travel attitudes by investigating how childhood residential and travel experiences affect 

current attitudes and behaviour. Moreover, a multiple group path analysis illustrates how these 

relationships differ between generations. Results indicate that childhood experiences do have 

a significant effect on current travel behaviour, but primarily work indirectly through 

influencing current travel attitudes first. This is especially true for the younger Generations X 

and Y, and no longer for the older generation of Baby boomers. 

 

Keywords:  

Public transport, childhood experiences, perceptions and attitudes, multiple group path analysis, 

retrospective survey 

 

 

1. Introduction 

 

A rational perspective considering primarily objective factors such as price, comfort, travel time 

and speed has long dominated travel behaviour research. Only at the end of the 1990s with the 

reintroduction of attitude theory in travel behaviour research (Fujii and Gärling, 2003; Gärling 

et al., 1998), attention was also paid to subjective factors such as perceptions and attitudes. 

Since then, a growing number of travel behaviour studies exists that combine objective and 

subjective factors in explaining travel behaviour (e.g., Anable, 2005; Mokhtarian and Cao, 

2008; Van Acker et al., 2011). This latter approach is often referred to as a socio-psychological 

approach (De Witte et al., 2013; Schwanen and Lucas, 2011). This socio-psychological 

approach has expanded the understanding of the reasons for having and using a car showing 

that this goes beyond a simple means of transportation to evoke other feelings such as power 

and superiority. Anable (2005) for example shows that socio-economic and other objective 

factors such as price do not fully explain travel behaviour. She found car ownership being 

indicative of social status and a statement of individuality, and car use being driven also by 

attitudes towards responsibility, personal views and values, social orientation and beliefs.   

 

Many of these socio-psychological studies consider perceptions and attitudes as a given or as a 

static trait/characteristic of the individual. However, social psychology explains that 

perceptions and attitudes are formed by experience suggesting that they are dynamic; affecting 

the same person in different ways over their life course. Nevertheless, most studies use data 

from cross-sectional surveys questioning respondents on their current perceptions and attitudes 

only. This paper therefore aims at investigating dynamics in residential perceptions and travel 

attitudes over someone’s life course. More specifically, this paper will investigate how 

residential and travel experiences during childhood have an influence on current residential 
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perceptions, travel attitudes and travel behaviour. This paper tries to find an answer to questions 

such as: Does an individual who resided in a suburban neighbourhood as a child develop a 

liking for such a residential neighbourhood later on in his/her life? Are individuals who grew 

up in a car-owning household more likely to drive a car themselves at a later age, compared to 

those individuals who did not have access to a car while growing up? Moreover, it is very likely 

that cohort effects affect the answers to these research questions. After all, Baby boomers grew 

up in a different context and have had different childhood experiences compared to today’s 

Millennials. Addressing generational differences in travel attitudes and behaviour is therefore 

a second aim of this paper.  

 

In the absence of true panel data, this paper uses data from a retrospective survey on early 

residential and travel experiences. Data have been collected in the Greater Metropolitan area of 

Sydney in New South Wales, Australia where understanding better the motivations 

underpinning travel behaviour are particularly acute, given the car dependent nature of 

Australian cities. Australians are regarded as being very pro car with cars owned per 1000 

people being 150% higher than European countries (695 cars per 1000 persons for Australia, 

around 550 cars per 1000 persons for European countries) and only surpassed by the United 

States (795 cars per 1000 persons) (World Bank data for 2009-2013). In order to reduce this car 

dependency, many sustainable mobility policies and plans suggest improving and investing in 

public transport. Therefore, this paper will focus on public transport (PT) use.   

 

The remainder of this paper is structured as follows. Section 2 presents a brief literature review 

on the interaction between attitudes and travel behaviour, the dynamics in this relationship and 

generational differences. Section 3 describes the research design in terms of sample statistics, 

methodology and the creation of our variables of interest related to residential perceptions and 

travel attitudes. Results are discussed in Section 4 and conclusions are summarized in Section 

5.  

 

2. Literature review 

 

2.1 The interaction between soft variables and travel behaviour 

 

Many studies have analysed the interrelations between travel behaviour and soft factors like 

residential perceptions and travel attitudes (e.g., Aditjandra et al., 2012, 2013, 2016; Cao et al. 

2007, 2009; Handy et al., 2005) (see arrow 1 in Figure 1 below). These studies reveal that a car 

dependent travel attitude has a direct impact on changes in driving, whereas other attitudes (pro 

bike/walk, travel minimising, and safety of car) have indirect effects on car use. From the 

literature, it is expected that individuals with pro PT and pro bike/walk travel attitudes tend to 

drive less. People valuing travel time positively also appear to have a lower car ownership rate 

and drive less while they are likely to increase driving if they prefer a shopping facility access 

(Aditjandra et al., 2012; Cao et al., 2007; Handy et al., 2005). Aditjandra et al. (2016) reported 

that someone who perceives his or her residential neighbourhood as having easy access to PT 

and good walking infrastructure is also more likely to use PT more frequently. Similar results 

have been found by Handy et al. (2005).  

 

2.2 Dynamics in perceptions and attitudes 

 

Current residential perceptions and travel attitudes are built through our life experiences, 

starting with childhood and are, for example, affected by observing and learning from parents. 

This paper hypothesizes that those childhood experiences - related to residential locations and 

travel - can influence adult residential perceptions, travel attitudes and travel behaviour. This 
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could be explained through cumulative daily habitual behaviour and learning processes under 

certain life contexts, for example family situations and neighbourhood locations and features 

(Scheiner and Holz-Rau, 2013a, b). Or as Baslington (2008) suggests, parents’ travel behaviour 

in car ownership can affects children’s travel attitudes. So that children whose parents did not 

have a car in their childhood are much more familiar with walking, cycling and using public 

transport and consequently have less desire to possess a car in their adulthood (Cahill et al., 

1996). Another study by Sandqvist (2002) revealed parents and children in households with 

cars tend to be used to having a car rather than not having a car and that this effects persists into 

adulthood.  

 

Whilst not specifically looking at the impact of childhood experiences on current PT use, Smart 

and Klein (2018) use true panel data to see how prior life experiences influence current travel 

behaviour.  They find exposure to high quality PT earlier in life can lead to higher PT use later 

in life, even when living in a lower PT rich neighbourhood. Some of the effect may well be due 

to residential self-selection in that former exposure to good quality PT may lead to a residential 

choice to live in such neighbourhoods but their study demonstrates evidence that the effect of 

past experience is stronger than the residential self-selection impact alone. 

 

Taken together, the literature suggests that there may be a path dependency between the way in 

which a respondent travelled as a child, their past residential locations and their current travel 

behaviour. In particular, children using PT or active travel appear to continue this behaviour 

into adulthood. This is the influence captured by arrow 2 in Figure 1 below.  

 

2.3 Differences between generations 

 

Recently, due to the debate on ‘peak car’ (Goodwin and Van Dender, 2013), travel behaviour 

research now also pays attention to differences between generations. After having witnessed a 

steady path of motorization, many industrialized countries nowadays notice a saturation or even 

a decline in car use. Research so far has revealed remarkable differences between population 

groups (IFMO, 2013; Kuhnimhof et al., 2011; Riamond and Milthorpe, 2010). Notably, car use 

per capita has declined among young adults or Millennials (or also called Generation Y, those 

born between early 1980s and mid-1990s). Chatterjee et al. (2018), for example, noticed that 

older citizens are traveling more by car than previous generations, and fewer young adults are 

getting driving licenses and becoming car owners. After having described this ‘peak car’ trend, 

many studies now try to understand why young adults use cars less often compared to older 

generations. Various possible explanations have been distinguished (Delbosc and Currie 2013; 

van Wee 2015) ranging from situational/contextual changes (e.g., demographic changes, 

changes in motoring affordability, changes in driver licensing schemes) to changes in attitudes 

by generation (e.g., young adults being more climate aware, less car-oriented but more 

technology-oriented, and having urban preferences). The different layers in Figure 1 below 

symbolize these generational differences. 
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Figure 1: Conceptual model 

 

3. Research design 

 

This paper analyses the relationships of the conceptual model in Figure 1 by using data from a 

retrospective survey with respondents from the Greater Metropolitan area of Sydney in New 

South Wales, Australia.  

 

3.1 Dataset 

 

A specially designed retrospective survey was commissioned in 2016 to investigate the 

respondent’s travel behaviour at different points throughout his/her life course. In contrast to a 

cross-sectional approach, the advantage of a retrospective approach is the evidence that can be 

built for identifying causality. Retrospective studies can produce strong associations (i.e., 

statistically significant relationship between cause and effect), non-spuriousness (i.e., a clear 1-

1 relationship without an accidental variable creating the relationship), clear time precedence 

so that the cause precedes the effect, and causal mechanisms with plausible explanations 

(Mokhtarian and Cao, 2008; Singleton and Straits, 1999). But a retrospective approach has also 

disadvantages of which the potential recall bias is an important example. However, care was 

taken during the design of the survey to ensure that as little bias as possible was introduced. For 

example, our survey started with questions related to the most recent time and then moved 

backward. This has proven to be a good strategy in autobiographical research (Bradburn et al., 

1987). Furthermore, recall has been found to be more accurate for questions which are ‘well 

known’ (Coughlin, 1990), and childhood experiences do come into this ‘well known’ category.  

 

Respondents were recruited using an online consumer panel (www.lightspeedgmi.com). There 

is sufficient evidence that a consumer panel can deliver a good sample if appropriate quota 

criteria are applied (see, e.g., McDonald et al., 2010; Lindhjem and Navrud, 2011). Moreover, 

the panel used will not undertake a project if there is a belief that the target sample is 

unachievable. The sample was limited to employed people only because we wanted our 

respondents to have choice over their residential location so as to see how previous experiences 

affected their current behaviour. Quotas in the survey were set up to give equal number of male 

and female responses, equal number of people with incomes above and below average weekly 

gross wages, a spread of ages and people in full- and part-time employment. The final sample 

consisted of 515 respondents of which 468 were from New South Wales (NSW). The sample 

was then further reduced due to (i) incomplete address information regarding the current place 

of residence preventing the calculation of objective built environment variables (n = 8), and (ii) 

missing values on some key socio-economic and demographic characteristics and public 

transport usage (n = 9). The final sample for our analysis thus consisted of 451 respondents.  

  

http://www.lightspeedgmi.com/
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Table 1 presents descriptive sample statistics along with population statistics for Greater 

Sydney, where available. It shows that at the individual level the sample of respondents is 

reasonably representative of the population. At the household level the sample is less 

representative, with the sample having smaller households with fewer children and overall with 

slightly higher average income.  However, we do not consider this a big issue since we collected 

data not for descriptive purposes but for modelling purposes. Groves (1989) presents an 

extended discussion on this. Our purpose is to model relationships between childhood 

experiences and current attitudes and behaviour, and not to ascertain the univariate distributions 

of these variables in isolation from one another and to aggregate or extrapolate these variables 

to a higher level (e.g., Sydney or Australia) for which a representative or properly weighted 

sample would be essential. By this we mean that our analysis can still properly capture, for 

example, the conditional influence of having children or high income on the weekly number of 

PT trips, even if the proportion of people having children or a higher income differs between 

our sample and the population (Babbie, 2010).  

 
Table 1: Descriptive statistics of socio-demographics and travel characteristics (n= 451) 

Individual characteristics 

 Sample Greater Sydney 

Population  

 Freq. Mean Std. dev. Freq. Mean 

Gender (female) 52,8%   50,7%  

Average age  43,3 years 14,4  36 years 

Education      

No qualifications 1,6%     

Secondary school 16,0%     

Tertiary (e.g., TAFE) 30,2%     

Undergraduate 17,3%     

Graduate 22,0%     

Postgraduate 13,1%     

Licence holders 93,3%   83%*  

Employment type      

Full time 70,3%   62,0%  

Part time  29,7%   30,1%  

Marital status      

Single 32,6%   34,4%  

Living with partner 16,9%   
48,7% 

 

Married 38,4%    

Separated/Divorced 10,0%   11,5%  

Widowed 2,2%   5,4%  

Household characteristics  

  Sample Population 

Household size  2,54 1,61  2,8 

# Registered vehicles  1,59 0,045  1,7 

# Children < 17 years  0,44 0,82  0,8 

HHs annual income  $94.634   $91.000 

*car/vanpool with other household members or others, car driving alone 

Source:  This study (sample), ABS (2016) and *Raimond and Milthorpe (2010) (population) 

 

3.2 Key variables: public transport use 

 

The final outcome variable in our conceptual model refers to travel behaviour. In this paper, we 

focus on current PT use. Respondents were asked a range of general travel questions, amongst 

others the total number of PT trips per week. Respondents in our sample use PT on average 3,3 

times per week (with a standard deviation of 5,59). Almost half of our sample (47,2%) report 

zero trips and thus never use public transport. One third of our sample (32,8%) report between 
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1 and 5 trips per week and thus use public transport on an occasional basis. Regular public 

transport users reporting between 6 to10 trips per week consists around 10% of our sample 

(11,8%), and extreme public transport users reporting more than 10 trips per week (up to a 

maximum of 40 trips) is a smaller group (8,2%). 

 

3.3 Key variables: current residential perceptions and travel attitudes 

 

Respondents were asked about the characteristics of their current residential neighbourhood 

(‘Now, thinking a little more about your current neighbourhood. Please indicate how true these 

characteristics are to your neighbourhood.’) by rating 29 statements on a four point Likert scale 

(ranging from 1 = not at all true to 4 = entirely true). The residential neighbourhood was 

described as being within 5-10 minutes’ walk of their home. The number of statements were 

reduced into underlying factors of residential perceptions by using factor analysis. The KMO 

test of sampling adequacy at 0,890 and the Bartlett test of Sphericity with a p-value less than 

0,001 both suggested that such a factor analysis is useful in this case. Factor analysis in SPSS 

was implemented in two steps. First, the number of factors was determined based on a parallel 

analysis. Parallel analysis tends to produce more accurate and less overestimated number of 

factors than the eigenvalue test (or Kaiser’s criterion) or the scree-test (Catel’s scree-test) (Horn, 

1965). Parallel analysis uses a simulation methodology to define the number of factors by 

comparing the sizes of eigenvalues from the original dataset with a randomly generated dataset 

of the same size as the original one. The decision rule is to retain those factors when the 

eigenvalues of the random dataset are smaller than the one generated by the original dataset. 

We used the SPSS syntax provided by O’Connor (2000). Using this method, seven factors were 

identified. Second, we used common factor analysis to identify the patterns of factors and to 

extract factor loadings. Common factor analysis (using Principal Axis Factoring in SPSS) 

considers the common variance to identify the factors and to provide the multivariate constructs 

of measures (Fabrigar et al., 1999). Furthermore, oblique rotation was used to allow for the way 

in which residential perceptions are unlikely to be orthogonal (Costello and Osborne, 2005). 

Results are reported in Table 2. Based on our sample, residential neighbourhoods can be 

perceived as ‘safe’, having ‘accessible facilities’, ‘spacious’, ‘accessible by PT’, offering 

opportunities for ‘socialising’, having an ‘unattractive appearance’, and offering ‘physical 

activity choices’. Several validity aspects of these factors were checked: convergent validity, 

discriminant validity, face validity and reliability. Convergent validity means that variables 

within a single factor are highly correlated. We used a cut-off value of 0,3 to retain the 

sufficient/significant loadings per factor. Many of our variables obtain factor loadings larger 

than 0,3, indicating high correlations exist between the variables and the associated factor. 

Moreover, if we average out the sufficient/significant loadings per factor, we generally obtain 

averaged values larger than 0,5. Discriminant validity refers to the extent to which factors are 

distinct and uncorrelated. Variables should load only on one factor, and not on multiple factors 

(i.e., ‘cross-loadings’). No cross-loadings can be found in Table 2. Another way to assess 

discriminant validity is to examine the factor correlation matrix. Since we used an oblique 

rotation method, factors can be correlated with each other. Correlations should not exceed 0,7. 

There is only one correlation between the factors ‘safe’’ and ‘unattractive appearance’ (-0,708) 

that violates this criterion. Face validity means that factors are easy to interpret and to label. 

We did not experience problems with respect to this. Finally, reliability refers to the existence 

of a ‘reliable’ set of variables that will consistently load on the same factor. It is tested by 

computing Cronbach’s alpha for each factor and values should be above 0,7 (Klockner and 

Blobaum, 2010). All of our residential neighbourhood perceptions have values close to or well 

above 0,7. 
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Table 2: Factors representing perceptions of current residential neighbourhood 
Factor Statement Loading Cronbach’s 

alpha 

Safe Safe neighbourhood for walking 0,793 0,852 

Safe neighbourhood for children to play outdoors 0,645  

Low crime rate within neighbourhood 0,613  

Low level of car traffic on neighbourhood streets 0,588  

Safe neighbourhood for cycling 0,536  

Quiet neighbourhood 0,520  

Good street lighting 0,374  

Accessible 

facilities 

Easy access to district shopping centre (Woolworths, Coles, etc,) 0,884 0,855 

Easy access to town centre 0,839  

Other amenities such as community/leisure centre or facilities for 

children available nearby 

0,614  

Local shops within walking distance 0,562  

Easy access to the highway network 0,557  

Spacious Large front garden 0,899 0,781 

Large back garden 0,796  

Lots of off street parking (garages or driveways) 0,491  

Lots of on street parking 0,328  

Accessible by 

PT 

Good PT services (bus/metro/rail) 0,889 0,911 

Easy access to a good PT service (bus/metro/rail) 0,877  

Socialising Lots of interaction among neighbours 0,648 0,694 

Lots of people out and about within the neighbourhood 0,479  

Economic level of neighbours similar to my level 0,464  

Unattractive 

appearance 

Attractive appearance of neighbourhood -0,888 0,733 

High level of upkeep (well maintained) within the neighbourhood -0,658  

Variety in housing style -0,483  

Big street trees -0,317  

Physical 

activity choices 

Good bicycle routes beyond the neighbourhood 0,518 0,653 

Footpaths throughout the neighbourhood 0,448  

Diverse neighbours in terms of ethnicity, race and age 0,344  

Parks and open spaces nearby 0,337  

Variance explained: 63,7% 

 

Respondents were also asked about their opinion on transport and mobility (‘To which extent 

do you agree with the following statements on transport and mobility?’) by rating 29 statements 

on a four point Likert scale (ranging from 1 = strongly disagree to 4 = strongly agree). The 

KMO test of sampling adequacy at 0,906 and the Bartlett test of Sphericity with a p-value less 

than 0,001 both suggested again that a factor analysis is useful. Applying the same factor 

analysis techniques as described earlier, these statements were reduced into seven underlying 

travel attitudes (see Table 3): ‘pro travel’, ‘pro driving’, ‘pro travel minimising’, ‘anti travel’, 

‘pro bike’, ‘pro walk’, and ‘pro PT’. No problems related to convergent validity, discriminant 

validity (in terms of having no cross-loadings), face validity and reliability were reported. 

Discriminant validity in terms of correlations among the travel attitudes generally reported low 

to moderate correlations, with the highest correlation between ‘pro bike’ and ‘pro travel’ (-

0,616).  

 

Table 3: Factors representing current travel attitudes 
Factor Statement Loading Cronbach’s 

alpha 

Pro travel Travelling makes me nervous -0,692 0,845 

I am uncomfortable being around people I do not know when I travel -0,653  

Traveling is boring -0,647  

I often worry about my safety when I travel -0,642  

Travelling is generally mentally tiring for me -0,639  

To me, the car is a status symbol -0,379  
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I often use the telephone or the Internet to avoid having to travel 

somewhere 

-0,323  

Pro car I need a car to many things I like to do 0,764 0,735 

I like driving 0,746  

Getting to work without a car is a hassle 0,535  

Pro travel 

minimising 

I prefer to organize my errands so that I make as few trips as possible 0,629 0,599 

It is nice to be able to do errands on the way to or from work 0,597  

The trip to/from work is a useful transition between home and work 0,397  

When I need to buy something, I usually prefer to get it at the closest 

shop possible 

0,338  

To me, the car is nothing more than a convenient way to get around  0,294  

I like travelling alone 0,212  

Anti travel Getting there is half the fun -0,413 0,630 

Getting stuck in traffic does not bother me too much -0,411  

I use my trip to/from work productively -0,270  

Pro bike I like riding a bike 0,872 0,847 

I prefer to bike rather than drive whenever possible 0,824  

Biking can sometimes be easier for me than driving 0,824  

The travelling that I need to do interferes with doing other things I like 0,284  

Pro walk I like walking 0,809 0,791 

I prefer to walk rather than drive whenever possible 0,614  

Walking can sometimes be easier for me than driving 0,435  

Pro PT Public transport can sometimes be easier for me than driving 0,799 0,838 

I like travelling by public transport 0,670  

I prefer to take public transport than drive whenever possible 0,552  

Variance explained: 62,2% 

 

3.4 Key variables: childhood experiences 

 

After asking respondents about their current residential neighbourhood, we also asked about 

the characteristics of the residential neighbourhood where they lived as a child. Respondents 

had to rate the same 29 residential statements as about their current residential neighbourhood. 

The KMO test of sampling adequacy at 0,941 and the Bartlett test of Sphericity with a p-value 

less than 0,001 both suggested again that a factor analysis is useful to extract underlying factors 

of childhood residential perceptions. In accordance with previous factor analyses, parallel 

analysis and common factor analysis were again carried out. This resulted in seven factors (see 

Table 4). Respondents perceive their childhood residential neighbourhood as ‘safe’, having 

‘accessible facilities’, ‘spacious’, ‘accessible by PT’, offering opportunities for ‘socialising’, 

having an ‘unattractive appearance’, and offering ‘physical activity choices’. These seven 

factors refer to the same dimensions as for the perceptions of the current residential 

neighbourhood. Several aspects of validity have been checked, but no problems were reported. 

 

Table 4: Factors representing perceptions of childhood residential neighbourhood 
Factor Statement Loading Cronbach’s 

alpha 

Safe Safe neighbourhood for cycling 0,794 0,934 

Safe neighbourhood for children to play outdoors 0,789  

Safe neighbourhood for walking 0,756  

Low level of car traffic on neighbourhood streets 0,719  

Low crime rate within neighbourhood 0,712  

Quiet neighbourhood 0,685  

Accessible 

facilities 

Easy access to town centre 0,970 0,904 

Easy access to district shopping centre (Woolworths, Coles, etc,) 0,864  

Other amenities such as community/leisure centre or facilities for 

children available nearby 

0,761  

Easy access to the highway network (main road) 0,490  

Local shops within walking distance 0,890  
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Spacious Large front garden  0,891 0,835 

Large back garden 0,851  

Lots of off street parking (garages or driveways) 0,648  

Lots of on street parking 0,251  

Accessible  

by PT 

Good PT services (bus/metro/rail) 0,897 0,868 

Easy access to a good PT service (bus/metro/rail) 0,824  

Footpaths throughout the neighbourhood  0,475  

No socialising Lots of people out and about within the neighbourhood -0,877 0,817 

Lots of interaction among neighbours -0,598  

Economic level of neighbours similar to my level -0,432  

Good street lighting  -0,293  

Diverse neighbours in terms of ethnicity, race and age -0,257  

Unattractive 

appearance 

Attractive appearance of neighbourhood -0,714 0,847 

Variety in housing style -0,600  

High level of upkeep (well maintained) within the neighbourhood -0,573  

Big street trees -0,549  

Physical 

activity choices 

Good bicycle routes beyond the neighbourhood 0,578 0,659 

Parks and open spaces nearby  0,279  

Variance explained: 74,0% 

 

Respondents were also asked if their parents owned a car when they were a child and whether 

their father and/or mother had a driving licence. Only 10% of the respondents indicated that 

neither of their parents could drive. Variation was somewhat larger with respect to the question 

about car ownership during childhood with 16% of the respondents not having a car during 

childhood. Because of this somewhat larger variation, only the question about car ownership 

was used to define the variable ’childhood travel experiences’ in the conceptual model.   

 

3.5 Methodology: multigroup SEM 

 

The complex relationships of our conceptual model in Figure 1 can be formalized as a series of 

multiple regression equations. Instead of estimating separate regression equations, we 

simultaneously estimated these equations in a path model. Path models are increasingly used in 

travel behaviour research to investigate complex questions such as Figure 1 through its potential 

to interrogate the entire behavioural system (e.g., Aditjandra et al., 2016; Bagley and 

Mokhtarian, 2002; Van Acker et al., 2014).  

 

Path models are a specific case of structural equation models (SEM). SEM can be considered 

as a combination of factor analysis and regression analysis. The factor analysis aspect refers to 

the modelling of indirectly observed (or latent) variables whose values are based on underlying 

manifest variables (or indicators) which are believed to represent the latent variable. This 

measurement model, as it is called, therefore defines the relationships between a latent variable 

and its indicators. All previously discussed factor analyses are in fact measurement models, and 

the factors could be considered latent variables within a SEM. However, it would be too 

cumbersome to embed all these measurement models into the structural model with 

relationships between manifest and latent variables and estimate all parameters simultaneously. 

Thus, to reduce the dimensionality of the models, separate factor analyses were undertaken and 

then these factor scores were incorporated into the models as manifest variables. Since all 

variables are considered as being observed (or manifest) variables (including the factor scores), 

the analysis is solely based on the regression analysis aspect of SEM. This part of a SEM is 

called the structural model and defines the structural relationships between every explanatory 

variable and response variable. A SEM with only observed variables is called a path model. 

Consequently, for convenience, in this paper the analysis will be referred to as a ‘path model’ 

instead of the general term ‘structural equation model’.  
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Path models are estimated by finding the coefficients that best match the resulting model-

implied covariance matrix to the empirically-based covariance matrix for the data. As in other 

statistical techniques, a standard estimation technique is maximum likelihood (ML), which 

assumes a multivariate normal distribution of all endogenous variables in the model (Bentler 

and Dudgeon, 1996; Kline, 2005). However, the final outcome variable of this study, being the 

total number of PT trips per week, is a censored variable and thus not normally distributed. 

IBM SPSS AMOS 22 was used for the analysis, using ML with the bootstrapping option. This 

has been found to be a good alternative for analyses with non-normally distributed data (Byrne, 

2001; Nevitt and Hancock, 2001). In bootstrapping, multiple sub-samples of the same size as 

the original sample are drawn randomly to provide data for empirical investigation of the 

variability of parameter estimates and indices of model fit (Byrne, 2010). 

 

A stepwise approach1 to modelling was undertaken, starting with modelling the interaction 

between travel behaviour, as measured by the total number of PT trips per week, and current 

travel attitudes and retaining only the significant relationships by using a backward selection 

method. This means, that the least significant travel attitude is dropped first, so long as it is not 

significant at the chosen critical level (in this case, p < 0,10). The process then continues by 

successively refitting reduced models and applying the same rule until all remaining travel 

attitudes are statistically significant. After considering the interaction between travel behaviour 

and attitudes, the next stage was to add childhood travel experiences (as measured by 

respondents whose parents who did not own a car during the respondent’s childhood), again 

retaining only the significant relationships. The third step modelled the interaction between 

travel behaviour and perceptions of the current residential neighbourhood, then added the 

perceptions of the childhood residential neighbourhood and finally integrated the travel and 

residential parts of the modelling.  

 

Results were then controlled for socio-economic and demographic (SED) characteristics. 

Modelling of the SED characteristics was undertaken by adding all these variables to all 

endogenous variables (i.e., PT trips, current travel attitudes and perceptions of the current 

residential neighbourhood) in one single step. Only the significant relationships were retained 

by using the backward selection method. Results were also controlled for the objective spatial 

variables by using a similar approach to that used with the SED characteristics.  

 

After this, covariances were added between all exogenous variables (i.e., SED characteristics, 

spatial variables, childhood experiences). This improved model fit without any change in the 

estimated coefficients. As a final step, the modification indices suggested an interaction 

between perceptions of the current residential neighbourhood and current travel attitudes (i.e., 

between ‘accessible by PT’ and ‘Pro PT’). This was added to the model because there exists 

theoretical justification for such a relationship as discussed in the literature review. This 

provides the best model which is discussed in this paper. 

 

But we are not only interested in the relationships between variables as depicted in Figure 1. 

We also want to know whether relationships differ between generations. A commonly used 

                                                 
1 In recognition of the potential problem of taking a stepwise approach being that the final model could be the 

result of path dependency, a second but similar approach was undertaken to confirm the robustness of the results. 

This approach started with modelling the interaction between childhood travel experiences and current travel 

attitudes, adding next the current travel behaviour. A third step modelled the interaction between perceptions of 

the childhood residential neighbourhood and perceptions of the current residential neighbourhood, then adding in 

the current travel behaviour variables before integrating the travel and residential parts of the model. The 

modification indices suggested similar interactions. At the end, there was a very similar model to the initial 

stepwise approach with similar parameters suggesting a robust outcome to the model discussed in this paper.  
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approach would be to consider generations as one of the explanatory variables. But this 

approach only estimates the magnitude and the significance of the effect of generations on PT 

use. It remains unclear how the effects of childhood experiences and current perceptions and 

attitudes on PT use vary across different generations. The latter question could be addressed by 

performing analyses for each generation separately, but instead we advance a multiple group 

path analysis. This model performs one single analysis in which parameters are estimated for 

all generations and hypotheses about all generations are tested at once. As illustrated by Figure 

1, generations are no longer considered as one of the explanatory variables, but rather as outside 

the model defining the groups for which the model is tested.  

 

A multiple group path analysis is performed by the specification of one model with cross-group 

equality constraints and another model without such constraints. The fit of the constrained and 

unconstrained model are then compared. A significantly worse fit of the constrained model 

indicates that parameters are not equal across groups (Kline, 2005). In this analysis, we first 

constrained parameters of all structural relationships in the path model to be equal across 

Babyboomers (defined in this paper as those born between 1946 and 1964), Generation X (born 

between 1965 and 1979) and Generation Y (born between 1980 and 2000). Second, we 

unconstrained the parameters across these generations. 

  

4. Results 

 

4.1 Descriptive analysis 

 

First, we highlight the differences in PT use between generations. PT use seems to increase by 

generation. Baby boomers use PT on average less than 2 times per week (average 1,9 with 

standard deviation 3,92), whereas Generation X use PT almost 4 times per week (average 3,9 

with standard deviation 6,22) and Generation Y even more than 4 times per week (average 4,2 

with standard deviation 6,06). An ANOVA analysis confirmed that PT use significantly differs 

between generations (F = 8,050 with p-value < 0,001). Post hoc-tests indicated that especially 

Baby boomers differ from Generations X and Y. Baby boomers use PT significantly less often 

compared to younger generations. Differences in PT use between Generations X and Y are 

small and not significant at the 0,05 p-value.  

 

4.2 Multiple group path analysis 

 

Significant differences in PT use exist between Baby boomers at one hand and Generations Y 

and X on the other hand. Therefore, we also check by means of a multiple group path analysis 

whether the influence of childhood experiences and current perceptions and attitudes on current 

PT use differs between generations.  

 

In a first step, the results of a constrained model are compared with an unconstrained model. 

Model fit is reasonably good for both models. However, a Chi²-difference test (Chi² = 110,587 

with df = 54 and p-value < 0,001) indicates a significant decrease in model fit when structural 

model parameters are constrained across generations. Table 5 illustrates the consequences of 

neglecting generational differences. The direction of relationships between PT use and 

perceptions of the childhood residential neighbourhood, perceptions of the current residential 

neighbourhood and current travel attitudes are (in most cases) similar for the constrained and 

unconstrained model. However, the size of the coefficients might differ significantly. The 

influence of childhood residential perceptions seems to be largest for Generation X, followed 

by Generation Y. The same holds for the perceptions of the current residential neighbourhood, 

except that the difference between Generation Y and Baby boomers becomes smaller. Results 
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with respect to generational differences in the influence of travel attitudes are however mixed: 

the influence of a pro PT attitude is again most important for Generation X, but the influence 

of a pro car attitude is most important for Baby boomers. These findings indicate the differential 

impact of generations. Consequently, it is useful to examine the modelling results of the 

unconstrained model more into detail. 

 

Table 5: Model estimation results for PT use (unstandardized total effects) 
 Constrained model Unconstrained model 

 Baby boomers Generation X Generation Y 

Perceptions of childhood residential neighbourhood 

Accessible by PT 0,049*** 0,004 0,095** 0,046** 

Safe 0,054*** 0,024 0,145*** 0,034** 

Spacious 0,028 0,666** -1,456** -0,411 

 

Perceptions of current residential neighbourhood 

Accessible by PT 0,287*** 0,276*** 0,650*** 0,191** 

 

Current travel attitudes 

Pro PT 1,495*** 1,526*** 2,073*** 1,131** 

Pro car -1,092*** -1,268*** -0,334 -1,148** 

     

Built environment     

Density  0,105* 0,184 0,009 0,108 

Street connectivity  0,184** -0,018 0,331* 0,221*** 

% residential land area  0,040*** 0,103*** 0,089** 0,005 

Number of bus stops  0,034*** 0,058** 0,131** -0,002 

Number of train stations  0,029** 0,033 0,116** 0,019* 

Number of commercial destinations  0,152*** 0,235* 0,145 0,057 

     

SED     

Male 0,068 -0,342 0,893** -0,032 

Age -0,020* 0,004 -0,110*** -0,017 

Education, low  -0,060 -0,383 0,454 -0,149 

Education, high 1,323** 1,645** 0,800 1,624* 

Income, low -0,069*** -0,104** -0,114 -0,017 

Number of vehicles -0,516*** -0,665*** -0,300 -0,383*** 

Number of children 0,597** -0,064 -0,063 2,290*** 

Model fit constrained model Chi² = 332,886 with df  = 183 and p = 0,000;  Chi²/df = 1,819 

 CFI  0,910; TLI = 0,721; RMSEA = 0,043 

Model fit unconstrained model Chi² = 222,299 with df  = 129 and p = 0,000;  Chi²/df = 1,723 

 CFI  0,944; TLI = 0,753; RMSEA = 0,040 

Note: * < 0,10; ** < 0,05; *** < 0,01 

 

4.3 Direct, indirect and total effects per generation 

 

Figure  2  and Table 6 present the modelling results for the three generations. This section 

discusses the results in relation to the direct and indirect effects of childhood experiences on 

current travel attitudes and behaviour in terms of weekly number of PT trips. 

 

Figure 2 shows how PT use is influenced by three variables related to perceptions of the 

childhood residential neighbourhood. First, perceiving one’s childhood residential 

neighbourhood as spacious still has a direct effect on today’s PT use. However, the effect differs 

remarkably between generations. It has a negative effect for Generation X, but a surprisingly 

positive effect for Baby boomers and no significant effect for Generation Y. This perception 

captures the respondent perceiving their childhood residential neighbourhood as having large 

front and back gardens with plenty of off- and on-street parking. This type of environment is 

more typical of a suburban neighbourhood where the stereotype is one of low density, more 
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detached housing and where travel is more likely to be by private car. The negative association 

with PT trips for Generation X is therefore understandable, contrary to the positive association 

for Baby boomers.  

 

Second, the weekly number of PT trips is also influenced by the respondent’s perception of 

his/her childhood residential neighbourhood as being safe and accessibly by PT, but only in an 

indirect way. This indirect effect is through influencing that person’s perception of his/her 

current residential neighbourhood as being accessibly by PT, which in turn influences his/her 

pro PT travel attitude. The childhood safety perception captures the respondent evaluating 

his/her childhood neighbourhood as being safe to cycle, safe to walk, a quiet neighbourhood 

with low traffic and low crime. This is consistent with findings of previous research indicating 

how feelings of safety outside on the street might increase PT use (Delbosc and Currie, 2012). 

Our results indicate that such a childhood safety perception might strengthen someone’s 

perception of his/her current residential neighbourhood as being accessibly by PT. This is even 

reinforced by the childhood PT access perception, which captures the respondent considering 

his/her childhood residential neighbourhood to have footpaths throughout the neighbourhood 

and easy access to a good PT service. Respondents who perceived their childhood residential 

neighbourhood as being accessible by PT are also more likely to perceive their current 

residential neighbourhood in the same way. So, childhood residential experiences do indeed 

appear important in influencing current residential experiences, and thus provide an additional 

policy route for influencing travel attitudes and behaviour. However, the indirect effects of 

these childhood residential experiences were found to be significant for Generation X and Y 

only, and not for Baby boomers. 

 

Other studies have reported that the way one travels as a child can influence travel behaviour 

in later life (Baslington, 2008; Cahill et al., 1996; Sandqvist, 2002). In these studies, having had 

no vehicle during childhood had an indirect effect on the number of PT trips in early stages of 

the analysis. Moreover, the effect of childhood travel can persist into later life with children 

brought up in rural areas but living now in urban environments consistently owning more cars 

than peers brought up in urban areas and vice versa (Smart and Klein, 2018). In our paper, the 

analysis initially showed that car ownership during childhood impacted current PT usage by 

influencing attitudes, in particular here, the pro PT travel attitude. So, when parents had had no 

private car, this might foster a positive impact on the attitude towards PT and this pro PT travel 

attitude in turn has a direct effect to increase the number of PT trips. However, when the analysis 

moved to control for SED characteristics (see discussion on methodology in section 3.5), the 

relationship between parents having had no car and the current pro PT travel attitude was found 

no longer significant at the 10% significance level and was therefore eventually deleted from 

the model. As a consequence, variables related to childhood travel experiences can no longer 

be seen in the final model. 

 

The models in Figure 2 therefore only include the influence of current travel attitudes on the 

weekly number of PT trips. As with other studies like Anable (2005) and Gardner and Abraham 

(2008), standardised coefficients in Table 6 indicate that these travel attitudes are one of the 

most important explanatory variables of PT use, and this holds for all three generations. Apart 

from the pro PT travel attitude already discussed, the pro drive travel attitude has a negative 

direct effect on the weekly number of PT trips. This direct effect is significant for Baby boomers 

and Generation Y but surprisingly not for Generation X.  

 

Considering the SED characteristics, the individual standardised effects are generally not that 

large. This holds for all generations. Nevertheless, car ownership still has a rather important 

negative influence on PT use, but only for Baby boomers. The effect of car ownership on PT 
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use runs indirectly through its positive influence on the pro drive travel attitude and the negative 

influence on the pro PT travel attitude. Also the number of children was found to be an 

important explanatory variable, but only for Generation Y. This might be related to the specific 

life stage of many respondents in this generation who still are member of a young household.  

 

Surprisingly, not any significant direct effect of the built environment was found on the weekly 

number of PT trips. All spatial effects on PT use run indirectly through their interaction with 

current travel attitudes and perceptions of the current residential neighbourhood. Respondents 

living in neighbourhoods with good street connectivity are more likely to be pro PT and also 

less likely to be pro car. Density has a similar negative effect on a pro car travel attitude but has 

no significant effect on a pro PT travel attitude. Also, how people evaluate the built environment 

of their residential neighbourhood is significantly influenced by its objective spatial 

characteristics. For example, neighbourhoods with good PT access are also considered as such. 

 

Figure 2 also reveals some interaction between residential perceptions and travel attitudes. 

Respondents who perceive their current residential neighbourhood as having good PT access 

are also more likely to have a pro PT travel attitude. Because of this interaction, an indirect 

effect exists of the PT access perception on the weekly number of PT trips.   
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Table 6: Model estimation results for PT use by generation based on the unconstrained 

model 
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(2a) Baby 

boomers 

(2b) Generation X 
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Figure 2: Model estimation results for PT use by generation based on the unconstrained 

model 

5. Conclusion 

 

This paper has examined the role of childhood residential and travel experiences on current 

travel behaviour across generations. The empirical part of the study uses a specially 

commissioned retrospective survey that elicited information on the respondent’s childhood and 

current experiences. 

 

The results show the dominance of current travel attitudes, often having the largest significant 

effect on current travel behaviour as shown by the standardised effects. This is true for all 

generations, although for Generation Y having children is even more important. This is 

probably due to their phase in life, which is often linked to having young families.  

 

Nevertheless, childhood experiences are also significant and often appear to work by impacting 

current travel attitudes. This is especially true for the younger Generations X and Y. So current 

travel attitudes and behaviour can be the result of childhood experiences showing that a 

positivist approach to changing behaviour, through for example changing prices, may not be 

completely successful.  

 

This analysis points to the way in which travel behaviour is the outcome of how individuals 

have travelled over time (or their path dependency) as revealed by residential biographies and 

so not only affected by attitudes and SED characteristics, but also influenced by context (spatial, 

social, cultural, etc.) with the analysis of this paper highlighting the role of the social context 

by referring to childhood experiences (what have you learned from your parents’ travel 

behaviour, from your childhood residential location, etc.) for current travel behaviour. In 

highlighting the way in which this analysis shows the path dependency across time, the results 

show there maybe further learnings from more in depth investigation of residential biographies 

and how this impacts on travel behaviour.  By seeing mobility as a social practice and the use 

of PT as a routinely performed social practice (Kent and Dowling, 2013) this paper has 

identified that social practice is influenced by childhood experiences. This would suggest that 

travel behaviour is influenced by long standing and entrenched experiences that influence 

current attitudes and that policy might be more effective in identifying which mobility practices 

are likely to be flexible and open to change, by identifying barriers to changing behaviour rather 

than targeting change per se (Nettleman and Green, 2014) and by putting in place policies that 

(2c) Generation Y 
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can engender higher PT use for younger people. So, policy aimed at providing early experience 

of transit through targeting young people with cheap or subsidised PT in PT rich environments 

may well promote greater PT use in later life, as suggested by Smart and Klein (2018). 

Moreover, as childhood experiences of the built environment also appear important in forming 

current residential neighbourhood attitudes and thus shaping current mobility attitudes, 

providing a PT rich environment for families with children is an additional policy route for 

influencing current travel attitudes and behaviour, albeit a route that is more challenging to 

implement, since PT rich parts of our urban areas also tend to be those areas which provide 

more expensive properties for living. 

 

All studies have limitations. This study is based on data from a retrospective survey as opposed 

to a real panel and, as such, is dependent on recall by the respondents. In the absence of true 

longitudinal data, using a retrospective questionnaire nevertheless already provided us with 

greater insights and implications for causality which is not provided by cross sectional studies. 

It is also a study contextualised by its setting in Australia: a future avenue for research would 

be to compare the results with another setting, perhaps in Europe, where there is less of a car-

oriented society to see how similar or different the results might be. 

 

This paper provides a start in understanding the role of childhood experiences in current travel 

behaviour. Car ownership appears to have an important role in shaping travel behaviour – not 

only the current number of cars owned by the household but experiences established as early 

as childhood. Greater understanding of this using qualitative insights to support the quantitative 

analysis of this paper could provide a better understanding of how PT policy could use mobility 

biographies as a way of building influential policy in this sphere.  
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Abstract: This paper illustrates a systematic sensitivity analysis experiment of the driving 

behavior models’ parameters in VISSIM. The aim is to explore their impact on selected 

macroscopic (average travel time) and mesoscopic (position of lane changes) outputs. The 

experiment starts by one-at-time screening technique to determine the initial key parameters 

set and their reliable ranges and effective variation steps. Later, the elementary effects 

screening technique used the first round outputs for verification and to reveal the interaction 

between these parameters. Out of 22 parameters related to car-following and lane changing 

models in VISSIM, 15 parameters showed various degrees of impact on the proposed 

macroscopic sensitivity measures. At the mesoscopic level, Maximum Look Ahead Distance, 

CC3, and CC4 and Lane Changing Distance were significant for free and discretionary lane 

changing maneuvers respectively. Despite that, the same set holds for all sensitivity measures, 

the order of their impact differs among those measures and there was no specific trend or 

correlation between their values and the degree of their influence. The reason is due to the 

interactive stochastic environment in VISSIM, proposed scenario, and the existing traffic 

conditions. 

 

Keywords: “VISSIM”, “Sensitivity Analysis”, “Mesoscopic Analysis” 

 

1. Introduction 

 

Traffic flow simulators have gained their role by giving the flexibility, less effort, and safety 

for conducting research in the fields of traffic engineering and transport planning. These 

simulators are basically composed of different operational models such as car-following, lane-

changing, lateral motion, and emission models. Each model and/or group of models illustrates 

a specific operational behavior of the network at mixed or same level of aggregation, namely: 

macroscopic, microscopic, and mesoscopic levels. The level of fidelity determines the 

simulator ability to reproduce the sought scenarios and the calibration complexity. Calibrating 

a micro-simulator such as VISSIM is a challenging task since there are more than 30 parameters 

of various driving behavior sub-models that need to be tuned. Recently, automatic optimization 

techniques are used to perform this task. Nevertheless, this large number of parameters may 

mislead the optimization algorithm, possibly yielding only locally optimal solutions. Moreover, 

it substantially increases computation time.  

This work proposes a systematic Sensitivity Analysis (SA) experiment of the driving behavior 

models’ parameters in VISSIM. The impact of each parameter on the simulator output is 

explored on the macroscopic level presented by the vehicle Average Travel Time (ATT) and 

mesoscopic (distribution of lane-changing) levels. The experiment has two main parts. It starts 

by One-At-Time (OAT) SA where the key parameters, effective range and variation step are 

identified using one-way ANOVA test. The outputs of the first part is used as inputs for the 

                                                 
1 Katholieke Universiteit Leuven, KU Leuven L-Mob research center, ismail.abuamer@student.kuleuven.be. 
2 Katholieke Universiteit Leuven, KU Leuven L-Mob research center. 
3 Katholieke Universiteit Leuven, KU Leuven L-Mob research center. 
4 Katholieke Universiteit Leuven, KU Leuven L-Mob research center, chris.tampere@kuleuven.be 
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second part, where the Elementary Effects (EEs) method (Morris, 1991) is applied to verify the 

explored key parameters set and investigate the interaction between these parameters. The 

following sections outline the motivation of this work, methodology, results, and conclusion.  

 

2. Motivation 

 

The literature provides a few examples on SA of VISSIM traffic flow models as independent 

research studies where in this section we discuss the output of the most popular and recent ones. 

Lownes & Machemehl (2006) addressed a multi-parameter SA study of Wiedemann-99 car- 

following model parameters in VISSIM using Two-way ANOVA test where the average 

capacity of the US 75 NB and SH190 interchange is used as sensitivity measure of the model 

parameters. The results showed that the standstill distance (CC0) and time headway (CC1) are 

the most influential parameters, were their influence degree is affected by the interaction with 

standstill acceleration (CC8) and negative/positive following thresholds (CC4 and CC5) 

respectively. Habtemichael & Santos (2013) investigated the key parameters of Wiedemann-

99 car-following and lane-changing models in VISSIM by quantifying their impact on traffic 

safety and dynamics. The impact on traffic safety was quantified as the change in vehicle 

conflicts whereas the change in travel time was used to illustrate the impact on traffic dynamics. 

Relying on the student’s t-test, the key parameters affecting vehicle conflicts are CC1 to CC5, 

safety distance reduction factor, maximum deceleration of trailing vehicles, and lane changing 

position. The same parameter set showed various impacts on the travel time. Menendez & Ge 

(2012) applied an enhanced version of EEs method to reduce the screening time for identifying 

the most influential parameter of Wiedemann-74 and lane-changing models in VISSIM.  The 

key parameters were considered for calibrating the inner network of Zurich city, Switzerland. 

They concluded that Wiedemann 74 parameters were all effectively coupled with only two 

parameters of the lane-changing model namely: safety distance reduction factor and lane 

change distance. An intuitive interpretation for this result is that the model network serves 

urban traffic so lane-changing maneuvers are relatively unimportant compared to freeways.    

The calibration of VISSIM for freeway weaving sections is not an easy task, as because of the 

complex maneuvering all the driving behavior models are triggered. To measure the sensitivity 

of driving behavior models’ in VISSIM it is important to consider scenarios for SA that cover 

all possible traffic conditions that may occur on freeway, either in congested and free flow 

states. However, previously mentioned studies relied on specific scenarios that may not produce 

all desired traffic conditions and that hence may not give the chance to some parameters to 

show their effect on the model output. Moreover, they did not specify the effective range and 

minimum perturbation step of each parameter, although this would be useful information to 

exploit in the optimization algorithm (e.g. Genetic Algorithm) to provide a realistic optimal 

solution and less computation time. Finally, calibrating microscopic simulators to macroscopic 

output only may not be enough to reproduce realistic traffic flow characteristics on the 

mesoscopic and microscopic levels. Therefore, besides the above mentioned points and as a 

key contribution of this work, we are aiming to find the driving behavior parameters which 

have the significant influence on the model output at the mesoscopic level in terms of lane 

changing distributions over a freeway section.    

 

3. Methodology 

 

Since it is crucial to consider a scenario that triggers all the driving behavior models’ 

parameters, the modelled road section should contain all the possible traffic criteria such as free 

and mandatory lane changing, a mixture of vehicles with different destinations, etc. One such 

scenario is a freeway section with an upstream on-ramp and a downstream off-ramp, see Figure 
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1, and this is actually where practitioners find it difficult to calibrate VISSIM specifically on 

the mesoscopic level.   

 

 

Figure 1: Scheme of the section layout 

 

The One-At-Time (OAT) screening technique is applied on 22 selected parameters of the 

driving behavior models in VISSIM. Each parameter’s input space 𝑥𝑖 (𝑖 = 1, . . ,22) is explored 

over its initial range 𝑅 = [𝑥𝑖
𝑚𝑖𝑛 , 𝑥𝑖

𝑚𝑎𝑥 ]  by varying its default value 𝑥𝑖
𝑑  four times with a 

variation step 𝛼𝑖
𝑘 (𝑘 = 1, . . ,4) , where in each step 𝛼𝑖  takes a different arbitrary value and 

direction, see Table 1. This is useful to identify the effective variation step 𝛼𝑖
∗ that needs to 

trigger an impact on the model output.  

 
Table 1: The considered parameters for SA with their initial ranges and variation steps 

Parameter Range 𝒙𝒊
𝒅 𝜶𝟏 𝜶𝟐 𝜶𝟑 𝜶𝟒 

Maximum look ahead distance  [200, 300] 250 -50.0 -20.0 10.0 40.0 

Maximum look back distance  [100, 200] 150 -50.0 -20.0 10.0 40.0 

Temporary lack of attention, duration  [0, 2.5] 0.00 0.50 1.00 1.50 2.00 

Temporary lack of attention, Probability  [0, 10] 0.00 2.00 4.00 6.00 8.00 

Standstill distance (CC0)    [0.5, 2.5] 1.50 -0.75 -0,25 0.25 0,75 

Following variation (CC2)   [2, 8] 4.00 -2.00 -1.00 2.00 4.00 

Threshold of entering following (CC3)    [-12, -4] -8.00 4.00 2.00 -1.00 -4.00 

Negative following threshold (CC4)     [-1.5, -0.01] -0.35 -1.15 -0.65 -0.15 0.34 

Positive following threshold (CC5)    [0.01, 1.5] 0.35 -0.34 0.15 0.65 1.15 

Oscillation acceleration (CC7) [0.1, 0.5] 0.25 -0.15 -0,05 0.05 0.25 

waiting time before diffusion  [10, 120] 60.0 -40.0 -20.0 20 40.0 

min. headway front/rare  [0.2, 1] 0.50 -0.30 -0,10 0.20 0.50 

Meso-React-Time [0.6, 2.5] 1.20 -0.60 -0,20 0.40 1.30 

safety distance reduction factor [0.1, 1] 0.60 -0,40 -0,10 0.20 0.40 

Maximum cooperative deceleration [-5, -1] -3.00 -2.00 -1.00 1.00 2.00 

Maximum deceleration Own [-6, -2] -4.00 -2.00 -1.00 1.00 2.00 

Maximum deceleration Trailing [-5, -1] -3.00 -2.00 -1.00 1.00 2.00 

Accepted deceleration Own [-1.5, -0.5] -1.00 -0.50 -0.25 0,25 0.50 

Accepted deceleration Trailing [-1, -0.5] -0.50 -0.50 -0.25 0.00 0.25 

Cooperative lane change – max. speed difference  [10.2, 11.4] 10.8 -0.40 -0.20 0.19 0.39 

Mean of time headway distribution (CC1) [0.5, 1.5] 0.90 -0.40 -0.20 0.30 0.60 

lane changing distance  [100, 300] 200 -80.0 -40.0 40.0 80.0 

 

For each parameter, we have 5 data groups where the first group is common for all parameters 

because it is the output of default parameters values, so the total number of different groups is 

89. The change in ATT along the proposed section in free flow and congested traffic conditions 

separately is the (macroscopic) sensitivity measure of parameters. This choice is motivated by 

observing that travel time is affected by other macroscopic traffic flow variables such as 

density, speed, headway, etc. Due to the interaction and the dependency between all these 

variables any change in them would lead to a change in the travel time.   
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After cleaning the output data from outliers, with a one-way ANOVA test the key parameters 

are identified. ANOVA test only tells if the groups’ means are significantly different or not.  

Thus, Tukey’s Honest Significant Difference (HDS) test is used to determine which groups are 

different so we can identify the minimum effective variation step 𝛼𝑚𝑖𝑛
∗  and the reliable range 

𝑅∗ of each parameter1. Another consideration is the stochastic nature of VISSIM. The simulator 

has stochastic functions that take different values upon each function call, leading to random 

fluctuations in traffic flow, vehicle arrivals, etc. If simulation time period is too short such that 

these fluctuations are not sufficiently averaged over time, this may bias our identification of the 

key parameters set. In order to determine an appropriate duration of the simulation, we 

systematically varied the time period and determined the key parameters after each simulation. 

In order to make sure that the traffic flow is still in the free flow conditions the initial ranges 

were corrected based on the average speed then 𝑅∗ is identified. The influential parameters are 

labeled (*) if the number of different groups is only 2 and (**) if it is greater than 2. This 

qualitative assessment helps to select the most proper simulation duration (a higher repetitions 

of **). For some parameters such as CC0 there was no specific 𝛼𝑚𝑖𝑛
∗  so it can take any value 

within its range. Tables 2 and 3 summarize key parameters, 𝑅∗  , and 𝛼𝑚𝑖𝑛
∗  of the different 

simulation runs by considering free flow and congested traffic conditions respectively. It is 

clear that simulation durations of 40 and 60 minutes are appropriate for free flow and congested 

conditions scenarios respectively.  

Table 2: Key parameters for free flow conditions  

Key Parameter 
Identified after simulation duration of 

𝑹∗ 𝜶𝒎𝒊𝒏
∗

 
10 min 20 min 40 min 120 min 

CC0 ** ** ** ** [0.75, 2.25] - 

CC1 ** ** ** ** [0.7, 1.5] 0.30 

CC2 * * ** ** [2, 6] 1.00 

CC3 ** ** ** ** [-12, -4] 1.00 

CC4 * * ** ** [ -1, -0.01] 0.10 

CC5 * ** ** * [0. 35, 1.5] 0.10 

CC7 ** ** ** ** [0.1, 0.5] 0.10 

lane changing distance * * ** ** [180, 280] 40.0 

Max. cooperative deceleration * * ** ** [-4, -2] 0.50 

Max. deceleration Trailing * ** ** * [-4, -2] 0.50 

Max. look ahead distance * * ** * [200, 300] 20.0 

Safety distance reduction factor * * ** ** [0.2, 0.8] 0.10 

Min. headway front/rare   * * [-0.5, -0.1] 0.20 

Waiting time before diffusion   * * [0.5, 1] 0.20 

Accepted deceleration Trailing   * * [20, 60] 20.0 

Max. look back distance    * [100, 150] 20.0 

Coop. lane change – max. speed diff.    * [10.6, 10.8] 0.20 

Max. deceleration Own    * [-3, -4] 0.20 

 
Table 3: Key parameters for congested conditions 

Key Parameter 
Identified after simulation duration of 

𝑹∗ 𝜶𝒎𝒊𝒏
∗

 
40 min 60 min 

CC0 ** ** [0.75, 2.25] 1.00 

Lane changing distance ** ** [120, 280] 40.0 

Safety distance reduction factor ** ** [0.2, 0.6] 0.20 

Waiting time before diffusion ** ** [20, 60] 20.0 

CC2  ** [2.0, 8.0] 1.00 

CC4  * [ -1.5, -0.01] 0.50 

Max. cooperative deceleration  * [-5, -1] 1.00 

Min. headway front/rare  * [0.5, 1]  0.20 

                                                 
1 𝛼𝑚𝑖𝑛

∗  and 𝑅∗are not generic values, they present the minimum variation step and reliable range for the proposed 

experiment setup.    
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The outputs of this section are the initial key parameters set (first 15 parameters from Table 1 

which also includes the key parameters of congested conditions scenario), 𝑅𝑖
∗,  and 𝛼𝑖

∗. To verify 

our results and investigate the interaction between parameters, in a next step the EEs method is 

applied considering the first SA round initial set.  

 

4. Elementary Effects Method (EEs) 

 

Morris (1991) proposed a method to quantify the change in a model’s output related to change in 

its parameters values. The effect of a single parameter on the model output can take three different 

levels: Negligible, linear and additive, or non-linear and/or involved in interactions with other 

parameters. The philosophy behind this approach is illustrated in the following.  

Let 𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑘)  be a vector of normalized model parameters, hence 𝑥𝑖  , 𝑖 = 1,… , 𝑘  is 

uniformly distributed in [0,1] and 𝑥𝑖  is divided into 𝑝  levels forming the set 𝐴𝑖 =

{0,
1

𝑝−1
,
2

𝑝−1
, … . . ,1} , and a matrix  Ω → 𝑅𝑝×𝑘  as the experiment region. By using the OAT 

screening technique with sampling step ∆ , the EEs of the ith parameter is computed by taking the 

derivative as a local measure:   

𝐸𝐸𝑠𝑖 = 𝑑𝑖(𝑋) = (
𝑦(𝑥1, … , 𝑥𝑖−1, 𝑥𝑖 + ∆, 𝑥𝑖+1, … , 𝑥𝑘) − 𝑦(𝑋)

∆
) 

 

Morris (1991) states that the optimal values for 𝑝  and ∆  are even number and 𝑝/[2(𝑝 − 1)] 
respectively. The finite distribution of EEs (𝐹𝑖) associated with the ith parameter is obtained by 

randomly sampling different X from Ω,  𝑑𝑖(𝑋)~𝐹𝑖, the number of elements of each 𝐹𝑖 is: 

 

𝑝𝑘−1[𝑝 − ∆(𝑝 − 1)] 

The following illustration gives a clearer image about the process, where each parameter value 

𝑥𝑖 + ∆ at the level set 𝑋𝑗, 𝑗 = 1,… , 𝑝 is coupled with the other fixed parameters over all levels.   

 

𝐸𝐸𝑠𝑖
1 =

[
 
 
 
 
 
 
 
 
 
(𝑥1

1, … , 𝑥𝑖−1
1 , 𝑥𝑖

1 + ∆, 𝑥𝑖+1
1 , … , 𝑥𝑘

1) − (𝑥1
1, … , 𝑥𝑖−1

1 , 𝑥𝑖
1, 𝑥𝑖+1

1 , … , 𝑥𝑘
1)

∆

(𝑥1
2, … , 𝑥𝑖−1

2 , 𝑥𝑖
1 + ∆, 𝑥𝑖+1

2 , … , 𝑥𝑘
2) − (𝑥1

1, … , 𝑥𝑖−1
1 , 𝑥𝑖

1, 𝑥𝑖+1
1 , … , 𝑥𝑘

1)

∆

(𝑥1
𝑗
, … , 𝑥𝑖−1

𝑗
, 𝑥𝑖
1 + ∆, 𝑥𝑖+1

𝑗
, … , 𝑥𝑘

𝑗
) − (𝑥1

1, … , 𝑥𝑖−1
1 , 𝑥𝑖

1, 𝑥𝑖+1
1 , … , 𝑥𝑘

1)

∆
]
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𝐸𝐸𝑠𝑖
𝑗
=

[
 
 
 
 
 
 
 
 
 (𝑥1

1, … , 𝑥𝑖−1
1 , 𝑥𝑖

𝑗
+ ∆, 𝑥𝑖+1

1 , … , 𝑥𝑘
1) − (𝑥1

𝑗
, … , 𝑥𝑖−1

𝑗
, 𝑥𝑖
𝑗
, 𝑥𝑖+1
𝑗
, … , 𝑥𝑘

𝑗
)

∆

(𝑥1
2, … , 𝑥𝑖−1

2 , 𝑥𝑖
𝑗
+ ∆, 𝑥𝑖+1

2 , … , 𝑥𝑘
2) − (𝑥1

𝑗
, … , 𝑥𝑖−1

𝑗
, 𝑥𝑖
𝑗
, 𝑥𝑖+1
𝑗
, … , 𝑥𝑘

𝑗
)

∆

(𝑥1
𝑗
, … , 𝑥𝑖−1

𝑗
, 𝑥𝑖
𝑗
+ ∆, 𝑥𝑖+1

𝑗
, … , 𝑥𝑘

𝑗
) − (𝑥1

𝑗
, … , 𝑥𝑖−1

𝑗
, 𝑥𝑖
𝑗
, 𝑥𝑖+1
𝑗
, … , 𝑥𝑘

𝑗
)

∆
]
 
 
 
 
 
 
 
 
 

 

 

The resulting 𝐹𝑖 = (𝐸𝐸𝑠𝑖
1, …… . , 𝐸𝐸𝑠𝑖

𝑗
) provides two sensitivity measures:  

1) Absolute mean of elementary effects (𝜇∗):  quantifies the overall impact of the parameter. 

2) Standard deviation of elementary effects (𝜎): identifies the parameters that have interaction 

with others.   

The computational cost of this basic method is 2𝑚𝑘 where m is the number of EEs required for 

each parameter. Since m should be as large as possible to produce unbiased sample for performing 

the SA, this basic design is very costly especially if the number of parameters is large as in our 

case. Morris improved his approach with a better design to reduce the computational cost. The 

new design considers sampling 𝑟 elementary effects from each 𝐹𝑖 and these 𝑟 elementary effects 

construct a trajectory 𝑇𝑗 , 𝑗 = 1, . . , 𝑝 of 𝑘 + 1 points. Thus, each trajectory will give 𝑘 elementary 

effects, one per parameter:   

 

𝑇𝑗 =

{
  
 

  
 

(𝑥1, 𝑥2, … . , 𝑥𝑘) → 𝑃1
(𝑥1 + ∆, 𝑥2, … . , 𝑥𝑘) → 𝑃2

(𝑥1 + ∆, 𝑥2 + ∆,… . , 𝑥𝑘) → 𝑃3
.
.
.

(𝑥1 + ∆, 𝑥2 + ∆,… . , 𝑥𝑘 + ∆) → 𝑃𝑘+1

 

 

𝐸𝐸𝑠𝑖(𝑋𝑗) =
𝑃𝑖+1 + 𝑃𝑖

∆
 

𝑇𝑗: 𝑘 + 1 trajectory points constructed from 𝑋𝑗 

 

The simulation runs required to construct one trajectory is k+1, therefore constructing r trajectories 

will require r(k+1) runs which is cheaper than the basic design. The Latin Hypercube design is 

used to sample the initial levels (5 levels = 5 trajectories) since it maximizes the distance between 

the sampled values for each parameter input space (𝑅∗). The EEs method uses a fixed ∆ for all 

parameters so they can be ranked based on the their influence.  The idea behind determining 𝛼𝑚𝑖𝑛
∗   

(positive direction) in this experiment  is to make sure that ∆ is effective for all parameters :  

 

∆= 𝑚𝑎𝑥(𝛼𝑖,𝑚𝑖𝑛
∗ 𝑥𝑖

𝑑⁄ | 𝑖 ∈ 𝐻) 
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𝐻: the set of key parameters 

 

The EEs method considers trajectories at different levels and for each trajectory the parameters  

are changed consecutively. This means the method also measures the parameter’s influence after 

varying other parameters. For each parameters we have 5 EEs (resulted from 5 levels) if 𝜎 of these 

EEs is larger than their mean value, then the parameter is affected by changing other parameters 

values. However, if 𝜎 is relatively small or equal to 𝜇∗, it means that most of the EEs values are 

relatively the same so changing other parameters values did not affect the influence degree of that 

parameter.  

Figures 2 and 3 depict the relationship between the investigated parameters in terms of 𝜇∗ and 𝜎 

related to the vehicle ATT and the total number of lane changes, respectively. Regarding the ATT 

all parameters (the 15 parameters identified in the first round) are influential except the accepted 

deceleration of the trailing vehicle (AccDecelTrail). The degree of influence varies between these 

key parameters, for example, the parameters in the upper-right part of Figure 2 are the most 

influential parameters on the ATT and their effects involve higher interactions with other 

parameters. The rest of these key parameters are also significant; however, their influence is linear, 

in other words they are slightly affected by changing other parameters values. The same set of 

parameters holds for the total number of lane changes; however, their impact level varies where 

CC1 and the maximum look ahead distance are the most influential ones, see Figure 3.  

 

 
Figure 2: Standard deviation vs. mean of EEs with ATT (minutes) as a measure 
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Figure 3: Standard deviation vs. mean of EEs with number of lane changes as a measure 

 

 

 

 

 

5. Mesoscopic Analysis 

 

As mentioned previously, this work aims to explore the influence of these parameters on traffic 

conditions at the mesoscopic level in terms of lane changing positions distribution. We developed 

a MATLAB tool for identifying the locations of lane changing maneuvers over the section. Thus, 

for each parameter there are 10 different lane changing maneuvers positions data sets (each level 

gives two data sets as before and after perturbation). This data were extracted from trajectories of 

vehicles as an output of the EEs method experiment simulation runs. Two-sample Kolmogorov-

Smirnov test is used to check whether those two data sets have a different distributions or not.  
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Figure 4: spatial distribution of free lane changes of max. look ahead distance = 202.5 and 287.5 m 

 
Figure 5:ECDF of free lane changes of different maximum look ahead distance values 

 

 

On one hand, the results revel that Maximum Look Ahead Distance, CC3, and CC4 are the most 

influential parameters in terms of free lane changes positions. Figures 4 and 5 are  spatial 

distribution and Empirical Cumulative Distribution Function (ECDF) of free lane changing 

positions respectively. By observing both figures, it is clear that the spatial distribution of free lane 

changing maneuvers responses to the change in the maximum look ahead distance,. On the other 

hand,  Lane Changing Distance parameter is the only influential factor on the distribution of 

off-ramp 

off-ramp 
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discretionary lane changing maneuvers. The distance is measured from the starting point of the 

connector to the off-ramp. Figures 6 and 7 show that, the smaller lane changing distance the more 

discretionary lane changing maneuvers downstream.   

 

 
Figure 6: spatial distribution of discretionary lane changes of lane changing distance = 184 and 276 m 

 
Figure 7: ECDF of discretionary lane changes of different lane changing distance values 

 

 

 

 

off-ramp 

off-ramp 
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6. Conclusion 

 

This paper proposes a systematic sensitivity analysis experiment for a stochastic microscopic 

traffic simulator like VISSIM where it considers the macroscopic and mesoscopic outputs. The 

analysis started by identifying the key parameters which affect the macroscopic outputs of VISSIM 

such as the ATT and the number of lane changing maneuvers in free flow and congested traffic 

conditions. According to results, the set of 15 key parameters is valid for both outputs; however, 

the order of their impact varies based on the considered sensitivity measure. For example, the  

maximum deceleration of trailing vehicle has a highly significant impact on the ATT compared to 

the total number of lane changing maneuvers. The second step was to identify the key parameters 

which have impact on the distribution of free and discretionary lane changing maneuvers locations 

as a mesoscopic sensitivity measure. Maximum Look Ahead Distance, CC3, and CC4 are the most 

significant for free lane changes, while the Lane Changing Distance is the only parameter that 

influence the spatial distribution of discretionary lane changes. Finally, there was no clear trend to 

link the parameter’s value with its impact degree since this impact is involved with interactions 

with other parameters and traffic conditions.  
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Study of the capacity of the city road network of Odessa  
 

Sergii Myronenko1 

Dirk Lauwers2 

Frank Witlox3 

 

Abstract: The article deals with the main parameters of the traffic flow by determining the 

bandwidth and loading level by the example of the street-road network of the city of Odessa, 

Ukraine. Automobile transport has firmly entered the modern life, providing a large volume of 

transportation in all spheres of human activity. Automobile transportation has become an integral 

part of the transport process in virtually all modes of transport. Increasing the traffic volume, 

changing the structure and high-speed modes of traffic impose increasingly stringent requirements 

for means of control and traffic organization to provide the necessary level of efficiency and safety 

of traffic. For this purpose, an optimal length, density and transport-operational indicators of the 

street-road network should be created. However, the experience of the most developed countries 

shows that it is not enough to build roads, it is necessary to carry out on them a permanent 

purposeful planning, equipment with special technical devices for the organization of traffic and 

operational control of traffic. 

 

Keywords: “road capacity”, “road network”, “vehicles”, “intensity”, “traffic management”. 

 

1. Methodology, research strategy 

 

Significant growth of the car park, the volume of traffic leads to an increase in traffic, which in 

cities with historically formed buildings leads to the emergence of transport problems. 

It is particularly acute in the nodal points of the street and road network. Here, transport delays are 

increasing, queues and congestion are created, causing a decrease in the speed of the message, 

unreasonable overexpenditure and increased wear and tear of the units and units of vehicles. 

The purpose of the article is to perform a bandwidth analysis on an example of a street-road 

network of the Primorsky district of Odessa to assess the loading of roads by traffic. 

 

2. Major findings 

 

The most important criterion that characterizes the functioning of the communication paths is their 

bandwidth. In the theory of road design and work on the organization of motion, the term road 

bandwidth is used. The simplest definition of this concept is that under the capacity of the road 

understand the maximum possible number of cars, which can go through the intersection of the 

road per unit time. 

Determining the actual bandwidth is only possible on existing roads. These data are particularly 

practical in nature, since they allow you to really evaluate the bandwidth when providing a certain 

level of speed and traffic safety.  

Depending on the purpose of the study, various methods for determining the characteristics of the 

traffic can be used: documentary, in-kind, simulation methods.  

                                                 
1 Odessa National Polytechnic University, Auto and Road College, mirserg@ukr.net 
2 Ghent University, Dirk.Lauwers@UGent.be 
3 Ghent University, Geography Department, Frank.Witlox@UGent.be 
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The following streets of the Primorsky District of Odessa were selected to assess the band-width: 

Katherininska, Rishelievska, Pushkinska, Kanatna, Gretska, Velyka Arnautska. The streets were 

chosen due to the fact that they are transit arteries of the historic city center. It is through them that 

there is a movement to the main passenger and transport-forming node - the railway station. The 

historical center of the city has a rectangular building scheme, which allowed the streets of 

Rishelievska, Pushkinska and Velyka Arnautska to organize a one-way movement. The scheme of 

the street-road network is presented in Figure 1. 

For the assessment of the bandwidth, methods of field surveys were used based on carrying out 

direct measurements of the traffic characteristics in different places of the street-road network. 

 

 
Figure 8 : Street-road network scheme 

 

Information about the speed of the traffic, the composition of the traffic flow and the traffic 

intensity was collected by direct observations from April 18, 2016 to April 24, 2016 at different 

hours of the day to obtain the most reliable data. 

Data on the composition of the traffic flow and the traffic intensity received on differ-ent days of 

the week and at different hours of the day were optimized and presented in graphs (Figures 2 - 7). 
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Figure 2 : Schedule for the composition of the traffic flow and the traffic intensity  

on different days of the week for the Katherininska street 

 

 
Figure 3 : Schedule for the composition of the traffic flow and 

the intensity of the Rishelievska street 
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Figure 4 : Graph of the composition of the traffic flow and the traffic intensity  

on different days of the week for Pushkinska street 
 

 
Figure 5 : Schedule of traffic flow and traffic volume on different days  

of the week for Kanatna Street 
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Figure 6 : Schedule of the traffic flow and traffic volume on different days  

of the week for the Gretska street 
 

 
Figure 7 : Schedule for the composition of the traffic flow and traffic intensity on different  

days of the week for the Velyka Arnautska street 
 

In the field surveys, the characteristics of the road conditions were also studied, namely the number 

of lanes, speed, type of coverage of the streets of Katherininska, Rishelievska, Pushkinska, 

Kanatna, Gretska, Velyka Arnautska, as shown in Table 1. 

 

 

956

6

134

36

1650

7

178

28

1254

9

145

41

0 500 1000 1500 2000

Л
ег

к
о
в
і

В
ан

та
ж

н
і

А
в
то

б
ус

и
Т

р
о
л
ей

б
у
си

Інтенсивність, авт/год
Інтенсивність 17:00 – 18:00

Інтенсивність 12:00 – 13:00

Інтенсивність 8:00 – 9:00

2468

36

180

20

2368

40

160

20

2395

38

175

20

0 500 1000 1500 2000 2500

Л
ег

к
о

в
і

В
ан

та
ж

н
і

А
в
то

б
ус

и
Т

р
о

л
ей

б
ус

и

Інтенсивність, авт/год
Інтенсивність 17:00 – 18:00

Інтенсивність 12:00 – 13:00

Інтенсивність 8:00 – 9:00



BIVEC/GIBET Transport Research Days 2019 

74 

 

 

 

 
Table 1 : Characteristics of road conditions 

Street name 
Number of lanes, 

pcs 
Speed, km / h Coverage type 

1 2 3 4 

Katherininska 4 41 asphalt concrete 

Rishelievska 4 32 asphalt concrete 

Pushkinska 3 30 pavement 

Kanatna 3 28 asphalt concrete 

Gretska 2 26 asphalt concrete 

Velyka Arnautska 3 35 asphalt concrete 

 

The conducted study gave an objective picture of the most important correspondence. Observation 

posts (marked with Roman numerals in Figure 1.8) are located in the characteristic points (traffic 

attraction tricks) of the considered street-road network. 

 

 
Figure 8 : Scheme for placement of control posts 

 

The matrix (Figure 9) presents the main information received in the result of the survey: in the 

numerator - the intensity of the transport stream (Na, cars/h); in the denominator - speed (Vs, 

km/h), in the main directions of streets. 
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Figure 9 : Matrix of correspondence 

 

The next stage of the study was the assessment of the degree of loading of the considered section 

of the road. To do this, you need to calculate the throughput of the street-road network. 

The calculated throughput of the multi-band roadway of the road ( MP )is determined by the formula 

(1): 

 

= nPP nM ,  (1) 

 

where  nP  
- the estimated throughput of one lane, units per hour, 1070 - 1340 units / hour;  

n - the number of bands;  

 - coefficient of distribution of vehicles on the width of  the travel section, 0,95 - 0,85; 

 - coefficient taking into account the influence of the cross section, 0,4 - 0,6. 

Estimated bandwidth is presented in Table 2. 

 
Table 2 : Estimated bandwidth 

Street name Estimated throughput, cars per hour 

Katherininska 2440 

Rishelievska 2440 

Pushkinska 1830 

Kanatna 1830 

Gretska 1220 

Velyka Arnautska 1830 

 

The loading rate of the road is estimated by the loading coefficient z , which represents the 

ratio of the traffic intensity to the throughput of the considered street or road section. Thus in this 

case for each direction of movement the loading level is determined by the following formula (2): 
 

     
M

пр

P

N
z = ,   (2)  

 

The resulting intrinsic and calculated results of intensity and bandwidth are compared to 

the table in Table 3. 
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Table 3 : Calculation of the level of loading of street-road network by traffic 

Street Name 
Intensity 

cars / h 

Estimated bandwidth, 

cars / h 
Download level, z Flow status 

Katherininska 979 2440 
0,40  

(Б) 

Partially coherent 

Rishelievska 2704 2440 
1,11  

(Г – б) 

Thickly saturated 

Pushkinska 2364 1830 
1,29  

(Г – б) 

Thickly saturated 

Kanatna 2184 1830 
1,19  

(Г – б) 

Thickly saturated 

Gretska 1863 1220 
1,53  

(Г – б) 

Thickly saturated 

Velyka Arnautska 1882 1830 
1,03  

(Г – б) 

Thickly saturated 

 

Analysis of the results showed that the state of the flow is tightly saturated. This means that the 

flow is moving with stops, there are congestion. Therefore, this issue needs to be thoroughly 

investigated as it is the basis for justifying and forecasting the capacity of the street-road network. 

 

3. Conclusion  

 

In the course of the study, an analysis of the throughput of the street-road network of the Primorsky 

district of Odessa city was performed. A sample study showed that the roads of the Primorsky 

district of the city of Odessa needs a complete reconstruction. In order to improve the organization 

of traffic, in the first place, it is necessary: to construct a transport network model; to form 

characteristics of the provisions and the purpose of the street-road network, as a system of transport 

and pedestrian relations between the elements of the city planning structure; to analyze the 

planning scheme of the city's roads; to draw up the freight traffic chart; to determinate of the length 

of cargo operations at points; calculation of intensity, level of loading and density of a traffic flow, 

determination of the throughput of roads, interval of movement, time and speed of communication 

on routes in order to improve the organization of traffic of urban passenger transport. 

Determination of the long-term plan of the passenger transport system of the city by means of 

simulation of the city's transport network. Preparation of the topological scheme of the city. 

Determining the capacity of transport areas. Calculation of passenger traffic on the network. For 

operational traffic organization it is necessary to solve the problem with parking areas. The study 

showed that road signs for stopping and parking generally do not affect drivers, therefore, more 

stringent measures are needed, namely the use of tow trucks and fines. This will allow to increase 

the throughput of roads by 20 - 30% without much capital investment. 
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Continuum signalized node modeling for dynamic macroscopic simulation of 

traffic flows 
 

RahelehYahyamozdarani1 
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Abstract: Node models as one essential component of first-order macroscopic dynamic network 

loading (DNL) models has been received small amount of attention, although they are as important 

as link models (the other essential component of DNL). In the case of signalized node models, 

based on authors knowledge, there is no general node model capable of bringing consistency 

among incoming and outgoing flows without simplifying assumptions and inducing small 

simulation time steps (the latter one may not be restrictive for link models using short time 

discretization). In this study, two signalized node models, based on the generic node model of 

Tampère et al. (2011), are presented. The first model simulates traffic signal by using a 

simultaneous continuum signal cycle concept. This model considers green time as a capacity 

constraint for incoming links based on green time fraction of each incoming link. The second 

model solves traffic signal problem based  on a sequential continuum signal cycle concept. This 

model considers traffic signal as a receiving flow constraint based on green time fraction of each 

incoming link and their green time sequence. 

 

Keywords: “Macroscopic signalized node model”, “Phase order in node model”, “Dynamic 

network loading” 

 

1. Problem and research questions 

 

In order to calculate flow propagation through a traffic network by simulation, first-order 

macroscopic dynamic network loading (DNL) models are widely being used nowadays. In DNL 

models, submodels for traffic behavior at links and nodes interact. Link models describe flow and 

congestion propagation through links, whereas node models bring consistency among flows 

between incoming and outgoing links and may impose additional constraints to these flows.  

The first node models proposed in literature considered simple merges with multiple incoming 

(sending) links and one outgoing (receiving) link, or diverges with one incoming and multiple 

outgoing links (Daganzo, 1995). Tampère et al. (2011) developed a general class of first order 

node model that is applicable in any unsignalized intersections for dynamic macroscopic 

simulation (i.e. regardless of the number of incoming and outgoing links). They proposed a 

convergent solution algorithm in which receiving link supply constraints and internal constraints 

representing conflict points inside intersections were included. The paper also suggests a method 

to deal with signalized intersections, however it was not a comprehensive approach considering 

only the green time fraction of the cycle time as an additional constraint. 

Flötteröd & Rohde (2011) proposed two alternative algorithms for solving a node model based on 

assumptions that are essentially very similar to Tampère et al. (2011). They do not address 

specifically the problem of signalized intersections. Whereas the approaches mentioned so far 

                                                 
1 KU Leuven, L-Mob research centre, raheleh.yahyamozdarani@student.kuleuven.be 
2 KU Leuven, L-Mob research centre 
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apply constraints expressed macroscopically in terms of capacities, Smits et al. (2015) 

reformulated node model constraints based on the consideration of headway and turning delay per 

vehicle, herewith linking node models closer to behavior theories like priority taking or gap 

acceptance models. However, neither did these authors address the problem of signalized 

intersections. 

Explicit consideration of signalized intersections in macroscopic node models was given by 

(Jabari, 2016). In this study, the traffic signal cycle is broken into phases, each of which has only 

a subset of the flows active. Then, and after making additional simplifying assumptions on the 

interactions of the active flows per phase, the node model is essentially split into a set of disjoint 

diverge models that can be solved explicitly. The approach however has the following drawbacks: 

(i) it requires more simplifying assumptions, (ii) the FIFO assumption of traffic in the links needs 

to be relaxed in a rather arbitrary way, and (iii) simulation time discretization cannot be larger than 

the shortest (inter)phase duration. The latter issue may not be prohibitive for link models using 

short time increments anyhow (e.g. Cell Transmission Model,(Daganzo, 1994), but may be 

prohibitive in other network loadings that allow larger time steps like (Himpe et al., 2016). 

We conclude that so far it remained an unresolved issue to formulate and solve signalized node 

models that neither restrict the modeler to additional simplifying behavioral assumptions nor to 

short time increments. This study presents two different approaches for macroscopic modeling of 

signalized intersections without these restrictions. 

 

2. Methodology 

 

The most straightforward way of modeling signal control cycles is to explicitly consider their 

phase sequence like Jabari proposed. However, the duration of phases ranges from ~2s (short all-

red time) to >60s (rather long green time). The time step of the traffic simulation should then be 

small enough (e.g. 2s) to sample these time-varying boundary conditions adequately. We adopt in 

this paper the continuum signal cycle approach (Han et al., 2015), which approximates average 

flow conditions during the cycle. As a result, the average conditions can be sampled at any time 

increment, regardless of the duration of the phases. 

Combining the idea of average flow conditions with the generic node model (Tampère et al., 2011) 

requires additional specifications of how to deal with competition between turn flows. Such 

competition emerges when two types of constraints activate. First, internal conflict points may 

impose upper limits to the conflicting flows (=internal supply constraints). Second, turn flows 

towards the same outgoing link, may find insufficient space there due to limited inflow capacity 

or congestion spillback in that link (=receiving link supply constraint). In contrast to priority 

junctions where each turn can exert its competitive power at any time, competition is now affected 

by the signal phases that determine which turns compete simultaneously during the same phase, 

or sequentially in different phases. In the latter case, the sequence in which the turns can exert their 

competitive power may play a role as well. 

We propose two approaches: a simultaneous continuum approach that neglects the fact that turns 

are active in different phases, and a sequential continuum approach that explicitly considers the 

phase sequence. For both cases, we will define: 

(i) how strong the flow interruption during red reduces the capacity of a turning flow, 

(ii) which turning flows can be constrained by which internal supply conflicts (as traffic 

signals separate in time certain conflicting flows that thus may never activate), and by 
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which receiving link supply constraints; moreover the upper bound of the constraints 

needs to be defined, and 

(iii) how the reduced capacity of (i) affects a turn’s competitive power in active internal or 

receiving link supply constraints. 

 

2.1 Simultaneous continuum signal cycle  

 

In a signalized intersection, each flow is active during a fraction of the entire cycle, with full 

capacity. In contrast, we assume here that all flows are active throughout the cycle simultaneously, 

but with only a fraction of their competition power. These assumptions allow us to make relatively 

simple modifications to the existing generic node model, but at the cost of some inconsistencies 

with the real process at the signalized nodes. In order to adopt the current generic node model, the 

following modifications are required: 

(i) an additional internal supply constraint is introduced for each incoming flow; this 

constraint represents the reduced time during which this incoming flow can discharge 

(because of the red signal); the constraint therefore equals saturation flow times the 

green percentage.  

(ii) We distinguish here between receiving link constraints and internal supply constraints.  

For receiving links, we inherit from the generic node model the assumption that all 

competitors demand simultaneously their share of the receiving supply (however with 

reduced competitive power (see (iii)), unless they are forced to withdraw from this 

competition because another (demand, internal or receiving supply) constraint is more 

stringent.  

For internal supply, we neglect conflicts between turn flows that in reality are separated 

in time by the signal phases. The remaining partial conflicts (i.e. where turns from the 

same phase compete) are treated just like receiving link constraints. 

(iii) We assume that turns competing for active (internal or receiving) supply constraints 

receive a share of the supply that is proportional to their saturation flow times the green 

fraction.  

Modifications (i), (ii) and (iii) are easy to include in the generic node model; since they are merely 

configuration changes, the structure and solution algorithm of the generic node model remains 

unaltered. However, assumptions (ii) and (iii) are clear simplifications of the real process during a 

cycle. They may be justifiable for the sake of simplicity or whenever detailed information on the 

exact phase structure and order is missing. Otherwise, the sequential approach presented next is 

an enhanced alternative. 

 

2.2 Sequential continuum signal cycle  

 

In contrast with the previous method, we now consider explicitly the structure and order of phases. 

Each flow only competes with other active flows in the same phase, however they now compete 

only for the share of receiving link supply that comes available during their own phase. The phase 

order matters whenever flows in a phase do not exhaust their receiving flow constraint; unused 

space in this receiving link can then be consumed by active flows in next phase in the phase 

sequence. To illustrate the effects on unsignalized node model, some issues should be considered: 

(i) Just like in the simultaneous approach, an additional internal supply constraint is 

introduced for each incoming flow, equal to saturation flow times the green percentage. 
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(ii) Again we distinguish between receiving link constraints and internal supply 

constraints. 

We assume that supply in receiving links comes available homogeneously in time 

over the entire cycle1. E.g. a receiving link constraint of 10 veh/cycle of 80 sec, 

creates space for one entering vehicle every 8 seconds; hence turns during a phase of 

20 seconds compete for a constraint of 20/8=2.5 veh. This number may be increased 

by adding unused supply from the previous phase in the sequence. 

Internal constraints are only considered between active flows within the same phase. 

The total time that such conflict may be occupied by vehicles of all competing turns 

of a phase combined, is constrained to the phase duration. 

(iii) The assumptions (i) and (ii) of this section, essentially mean that the generic node 

model can now be applied within each phase separately with only the active turns and 

constraints. Since by definition, the involved turns have a green signal, their 

competitive power is not constraint by the signal, and hence is equal to the turn 

saturation flow. 

With the configurations of (i), ii) and (iii) of this section, the turn flows per phase can be solved 

for each phase separately using the solution algorithm of the existing generic node model; the 

average flows within a cycle are then found as green-percentage-weighted averages of the phase 

turn flows. However, mind that before averaging, one needs to check whether during any phase 

some receiving link supply remained unused, while turns in one of the next phases are constrained 

by that same receiving link. Whenever (and as long as) that is true, unused supply is transferred to 

the first next phase (see (ii)) and the turn flows for that phase need to be recomputed. 

 

3. Major findings 

 

Although signalized node models attract some attention recently, refined continuum signal cycle 

node models which can be combined with any time increment size of the DNL model were lacking. 

To tackle this problem, two different approaches with the aim of developing current generic node 

model to signalized node model have been presented. The formulas, algorithms and numerical 

results of implementing them will be available in full paper. 

The last issue which still needs to be considered is about First In First Out behavior in the 

intersections. Although it is an important nature of traffic flow, it will not change presented 

algorithm and will impose pre-processing steps in order to make node model compatible with the 

level of accepted FIFO behavior. As it is not a part of signalized node model, but a separate pre-

process, it will be discussed in full paper. 
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1 This is a first approximation, of which Han et al. (2015) showed that it is not always true, and that this affects the 

accuracy of continuum signal cycle approaches. The concept presented here can however be extended to cases where 

the modeler knows in finer time resolution the receiving flow profile (e.g. fig 2 in Han et al. (2015) where supply is 

affected by a downstream traffic signal, with offset between the signals known). 
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Abstract: Despite the numerous efforts that have been undertaken over the last decades to modify 

travel behaviour, the private car remains by far the preferred transport mode in all European 

countries. Further research is needed to better understand people’s travel mode choices, and to 

investigate how they can be encouraged to use more sustainable active transport modes. An 

extensive survey has been conducted in nine cities in four countries (i.e. Ghent and Liège 

(Belgium), Tilburg and Groningen (Netherlands), Trondheim and Bergen (Norway), and 

Düsseldorf, Dortmund and Berlin (Germany)) to collect empirical data on the psychological 

determinants and barriers of a travel mode shift. The modes that have been focused on are walking, 

cycling and the use of Personal e-Transporters (PeTs) (e.g. electric scooter, mono-wheel, 

Segway,…). The results indicate that the consideration of different types of explanatory factors is 

important, given that besides socio-demographics and available transport options, also the 

underlying psychological determinants are crucial in explaining future use of particular transport 

models. Based on this study different policy recommendations can be formulated. 

 

Keywords: “Personal e-Transporters”, “ISAAC”, “walking”, “cycling”, “stage model”. 

 

1. Introduction 

 

Despite the numerous efforts that have been undertaken over the last decades to modify travel 

behaviour, the private car remains by far the preferred transport mode in all European countries. 

This preference for cars is observed despite increasing public awareness of the role of motorized 

transport in global warming and of the recognition that adopting active travel modes is associated 

with individual health and important societal benefits, such as the reduction of traffic congestion 

and pollution (Tapp et al., 2016). For example, a recent study showed that cycling (and possibly 
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walking, but this mode was not included in the study) is the only transport mode that creates net 

benefits to society, while all others generate net costs (Delhaye et al., 2017).  

In the research on travel behaviour, three “waves” can be distinguished depending on the 

underlying approach adopted to account for modal choice. Early attempts to model travel 

behaviour and mode choice were mainly based on a “Rationalist Approach” (De Witte et al., 2013) 

or on “Utility Theory” (van de Kaa, 2010). According to this approach, individuals would 

rationally weigh the costs and benefits (e.g., time and money) associated with various alternatives 

to choose the option that yields the highest utility. Although this approach is still often applied (see 

Buehler, 2011, for example), there is a growing recognition of the fact that it is largely insufficient 

to effectively account for travel behaviour.  Based on this conclusion, in a second wave of research, 

increased interest has been shown for the role played by psychological and social determinants. 

Different models have been applied to account for the influence of subjective parameters – such 

as attitudes and personal preferences - on travel mode choice.  According to the third and most 

recent wave of behavioural research, modal choice is actually determined for a considerable part 

by habits (De Witte et al., 2013; Schwanen et al., 2012; Willis et al., 2015; Yalachkov et al., 2014). 

A habitual behaviour is a behaviour that is repetitively displayed in a stable context. With time, 

the mere presence of characteristics of the context (“contextual cues”) appears sufficient for the 

behaviour to be elicited in an automatic way. Because of their automatic nature habitual behaviours 

are unlikely to be questioned or evaluated by the individuals, and these cannot be expected to give 

much consideration to potentially suitable alternatives. Habitual use of a travel mode increases the 

chance that this mode will be chosen again in the future; and for a variety of travel purposes. 

Behaviours that are repeatedly performed in a stable context tend to become automatic and 

habitual. Transport mode choice habits can “cut” conscious decision making aspects such as 

intentions and attitudes and can be directly elicited from context (Friedrichsmeier, Matthies, & 

Klöckner, 2013). 

Further research is needed to better understand people’s travel mode choices, and to investigate 

how they can be encouraged to use more sustainable active transport modes. To this aim, an 

extensive online survey has been conducted to collect empirical data on the psychological 

determinants of a travel mode shift. The modes that have been focused on are walking, cycling 

and the use of Personal e-Transporters (PeTs) (e.g. electric scooter, mono-wheel, Segway,…). The 

survey was conducted in nine cities spread over the four countries of the consortium partners 

involved in the ISAAC-project: Tilburg and Groningen (The Netherlands), Ghent and Liège 

(Belgium), Trondheim and Bergen (Norway), and Dortmund, Düsseldorf and Berlin (Germany). 

A representative sample (in terms of age and gender) of 250 respondents per city was interviewed.  

 

2. Data and methodology 

 

To collect empirical data on the determinants of a travel mode shift, data were collected using an 

online survey conducted in nine cities: Tilburg and Groningen (The Netherlands), Ghent and Liège 

(Belgium), Trondheim and Bergen (Norway), and Dortmund, Düsseldorf and Berlin (Germany). 

A representative sample (in terms of age and gender) of 250 respondents per city was interviewed. 

Representativeness was monitored using soft quota based on city level population data of gender 

and age (three categories). Only respondents aged 18 or older were included. The data collection 

took place from 15th till 27th June 2018.  

The questionnaire was translated to German (Düsseldorf, Dortmund and Berlin), Norwegian 

(Trondheim and Bergen), French (Liège), ‘Flemish’ Dutch (Ghent) and ‘Netherlands’ Dutch 
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(Tilburg and Groningen). The questionnaire started with a general introduction, and a number of 

questions to screen whether the respondent met the inclusion criteria. In the next step, various 

socio-demographic variables were collected, followed by the respondents’ frequent use of various 

transport modes.  

The next questions related to the psychological determinants of transport mode choice were posed. 

The order of the blocks was randomised to prevent possible biases due to order effects. All 

questions were asked on a 7-point Likert scale. Walking and cycling were treated in separate 

questions, and were kept as similar as possible between modes. Walking and cycling attitudes were 

questioned in five items (fast, convenient, safe, good, pleasant). Norms were interviewed using 

three questions, each of which related to one of the different types of norms identified in our 

theoretical model (subjective norm, descriptive norm, personal norm). Perceived behavioural 

control was assessed for controllability (3 items for cycling and 2 for walking) and self-efficacy 

(3 items for each mode). Intentions were measured using 3 items for each mode. Behaviour was 

measured by asking respondents to fill in the number of trips by bike/foot they made in the past 

30 days for 3 types of activities. 

One question was asked to measure in which stage of behavioural change towards cycling or 

walking more frequently the respondent is. The model distinguishes between 5 stages: (i) pre-

contemplation stage (not thinking about behavioural change), (ii) contemplation stage (somewhat 

considering a behavioural change, but not having taken any actions yet), (iii) preparation (already 

walking/cycling sometimes and seriously thinking about doing so more regularly), (iv) action 

(already started walking/cycling more frequently, and planning to keep doing so), and (v) 

maintenance (already walking/cycling more frequently for some time).  

Habit was measured using three questions, asking to what extent several types of trips are 

considered an ‘ingrained routine’. Peoples environmental consciousness is measured using 6 

questions from The New Ecological Paradigm Scale (NEPS) that appeared to be relevant in a 

previous study on road pricing by Cools et al. (2011). Finally, respondents were asked how 

important/problematic five obstacles (physical effort, time, cost, physical environment (climate, 

hilliness,…) and traffic safety) were for them to walk/cycle more frequently.   

The final part of the survey interviewed respondents’ interest in Personal e-Transporters. Personal 

e-Transporters (“PeTs”) are compact devices with an electric engine that you can take with you, 

and that allow the user to travel for several kilometres. Examples are the electric scooter, Segway, 

solowheel and hoverboard. Before starting this part of the questionnaire, respondents received 

explanation on what PeTs are, including pictures of examples. Their possession rate of such 

devices was interrogated first. Then, the question about the stage of behavioural change were 

asked, as well as the frequency of usage in the last 12 months. Finally, respondents’ perceptions 

of PeTs were measured on 6 items (fast, convenient, fashionable/cool, safe, cheap, pleasant/fun).  

The data preparation stage concerned the (i) labelling and formatting of variables, (ii) advanced 

data cleaning, and (iii) weighting of the observations. In terms of data cleaning, from an original 

2308 observations, 2159 observations were retained for further analysis. Reasons for deletion were  

(i) respondents indicating that they did not complete the question in an honest way, (ii) straight-

liners, and (iii) respondents with abnormal responses (e.g. unrealistic age, too high vehicle 

possessions).  

In terms of weighting, the joint age (18-34, 35-54, 55+)/gender distribution was used, using the 

most recently available (complete) joint distribution per city. The population data used to 

determine the weights were retrieved from Eurostat. The minimum weight equalled 0.588, the 

maximum 3.051. These extremes are in line with typical cut-off values used in weights for travel 
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surveys, such as OVG, which adopts cut-off values of 0.35 and 3.00 (Cools et al., 2011). By 

definition, the average weight equalled 1.  

To investigate the role of psychological determinants on a travel mode shift, three behavioural 

change (state of transition) models were constructed using multinomial logit (MNL) models. Table 

1 provides an overview of the stage in the cycle of change towards an increased use of each of the 

transport modes under study, i.e. cycling, walking, and the use of PeTs.  Note that for the model 

of increased use of Pets, the preparation, action and maintenance stages were grouped. The 

presented models were checked for multicollinearity. The Variance Inflation Factors in all models 

were below the critical threshold value of 4, indicating that there were no issues with 

multicollinearity.  

 
Table 1 : Stage in the cycle of change 

Stage in the cycle of change Cycling Walking PeTs 

Pre-contemplation 16.75% 5.35% 73.38% 

Contemplation 29.70% 26.58% 22.12% 

Preparation 18.72% 17.76% 2.27% 

Action 6.89% 10.26%  0.86% 

Maintenance 27.95% 40.06% 1.37% 

 

Concerning the variables that were considered in the analyses, the different TPB constructs (i.e. 

attitudes, norms, perceived behavioural control, intention, behaviour and habit) were included, as 

well as pro-environmental orientation. Besides, a series of socio-demographics (i.e. age, gender, 

degree, having a partner, having children) and transport related aspects (i.e. bicycle possession, 

car possession, pet possession, perceived cycling and walking obstacles, car and bike sharing 

behaviour and the possession of a driver’s license and season ticket for public transport) were 

considered. 

 

3. Results 

 

Recall that for each of the three variables of interest, i.e. the stage in the cycle of change regarding 

increased cycling, walking, and increased use of PeTs, were modelled using an MNL model. The 

overall type III level of significance tests of these models are presented in Table 2. Note that the 

pre-contemplation stage was used as the reference stage in all three models. 

 
Table 2 : Type III Significance tests for the 3 stage models  

Variable DF Model 1: Cycling Model 2: Walking Model 3: PeTs 

Chi²-value P-value Chi²-value P-value Chi²-value P-value 

CBEH 4 124,89 <0,001 / / --- --- 

CINT 4 192,62 <0,001 / / --- --- 

CATT 4 16,07 0,003 / / --- --- 

CNORM 4 24,39 <0,001 / / 35,06 <0,001 

CPBC 4 41,69 <0,001 / / --- --- 

WBEH 4 / / 96,74 <0,001 27,39 <0,001 

WINT 4 / / 190,41 <0,001 --- --- 

WATT 4 / / 37,88 <0,001 29,04 <0,001 

WNORM 4 / / 63,26 <0,001 --- --- 
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WPBC 4 / / --- --- --- --- 

HAB 4 18,02 0,001 --- --- --- --- 

NEPS 4 12,01 0,017 --- --- 12,28 0,002 

Age 4 28,79 <0,001 --- --- --- --- 

Gender 4 --- --- 14,17 0,007 35,33 <0,001 

BICYCLEPOS 4 63,62 <0,001 24,12 <0,001 --- --- 

CARPOS 4 14,48 0,006 16,30 0,003 --- --- 

PETPOS 4 --- --- --- --- 74,09 <0,001 

COBST 4 21,87 <0,001 / / 23,76 <0,001 

WOBST 4 / / 48,75 <0,001 --- --- 

CarShare 4 --- --- 12,97 0,011 --- --- 

BikeShare 4 28,56 <0,001 --- --- 8,31 0,016 

DrivLic 4 10,67 0,031 20,45 <0,001 --- --- 

AboPT 4 --- --- 11,03 0,026 --- --- 

PARTNER 4 --- --- --- --- --- --- 

CHILD 4 --- --- --- --- --- --- 

Degree 4 --- --- --- --- --- --- 

--- indicates that the variable was not included in the final model 

/ indicates that the variable was not considered in the model building phase 

 

Concerning the model predicting the stage of transition towards increased levels of cycling, one 

could depict from Table 3 that the current cycling behaviour has a significant effect on the stage 

the respondent is in. Respondents who cycle more have a significantly higher probability of being 

in the higher stages (action or maintenance) of cycling more frequently. Similarly, respondents 

with more favourable cycling intentions, cycling attitudes, cycling norms and perceived 

behavioural control have higher odds of being in the higher stages. Respondents with a stronger 

transport mode habit have a lower probability of being in the higher stages of the model than 

respondents with lower levels of transport mode habits. The impact of NEPS is significant, but 

less distinct. Respondents with a higher value on the NEPS seem to have somewhat increased odds 

of being in the third stage (preparation), but lower odds of being in the fifth stage (maintenance). 

Respondents younger than 55 have a higher probability of being in stage 2-4 (contemplation, 

preparation or action) compared to older respondents. Bicycle possession significantly increases 

the odds of being in any stage higher than the first (pre-contemplation) stage. Noteworthy is that 

participants who possess a car have significantly higher odds of being in the third (preparation) or 

fourth (action) stage compared to respondents without a car. Respondents with higher values of 

cycling obstacles have lower odds of being in the fifth stage (maintenance) compared to other 

stages than respondents with lower values of cycling obstacles. Respondents with a subscription 

to a bike sharing system have higher odds of being in the second (contemplation), fourth (action) 

or fifth (maintenance) stage of cycling more frequently. Respondents with a driving license have 

lower odds of not being in the first stage (pre-contemplation).  

 
Table 3 : Parameter estimates stage model cycling  

Parameter Contemplation Preparation Action Maintenance 

Est. S.E. Est. S.E. Est. S.E. Est. S.E. 

Intercept -4,778 0,845 -7,370 1,063 -14,283 1,541 -11,975 1,292 
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CBEH 0,013 0,044 0,065 0,047 0,157 0,049 0,243 0,048 

CINT 0,377 0,091 0,767 0,100 1,190 0,130 1,451 0,121 

CATT 0,254 0,067 0,246 0,087 0,317 0,128 0,342 0,111 

CNORM 0,260 0,076 0,443 0,091 0,439 0,118 0,367 0,106 

CPBC 0,183 0,066 0,458 0,091 0,497 0,137 0,741 0,122 

HAB 0,047 0,058 -0,131 0,076 -0,308 0,108 -0,229 0,095 

NEPS 0,071 0,071 0,178 0,093 0,054 0,127 -0,106 0,113 

AGE (18-54) 0,502 0,175 0,547 0,225 0,755 0,318 -0,201 0,267 

BICYCLEPOS 1,060 0,174 1,734 0,256 2,982 0,714 1,910 0,391 

CARPOS 0,075 0,211 0,624 0,272 0,900 0,361 0,194 0,310 

COBST -0,023 0,063 -0,058 0,081 0,066 0,104 -0,254 0,094 

BikeShare 0,636 0,266 -0,020 0,320 1,068 0,372 0,936 0,352 

DrivLic -0,391 0,251 -0,925 0,312 -0,662 0,413 -0,968 0,360 

 

Regarding the stage model with respect to increased walking, one can observe from Table 4 that 

respondents who currently already walk more often have a higher likelihood of being in the higher 

stages of behavioural change compared to respondents who walk less frequently. Respondents 

with more favourable walking intentions and walking norms have a higher probability of begin in 

the higher stages. Respondents with more favourable walking attitudes have a higher probability 

of being in the highest stage (maintenance). Females have a higher probability to be in the higher 

stages compared to men. Respondents who own a bicycle have a higher probability of not being 

in the pre-contemplation stage of walking. Respondents who own a car have a higher probability 

of begin in the contemplation stage instead of the preparation or action stage. Respondents who 

have lower perceived obstacles related to walking have a significantly higher probability of being 

in the maintenance stage. Respondents who have a subscription to a car sharing system have a 

lower probability of being in the third (preparation) stage instead of the contemplation, action or 

maintenance stage. Respondents who possess a driving license are less likely to be in the 

maintenance stage instead of the contemplation stage. Respondents with a season ticket for public 

transport are more likely to be in the higher stages than respondents without public transport ticket.  
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Table 4 : Parameter estimates stage model walking  
Parameter Contemplation Preparation Action Maintenance 

Est. S.E. Est. S.E. Est. S.E. Est. S.E. 

Intercept -1,681 0,955 -3,959 1,043 -6,422 1,136 -6,404 1,065 

WBEH 0,064 0,034 0,068 0,036 0,113 0,036 0,170 0,035 

WINT 0,265 0,095 0,480 0,100 0,682 0,109 0,971 0,102 

WATT -0,136 0,080 0,101 0,089 0,029 0,102 0,232 0,093 

WNORM 0,461 0,108 0,724 0,115 0,869 0,123 0,649 0,115 

Gender (Female) 0,054 0,218 0,533 0,238 0,174 0,261 0,415 0,242 

BICYCLEPOS 0,918 0,229 0,417 0,250 0,784 0,288 0,882 0,262 

CARPOS -0,315 0,359 0,471 0,385 0,153 0,401 -0,067 0,377 

WOBST 0,061 0,084 0,065 0,091 -0,035 0,099 -0,250 0,093 

CarShare 0,343 0,340 -0,216 0,364 0,307 0,387 0,406 0,368 

DrivLic 0,422 0,459 0,114 0,480 -0,019 0,496 -0,509 0,468 

AboPT 0,367 0,276 0,555 0,291 0,774 0,310 0,750 0,293 

 

Table 1 showed that the share of respondents in the preparation, action and maintenance (stage 3-

5) stage for PeTs were low (in absolute numbers 43, 15 and 29 respondents, respectively). In order 

to obtain a more robust model, it was decided to fit a limited model with only three stages, in which 

these highest three stages were merged into a single stage. From Table 5, one can infer that 

participants with stronger cycling norms have a significantly higher probability of being in the 

higher stages of behaviour change. Participants who indicate that they walk more frequently are 

significantly more likely to be in the higher stages. However, participants with higher walking 

attitudes are significantly less likely to be in the higher stages. NEPS significantly affects the stage 

of behaviour change, but the effect is non-linear; while participants with a higher NEPS are 

significantly more likely to be in the contemplation stage, they are significantly less likely to be in 

the highest (preparation/action/maintenance) stage. Women are less likely to be in the higher 

stages of the model than men. Unsurprisingly, respondents with a higher possession of PeTs are 

significantly more likely to be in a higher stage. Respondents with higher perceived cycling 

obstacles are significantly more likely to be in the contemplation stage. Finally, respondents with 

a subscription to a bike sharing service are less likely to be in the higher changes.   

 
Table 5 : Parameter estimates stage model PeTs  

Parameter Contemplation Prep./Act./Main. 

Est. S.E. Est. S.E. 

Intercept -1,908 0,499 -0,678 0,998 

CNORM 0,190 0,040 0,429 0,100 

WBEH 0,031 0,008 0,064 0,015 

WATT -0,190 0,042 -0,358 0,100 

NEPS 0,119 0,054 -0,289 0,123 

Gender (Female) -0,559 0,113 -1,141 0,288 

PETPOS 0,832 0,224 2,587 0,301 

COBST 0,197 0,041 0,128 0,096 

BikeShare -0,197 0,162 -0,849 0,299 



BIVEC/GIBET Transport Research Days 2019 

90 

 

 

4. Discussion and conclusion 

 

In this study, different stage models were constructed to assess the impact of different types of 

explanatory variables. The results indicate that the consideration of these different types is 

important, besides socio-demographics and available transport options, also the underlying 

psychological determinants are crucial in explaining future use of particular transport models. 

Based on this study different policy recommendations can be formulated. Regarding the 

stimulation of cycling, having access to a bicycle is a necessary prerequisite to make cycling a 

viable transport mode option. The stage model showed that higher bicycle possession as well as 

subscription to a bike sharing service correlate with being in a higher stage of behaviour change 

towards cycling more frequently.  

With respect to the stimulation of walking, the results indicated that respondents with a public 

transport season ticket are in the higher stages of behavioural change towards walking more 

frequently, which implies that there is a positive relation between public transport use and walking. 

This most likely relates to walking as a first/last mile solution when using public transport. 

Walking can therefore indirectly be stimulated through enhancing and encouraging public 

transportation.  
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Abstract: A considerable number of empirical studies have explored the effects of e-shopping on 

shopping travel in recent years. In particular, most attention has been paid to whether e-shopping 

replaces or generates shopping trip frequency (i.e., substitution or complementarity). However, it 

is almost ignored whether or how shopping travel distance, duration, and mode choice are altered 

by e-shopping (i.e., modification), which is crucial for the transportation system. Using data 

collected in Beijing, China, this paper aims to explore the modification effects of e-shopping for 

intangible services on shopping travel behavior. The results indicate that e-shopping for intangible 

services increases shopping travel distance and duration to a large extent. As a consequence, e-

shoppers tend to change their shopping travel mode choices from walking or cycling to public 

transit, private car, or taxi. These findings suggest that e-shopping for intangible services is an 

important challenge for the transportation system. Additionally, we also find that socio-

demographics, spatial attributes, internet experience, and attitudes toward e-shopping 

significantly determine changes in shopping travel distance, duration, or mode choice due to e-

shopping. 

 

Keywords: “e-shopping”, “intangible services”, “shopping travel”, “travel mode”, “China”. 

 

1. Introduction 

 

E-shopping, which may profoundly affect shopping travel, has an important implication for urban 

transportation systems (Mokhtarian 2004; Cao 2012; Crocco et al. 2013; Rotem-Mindali and 

Weltevreden 2013; Zhen et al. 2016). To date, a considerable number of empirical studies have 

examined the influence of e-shopping on shopping travel. In these previous studies, lots of 

attention has been paid to e-shopping for tangible goods (e.g., clothing, books, electronics, food 

and drinks) (Farag et al. 2005, 2006; Cao 2012; Zhen et al. 2016; Maat and Konings 2018; Xi et 

al. 2018; Shi et al. 2019a). In addition to tangible goods, e-shoppers also purchase intangible 

services3 (e.g., hairdressing, eating out at restaurants, visits to movie theatres, and zoos) online 

very frequently. In China, for instance, online sales of intangible services were up 56.8% in 2016 

(compared to 2015) to ¥ 612.4 billion (≈US $ 91.3 billion, and ≈EUR 80.9 billion) (IResearch 

2017a). However, how e-shopping for intangible services affects shopping travel can be treated as 

a research gap since it has largely been ignored in previous studies. 

                                                 
1 Ghent University, Department of Geography, e-mail: kunbo.shi@ugent.be (K. Shi) 
2 Lanzhou University, College of Earth and Environmental Sciences 
3 In this study, intangible services refer to the services requiring consumers to arrive at stores to consume them. We 

exclude some intangible products that can be sent to consumers via the internet or delivery services, such as e-books, 

software, delivered food (i.e., “Waimai” in Chinese), etc. 
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In earlier conceptual research, four types of e-shopping impacts on shopping travel were proposed 

(Salomon 1985, 1986; Mokhtarian 2002, 2004): (1) Substitution − e-shopping decreases the 

frequency of shopping trips. (2) Complementarity − e-shopping increases the frequency of 

shopping trips. (3) Modification − the characteristics of shopping travel are altered by e-shopping, 

such as changes in travel route (and its consequence for travel duration and travel distance), mode, 

and timing. (4) Neutrality − e-shopping effects on shopping travel are negligible. Nowadays, 

numerous studies have found a lot of empirical support for substitution or complementarity (Gould 

and Golob 1998; Ferrell 2005; Farag et al. 2005, 2006, 2007; Weltevreden 2007; Weltevreden and 

Rietbergen 2007, 2009; Weltevreden and Rotem-Mindali 2009; Cao 2012; Cao et al. 2010, 2012; 

Zhou and Wang 2014; Irawan and Wirza 2015; Zhen et al. 2016; Ding and Lu 2017; Lee et al. 

2017; Joewono et al. 2019; Shi et al. 2019a, 2019b). In contrast, the modification effect of e-

shopping on shopping travel has received far less empirical attention. In fact, an investigation into 

modification effects (especially on travel distance, duration, and mode choice) has an important 

implication for urban transportation systems (e.g., congestion levels) as well. As Salomon (1985) 

pointed out, the transportation system may benefit from greater use of non-motorized modes 

caused by e-activities. Mokhtarian (2002) assumed that changes in shopping travel could constitute 

either substitution or complementarity, depending on whether the new shopping trips are shorter 

or longer than the previous ones. It should be noted that, in studies by Salomon (1985) and 

Mokhtarian (2002), changes in shopping travel distance, duration, and mode choice due to e-

shopping are categorized as modification. 

In recent years, China has become the country with the most online sales in the world (Mckinsey 

Company, 2016). It is reported that e-retail sales in China were ¥ 4.7 trillion (≈US $ 0.70 trillion, 

and ≈EUR 0.62 tillion) in 2016, approximately 80% more than that in the United States (IResearch 

2017b). Therefore, it seems appropriate to analyze (possible) modification effects of e-shopping 

on shopping travel in a Chinese context. Concentrating on the modification effect, however, 

empirical evidence is only found in the United States (e.g., Ferrell 2005) and in the Netherlands 

(e.g., Farag et al. 2006, 2007). Although Zhao (2014) assumed that the appearance of e-society 

(particularly the widespread use of e-shopping) plays an important role in shopping travel mode 

choice and VKT (vehicle kilometers travelled) in China, to date we have not been aware of any 

empirical support from China for the modification in existing studies. 

In this context, it becomes interesting and vital to search for empirical evidence from China to 

examine the modification effect of e-shopping for intangible services on shopping travel. Using 

data drawn from structured interviews (714 valid samples) in 2015 in Beijing, China, and focusing 

on the intangible services, this study aims to answer the following questions: 1) Does e-shopping 

increase or decrease the distance and duration of shopping travel, and what are the determinants 

of increasing or decreasing distances and durations? 2) Does e-shopping change shopping travel 

mode choice, and what are the determinants of change in shopping travel mode choice? The 

remainder of this paper is organized as follows. The literature review is offered in the next section. 

Section 3 presents the methodology. Section 4 contains the results, followed by conclusion and 

discussion in the final section. 

 

2. Literature review 

 

(1) The effects of e-shopping on shopping travel. After several studies conceptually proposed 

the effects of e-shopping on shopping travel (i.e., substitution, complementarity, modification, and 

neutrality) (e.g., Salomon 1985, 1986; Mokhtarian 2002, 2004), a considerable number of 
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empirical studies began to focus on these effects. Some studies claim that e-shopping has a 

substitution effect on shopping trips because respondents indicated that shopping trip frequency 

decreased due to e-shopping (Weltevreden 2007; Weltevreden and Rietbergen 2007; Weltevreden 

and Rotem-Mindali 2009; Calderwood and Freathy 2014; Joewono et al. 2019; Shi et al. 2019a). 

In contrast, a considerable number of researchers found complementary effects, since they find a 

positive association between the frequency of e-shopping and the frequency of in-store shopping 

(Farag et al. 2005, 2006, 2007; Zhou and Wang 2014; Zhen et al. 2016; Ding and Lu 2017). 

Furthermore, some studies also indicate that the effect of e-shopping on shopping travel is 

negligible, supporting the neutrality effect (Sim and Koi 2002; Calderwood and Freathy 2014).  

Additionally, a few researchers found that e-shopping results in changing travel characteristics of 

shopping trips (i.e., modification effects). Ferrell (2005) indicated that e-shoppers tend to make 

shorter-distance shopping trips compared to non-e-shoppers. Farag et al. (2006, 2007) claimed that 

the frequency of e-shopping has a negative effect on the duration of visiting stores per trips (the 

time spent on the shopping trip is excluded). According to the findings of Farag et al. (2006, 2007), 

however, it seems still unknown whether the transportation system can benefit from modification 

effects, because they did not reveal changes in duration or distance of the shopping trip caused by 

e-shopping. 

In this study we will focus on e-shopping for intangible services. In general, intangible services 

are sold online in a different way from tangible goods. The information about the local intangible 

services is normally published on e-retail websites (e.g., Meituan.com, Nuomi.com in China). 

Consumers can search for information and pay for these services online. Afterwards, they visit 

physical stores or places to consume them because intangible services are usually non-

transportable (Shi et al. 2019b). In this case, e-shoppers are less spatially constraint, since they can 

acquire service information of more distant stores online, which conventional shoppers are 

unaware of. Consequently, shopping travel (characteristics) may be adapted by e-shopping for 

intangible services (i.e., modification effect), as consumers might make longer shopping trips (in 

distance and duration) after browsing and paying for services online, which further can increase 

the use of motorized modes. Apparently, Ferrell’s (2005) finding is contrary to our expectation 

that e-shopping for intangible services results in longer-distance shopping trips. 

In sum, there are still some research gaps existing in previous studies. First, compared to 

complementarity and substitution, far less attention has been paid to the modification effect of e-

shopping on shopping travel. In particular, the effects of e-shopping on travel mode choice for 

shopping trips have mostly been ignored in existing empirical studies. Second, to the best of our 

knowledge, the empirical evidence supporting the modification effect is only from the Netherlands 

(e.g., Farag et al. 2006, 2007) and the United States (e.g., Ferrell 2005). China, which recently has 

become the largest e-shopping market in the world, has only received limited empirical attention. 

Third, most studies on e-shopping (and its effects on travel behavior) have focused on tangible 

products, leaving intangible services underexposed. 

 

(2) The determinants of shopping travel distance, duration, and mode choice. The 

modification effect of e-shopping on shopping travel distance, duration, and mode choice might 

be affected by a wide range of elements. Therefore, it is vital to explore the determinants of 

changes in shopping travel distance, duration, and mode choice due to e-shopping. However, we 

are unaware of any empirical study focusing on this issue. Nevertheless, a number of previous 

studies have – independent of e-shopping – analyzed the determinants of shopping travel distance, 

duration, and mode choice. In particular, socio-demographics are considered most frequently as 
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explanatory factors. With respect to shopping travel distance or duration, for instance, Farag et al. 

(2006) revealed that women are more likely to make longer-duration trips for non-daily goods 

compared to men, and income is positively related to the duration of shopping travel for both daily 

and non-daily goods. However, Chen (2017) found that women or those who are better educated 

tend to make shorter-distance trips to food stores (for walking and biking). Concerning travel mode 

choice, some empirical evidence suggests that income and educational levels are positively 

associated with the use of the private car for shopping trips (Schwanen et al. 2002; Jiao et al. 2011). 

Moreover, Schwanen et al. (2002) found a nonlinear relationship between age and likelihood of 

using the private car for shopping travel; the likelihood increases up to the age of 29 years, and 

decreases afterward. 

In addition, spatial attributes are also regularly treated as an explanatory factor of shopping travel 

distance, duration, and mode choice. In existing studies, spatial attributes are generally 

operationalized in two aspects: types of geographical areas (e.g., urban areas, suburban areas) and 

accessibility (e.g., accessibility to destinations, or transit infrastructure). With regard to types of 

geographical areas, for example, Jiao et al. (2016) indicated that people in suburban areas are likely 

to have longer-distance shopping trips for grocery goods. Schwanen et al. (2002) found that people 

living in large and medium-sized cities are less likely to drive to go shopping compared to those 

in other residential environments. Similarly, the study by Hagberg and Holmberg (2017) suggests 

that people in small cities and towns tend to drive a car for grocery shopping travel, whereas those 

in larger cities are more likely to walk to stores. In terms of accessibility, for instance, Jiao et al. 

(2011) indicated that people who live far from grocery stores tend to drive a car for shopping trips. 

Considering that socio-demographics and spatial attributes significantly affect trip characteristics 

of shopping travel, they are expected to play an important role in changes in shopping travel 

distance, duration, and mode choice due to e-shopping. Moreover, some studies found that change 

in the frequency of shopping travel caused by e-shopping is significantly determined by e-shopping 

behavior (e.g., e-shopping frequency) (Weltevreden and Rietbergen 2007, 2009; Shi et al. 2019a). 

It can therefore be assumed that changes in shopping travel distance, duration, and mode choice 

caused by e-shopping is potentially determined by e-shopping behavior as well. Additionally, a 

considerable number of empirical studies indicate that the internet experience and attitudes toward 

(e-)shopping play significant roles in e-shopping behavior (Farag et al. 2007; Cao et al. 2010, 2013; 

Zhou and Wang 2014; Ding and Lu 2017; Zhai et al. 2017; Loo and Wang, 2018; Maat and 

Konings 2018; Xi et al. 2018; Shi et al. 2019a). It is therefore reasonable to assume that these 

factors determine changes in shopping travel behavior due to e-shopping. 

To fill the existing knowledge gaps, this study aims to achieve two objectives. First, using 

empirical evidence from China and focusing on intangible services, we aim to explore the 

modification effect of e-shopping on shopping travel distance, duration, and mode choice. Second, 

using socio-demographics, spatial attributes, internet experience, e-shopping behavior and e-

shopping attitudes as explanatory factors, we aim to identify the determinants of changes in 

shopping travel distance, duration, and mode choice due to e-shopping (see Figure 1). 
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Figure 1 : Research framework 

 

3. Methodology 

 

(1) Data collection. In this study, the data are drawn from structured interviews performed by the 

Urban and Regional Planning (URP) research group of Lanzhou University in Beijing, China. 

Before conducting these interviews, the URP research group selected sampled units using a cluster 

sampling approach in five steps (Daniel 2012). First, the target population was defined as those 

who have purchased online for intangible services before, partly because finding people who have 

never bought online was rather hard when conducting a preliminary survey in Beijing. Second, the 

desired sample size was determined (600-1000 respondents), which would enable us to develop 

regression models with ample confidence. Third, the sampled area was chosen as the built-up area 

within the Fifth Ring Road of Beijing, where most of the residents live. Fourth, the number of 

sampled units, in order to reach the desired sample size, is determined (i.e., seven sampled units). 

Finally, among shopping centers within the Fifth Ring Road of Beijing, the sampled units are 

geographically randomly selected: the Guomao shopping center, the Xin’ao shopping center, the 

Xidan shopping center, the Wangfujing shopping center, the Zhuozhan shopping center, the 

Xinzhongguan shopping center, and the Kaide-Mall shopping center in Wangjing (Figure 2). As 

public space, the shopping center was open and accessible for every resident, minimizing selection 

bias1. 

 

                                                 
1 While this paper provides an in-depth insight into the modification effects of e-shopping for intangible services on 

shopping travel, the use of data drawn from a questionnaire survey at shopping centers in Beijing may limit the 

generalizability of findings. In the future, it would be necessary to collect data from varied types of public spaces (e.g., 

parks) in Beijing or in other cities to verify our findings. 
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Figure 2 : Spatial distribution of sampled units 

 

After determining the sampled units, researchers in the URP research group conducted face-to-

face structured interviews using paper-based questionnaires in October and November 2015. In 

the end, 800 residents participated in this survey. After removal of questionnaires missing key 

information, 714 valid samples were obtained. The basic characteristics of valid samples are shown 

in Table 1. According to the report by the China Electronic Commerce Research Center (2016), 

47.4% of e-shoppers in 2016 in China were men, and 48.8% were more than 26 years old. Of the 

714 valid samples, 39.1% are men, and 48.4% are 26 years old or older. As a result, participants 

in this study can be considered representative of the e-shopping population in China. 

 

Table 1 : Basic characteristics of samples 
Characteristics Definitions Percentage 

Gender Male 39.1% 

 Female 60.9% 

Age (Years) 20 or less (Value=1) 10.5% 

 21-25 (Value=2) 41.0% 

 26-30 (Value=3) 28.4% 

 more than 30 (Value=4) 20.0% 

Education High school or less (Value=1) 7.3% 

 Colleges and technical school (Value=2) 17.6% 

 Undergraduate school (Value=3) 52.8% 

 Graduate school or more (Value=4) 22.3% 

Income (¥/month) 2000 or less (Value=1) 19.0% 

 2001-6000 (Value=2) 32.6% 

 6001-10000 (Value=3) 29.6% 

 More than 10000 (Value=4) 18.8% 

Cost of living (¥/month) 1000 or less (Value=1) 8.7% 

 1001-3000 (Value=2) 45.0% 

 3001-5000 (Value=3) 27.5% 

 More than 5000 (Value=4) 18.9% 

Years of using the internet on PCs 5 or less (Value=1) 10.1% 

 6-9 (Value=2) 36.4% 

 More than 9 (Value=3) 53.5% 
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Departure location Urban area 52.4% 

 Suburban area 25.9% 

 Exurban area 21.7% 

 

(2) Measurement of changes in shopping travel distance, duration, and mode choice. As 

mentioned before, Mokhtarian (2002) assumed that the modification effect of e-shopping on 

shopping travel distance could constitute either substitution or complementarity, depending on 

whether the new trip is shorter or longer than the old one. Apparently, in her assumption, shopping 

travel distance or duration refers to the distance from the departure location to the destination, or 

refers to time spent on a single shopping trip. 

In China, most e-shoppers tend to combine both online shopping and conventional shopping for 

intangible services. For example, sometimes an e-shopper browses and orders food online before 

going to a restaurant to consume it (i.e., online channel). At times, however, he/she also directly 

goes to the restaurant without searching and ordering online (i.e., conventional channel). In this 

context, the respondents who used both shopping channels were asked to provide information on 

the average distance and the average duration per shopping trip (single trip) for two channels, 

respectively. 

In addition, four categories of intangible services which are purchased online most frequently in 

China are selected in this study. The first category refers to daily life services, including 

hairdressing visits, photography services, etc. The second category is eating out services, which 

refers to going out to eat food at restaurants, or snack & dessert stores, etc. The third category is 

named leisure services, including visits to movie theatres, (karaoke) bars, fitness services, etc. The 

last category refers to local tours, such as visits to zoos, local theme parks, museums, resorts, etc. 

Considering the differences among these types of intangible services, the respondents were asked 

to provide information about the shopping travel distance and duration for the four categories of 

intangible services separately. 

Thus, using information on shopping travel distance and duration for two channels (i.e., online 

versus conventional), we can determine how the shopping travel distance and duration are affected 

by e-shopping. If shopping travel distance or duration for the online channel is longer than that for 

the conventional channel, it can be assumed that e-shopping increases shopping travel distance or 

duration; If shopping travel distance or duration for online channel is shorter than that for 

conventional channel, it is suggested that e-shopping decreases shopping travel distance or 

duration; If shopping travel distance or duration for online channel is not significantly different 

from that for conventional channel, we consider e-shopping to have a negligible effect on shopping 

travel distance or duration. 

For shopping travel mode choice, two questions were set in the questionnaire: “What transport 

mode do you mostly use when adopting the online channel?”, and “What transport mode do you 

mostly use when adopting the conventional channel?”. Three alternative answers to the two 

questions were set: private car, public transit (e.g., bus, metro), and walking or cycling. 

Subsequently, we can also determine how e-shopping influences shopping travel mode choice. 

 

(3) Measurement of explanatory factors. As shown in Figure 1, the explanatory factors can be 

grouped into five categories. The first category includes socio-demographics, which consist of 

gender, age, income, education, and cost of living. Age, education, income, cost of living, and 

years of using the internet are measured by ordinal scales. Values assigned to them are shown in 

Table 1. The second category refers to spatial attributes. In previous studies, most scholars use 

residential location to reflect spatial attributes (e.g., Schwanen et al. 2002; Jiao et al. 2016). 
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However, using the residential location as spatial attribute might have its shortcomings. For 

instance, it is normally expected that, compared to people living in urban areas, those living in 

suburban areas have lower accessibility to stores, and thus usually travel longer distances for 

shopping. However, some evidence indicates that shopping trips are sometimes chained with trips 

for other purposes, especially with commute trips (Salomon 1986; Ferrell 2005; Kalenoja and 

Rantala 2007; Rotem-Mindali and Weltevreden 2013). A person living in a suburban area and 

working in an urban area, might be more likely to travel to stores on the way home from the 

workplace because of higher accessibility to stores. In this circumstance, this person is expected 

to travel a shorter distance for shopping, though he/she lives in a suburban area. Therefore, 

shopping distance and duration are not only determined by residential location, but mainly by the 

location of departure (which might differ from the residential location). In this study we therefore 

use the location where respondents mostly depart for shopping trips as spatial attributes. In the 

context of Beijing, we define the areas within the fourth ring road as urban areas, the areas between 

the fourth ring road and the fifth ring road as suburban areas, and the areas outside the fifth ring 

road as the exurban areas (Figure 2). Thus, of the samples used in this study, 52.4%, 25.9%, and 

21.7% mostly depart for shopping trips from urban areas, suburban areas, and exurban areas, 

respectively (see Table 1). 

The third explanatory category of e-shopping effects on shopping travel behavior used in this study 

is internet experience, which is reflected by the number of years of using the internet. The fourth 

category refers to e-shopping behavior. The respondents were asked to provide information on the 

average frequency of e-shopping for four types of intangible services, respectively (per year for 

daily life service and local tour, and per month for eating out service and leisure service). 

Considering that measure scales differ according to the type of services, values of e-shopping 

frequency are normalized using the technique of the Min-max normalization, respectively. We 

further sum the normalized values of e-shopping frequency for four types of intangible services, 

representing the level of total e-shopping frequency. In this study, the normalized values of e-

shopping frequency are used to indicate respondents’ e-shopping behavior. The final category is 

attitudes toward e-shopping for intangible services. Respondents were asked to respond to 18 

statements using a 5-point scale from strongly disagree to strongly agree. Performing a factor 

analysis (principal axis factoring, Promax rotation) results in five factors (mainly based on 

eigenvalue>1): ease of travel, satisfaction, following trends, convenience, and price-

consciousness, explaining 52.6% of the total variance (see Table 2). In this paper, the scores of 

five factors are used to capture respondents’ attitudes toward e-shopping. 

 

Table 2  : Pattern Matrix of Factor Analysis on attitudes towards e-shopping 
Factors Statements Loadings 

Ease of travel E-shopping is a strategy to save time 0.92 

 E-shopping is a strategy to reduce the distance of consumption trips 0.86 

 The store that adopts the e-retailing strategy is situated within easy access 0.69 

 I can find the sites of physical stores and plan the travel route online 0.42 

   

Satisfaction I usually e-shop again after shopping online 0.78 

 Compared to conventional shopping, I am more satisfied with e-shopping 0.68 

 I am pleased to recommend e-shopping to my friends and relatives 0.66 

 I usually feel satisfied with e-shopping 0.56 

   

Following trends E-shopping is a popular lifestyle choice 0.95 

 E-shopping is a process that seeks novelty 0.78 
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 I adopt to e-shop because people around me do it (Herd behavior) 0.46 

   

Convenience It is convenient to select services online 0.86 

 I can find a large variety of services online 0.67 

 I can find high-quality services online 0.44 

 I enjoy the freedom of the e-shopping environment 0.43 

 It is convenient to pay for services online 0.38 

   

Price-consciousness I enjoy the discounts by shopping online 0.93 

 The price of online services is lower 0.83 

 

(4) Modeling approach. Using logistic regression models, we aim to identify the determinants of 

changes in shopping travel distance, duration, and mode choice due to e-shopping. In these models, 

changes in shopping travel distance, duration, or mode choice is employed as the dependent 

variable and the five categories of explanatory factors are used as independent variables. It should 

be noted that, regarding changes in shopping travel distance and duration, rspondents indicating to 

shop online for more than one type of intangible service are included more than once in the sample. 

In other words, one case in our sample represents e-shopping for one type of service. In this study, 

we have 714 respondents and 1654 samples for changes in shopping travel distance, and 1648 

samples for changes in shopping travel duration1. The types of services are controlled for in the 

regression models concerning changes in shopping travel distance and duration. 

 

4. Result 

 

(1) Does e-shopping increase shopping travel distance and duration? In this section, we 

explore how e-shopping for intangible services affects shopping travel distance and duration. The 

comparison of shopping travel distance through the conventional channel and the online channel 

is shown in Table 3. As a whole, respondents tend to increase their shopping travel distances when 

adopting the online channel. The outcomes of paired samples t-test indicate that shopping travel 

distance for the online channel is significantly longer than that for the conventional channel 

(p<0.01). Additionally, we count the number of respondents who decrease, increase or do not 

change the distance of shopping travel due to e-shopping, respectively (see Figure 3). The results 

suggest that a considerable number of respondents tend to increase their shopping travel distances. 

In particular for daily life service and eating out service, more than 40% of respondents indicate 

to increase the distance of travel. It can therefore be concluded that, as expected, e-shopping for 

intangible services increases shopping travel distance. 

 

 

 

 

 

 

 

 

 

                                                 
1 Some respondents did not report information on changes in distance or duration, resulting in that the numbers of 

samples for changes in shopping travel distance and duration are not equal. 
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Table 3  : Comparison of shopping travel distance through conventional channel and online channel 

Type of services Types of shopping 
Average travel distance (km) 

Mean S.D. T-test 

Eating out service (N=632) Conventional channel 3.34 3.63 t=9.63 

 Online channel 4.70 4.18 Sig.=0.00 

Daily life service (N=285) Conventional channel 3.69 3.85 t=6.53 

 Online channel 5.13 4.50 Sig.=0.00 

Leisure service (N=493) Conventional channel 4.19 3.83 t=7.10 

 Online channel 5.26 4.37 Sig.=0.00 

Local tour (N=244) Conventional channel 10.02 10.70 t=4.61 

 Online channel 12.46 11.49 Sig.=0.00 

 

 
Figure 3 : Number of respondents who decrease, increase or do not change the distance of 

shopping travel 

 

Similar to trip distance, respondents are likely to spend more time on trips to stores when adopting 

the online channel (Table 4). The outcomes of paired samples t-test also suggest that shopping 

travel duration for the online channel is significantly longer than that for the conventional channel 

(p<0.01). In addition, as shown in Figure 4, quite a number of respondents indicate to increase 

their shopping travel durations due to e-shopping. Similarly, more than 40% of them are likely to 

increase their shopping travel durations for daily life service and eating out service. Consistent 

with our expectation, e-shopping for intangible services increases shopping travel duration. 

 

Table 4  : Comparison of shopping travel duration through conventional channel and online 

channel 

Type of services Types of shopping 
Average travel time (min) 

Mean S.D. T-test 

Eating out service (N=628) Conventional channel 22.94 15.73 T=10.64 

 Online channel 30.71 18.76 Sig.=0.00 

Daily life service (N=282) Conventional channel 26.44 16.13 t=6.08 

 Online channel 33.28 18.19 Sig.=0.00 

Leisure service (N=495) Conventional channel 28.27 17.91 t=6.51 

 Online channel 33.01 19.64 Sig.=0.00 

Local tour (N=243) Conventional channel 48.93 31.15 t=5.78 

 Online channel 58.39 32.47 Sig.=0.00 
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Figure 4 : Number of respondents who decrease, increase or do not change the duration of 

shopping travel 

 

Since quite a number of respondents indicate to increase their shopping travel distances and 

durations due to e-shopping for intangible services, we now analyze its determinants. The 

estimations of binomial logistic regression models (i.e., analyzing an increase in (i) distance and 

(ii) duration; yes or no) are shown in Table 5. As a whole, socio-demographics, spatial attributes, 

internet experience, and attitudes toward e-shopping are significantly associated with an increase 

in travel distance and duration (at a significant level of p<0.1). The results show that people who 

are better educated tend to increase their shopping distances and durations due to e-shopping. 

Furthermore, people having lower income are inclined to increase their shopping travel distances 

and durations. It can be assumed that people with lower incomes care more about the price of 

services. Thus, they may tend to travel a longer distance and spend more time on shopping trips 

so that they can consume the services at lower price. Similarly, people who have lower living costs 

tend to increase their shopping travel distances and durations as well. Additionally, people having 

multiple years of experience using the internet are less likely to increase their shopping travel 

distances and durations, perhaps because they are skilled at using the internet to find the stores 

situated within easy access. 

With respect to spatial attributes, people who mostly depart from urban and suburban areas are – 

compared to those departing from exurban areas – more likely to increase their shopping travel 

distances due to e-shopping. Meanwhile, respondents who mostly depart from urban areas tend to 

increase their shopping travel durations. In China, the infrastructures of public transit are densely 

distributed in strongly urbanized areas. It is more convenient for those who depart from these areas 

to travel longer distances by public transit, resulting them to have higher likelihood of increase in 

shopping travel distances and durations. Regarding attitudes toward e-shopping, people who pay 

attention to ease of travel are more likely to decrease their shopping travel distances and durations, 

which is in line with our expectation. In addition, people who care about the price of services tend 

to increase their shopping travel durations more than others, supporting our explanation for the 

role of income to a certain extent. 
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Table 5  : Binomial logistic regression models concerning increase in shopping travel distance and 

duration 

Independent variables Increase in distance 

(Yes=1, No=0) 

Increase in duration 

(Yes=1, No=0) 

B S.E. Sig. B S.E. Sig. 

Gender (Female=ref.) 0.18 0.11 0.115 0.15 0.11 0.188 

Age 0.09 0.07 0.242 0.07 0.07 0.309 

Education 0.22 0.07 0.002 0.16 0.07 0.020 

Income -0.15 0.07 0.038 -0.19 0.07 0.008 

Cost of living -0.17 0.08 0.029 -0.13 0.08 0.085 

Years of using internet on PCs -0.26 0.09 0.005 -0.16 0.09 0.081 

Departure location (Exurban 

area=ref.)       

Urban area 0.28 0.14 0.042 0.29 0.14 0.033 

Suburban area 0.29 0.15 0.055 0.23 0.15 0.135 

E-shopping frequency 0.33 0.45 0.464 0.24 0.45 0.590 

Attitudes toward e-shopping       

Ease of travel -0.36 0.07 0.000 -0.32 0.07 0.000 

Satisfaction 0.10 0.07 0.141 0.09 0.07 0.218 

Following trends -0.07 0.07 0.364 -0.08 0.08 0.283 

Convenience 0.07 0.08 0.396 0.09 0.09 0.299 

Price-consciousness 0.11 0.06 0.086 0.14 0.06 0.034 

Type of services (Daily life 

service=ref.)       

Eating out service -0.10 0.15 0.506 -0.08 0.15 0.593 

Leisure service -0.51 0.16 0.002 -0.60 0.16 0.000 

Local tour -0.48 0.18 0.010 -0.47 0.19 0.011 

Constant 0.19 0.31 0.549 0.09 0.32 0.784 

Log likelihood -1077.82   -1062.15   

Akaike Inf. Crit. 2191.64   2160.31   

Number of samples 1654   1648   

Note: Entries in italics are at a significant level of p<0.1. 

 

(2) Does e-shopping change the shopping travel mode choice? In this section, we aim to 

investigate the effect of e-shopping for intangible services on shopping travel mode choice. The 

matrix of change in shopping travel mode choice is presented in Table 61. The results indicate that 

a considerable share of respondents (36.3%) change their shopping travel mode choices due to e-

shopping, which may be the consequence of their changes in shopping travel durations and 

distances. In particular, many respondents indicate to change their shopping travel mode choices 

from walking or cycling to the private car, taxi, or public transit (i.e., change from non-motorized 

modes to motorized modes). As shown in Table 6, 45 respondents change their shopping travel 

mode choices from walking or cycling to private car or taxi when they purchase services online, 

and 136 counterparts indicate to change to use public transit. 

 

 

 

 

                                                 
1 Due to a lack of data, we do not provide evidence concerning the change in shopping travel mode choices for different 

types of intangible services separately, which could be regarded as a future research direction. 
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Table 6  : Changes in shopping travel mode choice 
  Online channel  

  Private car/taxi Public transit Walking/cycling Total 

Conventional 

channel 

Private car/taxi 114 27 13 154 

Public transit 19 279 19 317 

Walking/cycling 45 136 62 243 

 Total 178 442 94 714 

Note: Values in italics are the number of respondents who indicate to change from non-motorized modes to motorized 

modes. 

 

Considering a number of respondents tend to change from non-motorized modes to motorized 

modes due to e-shopping for intangible services, we aim to identify the determinants of that 

change. As reported by Table 7, the outcomes of binomial logistic regression model indicate that 

men, people who have lower cost of living, mostly departing from suburban areas, or caring less 

about the accessibility to stores are more likely to change from non-motorized modes to motorized 

modes (at a significant level of p<0.1). This finding is consistent with our expectation, since these 

respondents are likely to increase their shopping travel distances or/and durations1. 

 

Table 7  : Binomial logistic regression model concerning change in shopping travel mode choice 

Independent variables From non-motorized modes to motorized modes (Yes=1, No=0) 

 B S.E. Sig. 

Gender (Female=ref.) 0.42  0.19  0.024  

Age 0.07  0.12  0.567  

Education -0.09  0.11  0.445  

Income -0.03  0.12  0.829  

Cost of living -0.22  0.13  0.090  

Years of using internet on PCs -0.08  0.15  0.578  

Departure location (Exurban 

area=ref.)    

Urban area 0.30  0.24  0.211  

Suburban area 0.56  0.26  0.033  

E-shopping frequency 0.49  0.34  0.146  

Attitudes toward e-shopping    

Ease of travel -0.21  0.11  0.054  

Satisfaction 0.18  0.12  0.150  

Following trends 0.02  0.13  0.899  

Convenience 0.09  0.15  0.524  

Price-consciousness -0.06  0.10  0.555  

Constant -0.80  0.46  0.085  

Log likelihood -391.20    

Akaike Inf. Crit. 812.40    

Number of observations 714   

Note: Entries in italics are at a significant level of p<0.1. 

 

 

 

                                                 
1  As reported by Table 5, men – compared to women – are a bit more likely to increase their shopping distances and 

durations due to e-shopping for intangible services. 
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5. Conclusion and discussion 

 

In recent years, numerous researchers have demonstrated the effects of e-shopping on shopping 

travel with the widespread use of e-shopping. Although it was conceptually proposed that e-

shopping has a modification effect on shopping travel distance, duration, and mode choice, very 

limited empirical evidence has been presented to support this idea. Hence, focusing on intangible 

services and using data drawn from a questionnaire survey in Beijing, China, this study aims to 

explore the modification effects of e-shopping on travel behavior. The results indicate that e-

shopping increases shopping travel distance and duration to a large extent. As a consequence, a 

considerable number of e-shoppers tend to change their shopping mode choices, especially from 

non-motorized modes to motorized modes. Thus, the transportation system may suffer from e-

shopping behavior for intangible services. Furthermore, Binomial logistic regression models 

suggest that socio-demographics, spatial attributes, internet experience, and attitudes toward e-

shopping have significant effects on increase in shopping travel distance or duration. Meanwhile, 

socio-demographics, spatial attributes, and attitudes toward e-shopping play significant roles in 

the change from non-motorized modes to motorized modes. 

Our findings have two important implications. On the one hand, this study fills several research 

gaps in previous studies, and extends the knowledge of modification effect of e-shopping on 

shopping travel. First, focusing on intangible services, this paper suggests that e-shopping 

increases shopping travel distance and duration. This finding is not consistent with the outcomes 

of the previous study on general goods (Ferrell 2005), but confirms our expectation. Second, our 

results indicate that e-shopping for intangible services makes consumers tend to change from non-

motorized modes to motorized modes for shopping trips. Third, we also identify the determinants 

of changes in shopping travel distance, duration, and mode choice. These findings contribute new 

knowledge to the body of existing literature. 

On the other hand, it seems that policy makers and urban planners need to cope with the new 

challenge brought by e-shopping behavior for intangible services. Mokhtarian (2002) proposed 

that changes caused by e-shopping in shopping travel could constitute to either substitution or 

complementarity, depending on whether new shopping trips are shorter or longer than the previous 

ones. This study indicates that e-shopping for intangible services facilitates e-shoppers to increase 

their shopping travel distances and durations, and use of less-desired motorized travel modes. To 

the best of our knowledge, meanwhile, only one study focusing on intangible services (Shi et al., 

2019b) found that e-shopping has a complementary effect on shopping trip frequency. Therefore, 

e-shopping for intangible services seems to bring an intractable challenge to the transportation 

system. Particularly in strongly urbanized areas, the traffic congestion may get worse, because 

people mostly departing for shopping trips from there are more likely to increase shopping travel 

distances and durations, and to use motorized modes instead of non-motorized modes. 

Additionally, many e-shoppers tend to change their travel mode choices from walking or cycling 

to public transit due to e-shopping for intangible services. The demands for public transit seem to 

be stimulated to a certain extent. 
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Abstract: Those living in peripheral rural areas are often considered to be prone to transport 

poverty and inaccessibility to activities. Previous identifications of transport poverty have been 

based on instrumental measures of potential accessibility including observable factors related to 

the transport system, socio-demographics, and land use characteristics. By conducting semi-

structured focus group discussions with commuters, school-going adolescents and seniors in 

Zeeland, the Netherlands, it has been shown that the mechanisms behind transport poverty are 

also driven by individual subjective perceptions of accessibility while potential accessibility might 

only set the scene for potential activity participation. These perceptions seem to be shaped by local 

social norms embedded in the local context. In peripheral rural areas, social norms related to the 

dominance of the car seem to add to the negative appropriation of other transport options and 

collective feelings of ‘left-behind’ and ‘locked out’, which seem to contribute to the feeling of 

exclusion. Therefore, it can be argued that considering subjective appropriations regarding the 

transport system and individual abilities, embedded in the local geographical context through 

local social norms, will add to the understanding of the nature of accessibility problems in that 

region and, therefore, will be valuable in designing responsive policies. 

 

Keywords: “transport poverty”, “accessibility”, “perceptions”, “rural transportation”, “focus 

groups”. 

 

1. Introduction 

 

Many peripheral rural regions across Europe are confronted with declining services and 

populations as a result of centralisation and urbanisation forces (Martinez-Fernandez et al., 2012). 

This entails a need to cover larger distances to engage in activities and to reach services for 

inhabitants of these areas. Especially in rural areas, those with less potential to be mobile may be 

constrained in participating in the economic and social life of the community due to reduced 

accessibility to opportunities, services and social networks (Currie, 2010). This situation is often 

referred to as ‘transport poverty’ which may eventually result in a process of social exclusion 

(Lucas, 2012). For the Netherlands, it has been predicted that one in five municipalities will 

experience population decline by 2030 (PBL, 2019). Mobility in terms of yearly kilometres 

travelled per inhabitant has already risen in peripheral rural regions facing population decline 

between 2005 and 2015 (Tillema et al., 2019). This was mainly due to increasing travel distances 

and contrasts the pattern found in growing urban concentrations. The question arises how these 

spatial transformations potentially impact experiences of transport poverty in these regions.  
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Little is known about the scale, the mechanisms behind and potential social impacts of transport 

poverty in peripheral rural areas in the Netherlands (Jorritsma et al., 2018), while the Netherlands, 

however, pose an interesting context. In many cases, regions that are considered to be rural in the 

Dutch context actually exceed OECD population density thresholds (Haartsen et al., 2003). 

Additionally, Dutch rural regions have very dense road networks and close links to urban centres. 

Still, some Dutch peripheral regions, including Sealandic Flanders and Schouwen-Duiveland in 

the province of Zeeland, which have been selected as case study areas for this paper, show similar 

to other peripheral rural regions in Europa development patterns of decline, albeit on a lower scale. 

With respect to transportation, public transport services have marginalised as a result of low 

demand, while proposed (smart) mobility solutions such as demand responsive transport services 

face many financial and organisational difficulties (e.g. Wang et al., 2015). 

Accessibility levels in Dutch peripheral areas may be considerably higher than in other more 

sparsely populated and sprawled contexts in which accessibility issues have been analysed (e.g. 

the UK: Ahern & Hine, 2012), which potentially decreases the risk of inhabitants experiencing 

transport poverty. However, transport poverty and the related participation in activities are often 

regarded as relative with respect to what are ‘normal’ levels of participation and travel behaviour 

in the local community (Kenyon et al., 2002). The identification of transport poverty by means of 

thresholds for potential accessibility based on, for example, maximum allowable travel times (e.g. 

CBS, 2018; Panteia, 2019) can therefore be considered as a highly normative practice (Farrington 

& Farrington, 2005) lacking the link with actual experienced accessibility. Beyond instrumental 

factors, an individual’s own evaluation of mobility options is crucial in the potential to reach 

activities at distance (Kaufmann et al., 2004). This appropriation may be based on, for example, 

(a combination of) previous travel experiences (Shliselberg & Givoni, 2018); attitudes towards 

modes, mediated by local social norms (Steg, 2005); and desires with respect to what activities 

should be within reach (Farrington & Farrington, 2005). This paper aims to unravel these 

mechanisms by establishing how inhabitants of peripheral rural areas evaluate their daily 

accessibility barriers to services and activities. As transport poverty and the associated exclusion 

are conceptually seen as geographically relative and normative concepts with respect to local 

norms and habits related to travel (Kenyon et al., 2002), an understanding of the mechanisms 

behind the formation of subjective perceptions, and especially the role of the local geographical 

context, on accessibility may well be crucial in the evaluation of these concepts. The contribution 

of this paper, therefore, is a deeper understanding on the role of subjective evaluations, embedded 

in the local geographical context, regarding the transport system and one’s individual competences 

to use this system in the mechanisms behind the experience of transport poverty. 

The evaluation of experienced barriers during daily travel is done by conducting semi-structured 

focus group interviews with in total 21 participants living in Sealandic Flanders and Schouwen-

Duiveland in the Dutch province of Zeeland divided among groups of commuters, seniors and 

school-going adolescents. Regarding the groups studied, commuters have been chosen as 

employment imposes a very dominant time-space constraint for the participation in non-

discretionary activities (Farber & Páez, 2011). A similar constraint holds for school-going 

adolescents, with the addition of inevitable transport disadvantages such as not being able to drive 

a car. Seniors may desire very different activity patterns and are commonly regarded as a group 

vulnerable to transport poverty due to decreasing mobility competences (Lucas, 2004). 

The next section will elaborate more on transport poverty in rural areas and the role of subjective 

insights in analysing accessibility problems with respect to this geographical context. In section 3, 
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the case study and methodological approach are elaborated upon. Section 4 presents the study 

results which are followed by a discussion in section 5 and conclusion in section 6. 

 

2. Theoretical framework 

 

2.1. Transport poverty in rural areas 

 

Given that most activities humans engage in are dispersed across space, the possibility to access 

these activities through transportation is increasingly seen as a key factor for the inclusion in 

society and well-being (Currie & Delbosc, 2010; Lyons, 2003; Preston & Rajé 2007; Social 

Exclusion Unit, 2003; Stanley et al., 2011). The concept of geographical accessibility may be at 

the heart of the analysis of the (im)possibility to engage in activities at distance. Following Geurs 

and Van Wee (2004), accessibility can be defined as 'the extent to which land-use and transport 

systems enable […] individuals to reach activities or destinations by means of a (combination of) 

transport mode(s)' (p. 128). In this sense, factors that lie within the individual as well as 

geographical factors relating to the spatial dispersion of destinations and the transport system 

determine the possibility to participate in desired activities. Lucas (2012) posits that those that are 

transport disadvantaged (e.g. no access to car, poor public transport provision) combined with 

social disadvantages (e.g. low income, low skills, ill-health, low social capital) can be considered 

as transport poor. Being transport poor may impose lower participation in higher education, lower 

access to health services, higher rates of unemployment and less involvement in social networks, 

which may result in a process of social exclusion (Kenyon, 2011; Lucas, 2012, Mackett & Thoreau, 

2015; Preston & Rajé, 2007; Stanley et al., 2011). Studies identifying groups most likely to be at 

risk of transport-related social exclusion often list seniors, youth, the impaired, ethnic minorities, 

those on low incomes and those with little or no access to cars (Delbosc & Currie, 2011). 

Rural areas are often considered to be particularly prone to transport poverty due to low densities, 

ageing population structures and the decline of local services (Scott & Horner, 2008). While 

facility-decline in these areas predominantly occurs due to the absence of agglomeration benefits 

and competition with near urban areas which are now also reachable for many rural residents 

(Bosworth & Venhorst, 2018), population decline may add to the pressure on local facilities and 

public services in peripheral rural areas (Van Dam et al., 2006). As a result of the dispersion of 

activities mobility has become an essential part of everyday rural life (Milbourne & Kitchen, 

2014). Lower densities and longer distances have, therefore, resulted in a high reliance on private 

car usage in rural areas, offering the flexibility needed and expected in modern societies (Gray et 

al., 2001; Urry, 2004). Since most rural households counteract the consequences of facility-decline 

by enhancing automobility (Steenbekkers & Vermeij, 2013), public transport has marginalised in 

many rural areas due to rising operating costs and budget cuts (Veeneman et al., 2015).  

Rising car dependence in rural areas may have significant impact on the structuring of daily travel 

and activity participation. As Farber and Páez (2011) show from a time geography perspective 

both theoretically and empirically, accessibility benefits gained from access to a car may be 

negated by the dispersion of activities enabled by auto-oriented development. Here, one may speak 

of specific geographical disadvantages in terms of distances that are at play in the formation of 

transport poverty, in addition to and interacting with transport and social disadvantages coined by 

Lucas (2012). In the UK, Smith et al. (2012) argued that low income households in rural areas are 

highly dependent on cars to access services and are not only affected by rising fuel costs, as well 

as by the overall cost of running a car. This is confirmed by Dargay (2002), who has found that 
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rural households' car ownership levels are far less sensitive to motoring costs than that of their 

urban counterparts. Kamruzzaman & Hine (2012) found that non-car owning and low-income 

individuals were more limited to participating in activities within their local area than their car 

owning and high-income counterparts. Especially risks for older people in rural areas have been 

well documented. Results from Spain show that the rural elderly use health services almost three 

times less frequently than their urban counterparts because of transport problems (Fernández-

Mayoralas et al., 2000).  

 

 

2.2. The role of subjective experiences in the experience transport poverty 

 

While the spatial distribution of activities and the availability of transport are central elements in 

an individual’s accessibility, these only represent the potential for reaching services and activities. 

An individual’s actual experienced accessibility will be lower. Kaufmann et al. (2004), stress that 

this maximum opportunity set is constrained by one’s appropriation of the possibility of movement 

(motility). This appropriation refers to perceived access and is based on, for example, an 

individual’s values, norms, expectations, opinions and habits. For example, Van Exel & Rietveld 

(2009) found that car users systematically overestimate public transport travel times. This way, 

even when an individual is capable of using a certain transport mode, this option may not be valued 

as such based on one’s subjective appropriation. While perceptions may be inaccurate 

representations of reality, numerous studies have found that perceptions of accessibility show more 

behavioural realism than objective measures (e.g. Kitamura et al., 1997; Lättman et al., 2018; 

Scheepers et al., 2016). 

Strong links can be drawn here with psychological analyses of travel behaviour. Following Ajzen 

(1991), which assumes that intentions to perform certain behaviour depend on three factors: (i) 

attitudes, referring to personal opinions and beliefs on the outcomes of behaviour; (ii) subjective 

norms, referring to opinions and beliefs on the outcomes of behaviour of others; and (iii) perceived 

behavioural control, reflecting the extent to which one thinks one is capable of engaging in the 

relevant behaviour. Someone may have positive attitudes towards the use of public transport, but 

may consider himself or herself unable to make use of it, due to a lack of perceived physical and/or 

organisational skills, or unawareness of its availability. Elderly, for example, have in some cases 

been found to have limited perceived competences with respect to accessing public transport 

(Shergold & Parkhurst, 2012). Also, people generally have favourable attitudes towards car use 

compared to public transport, not only through instrumental motives (such as flexibility and time), 

but also through affective (such as comfort and feelings of safety) and symbolic motives (such as 

senses of freedom and self-control) (Steg, 2005). In this sense, perceived limitations on the 

potential to travel may generate lower feelings of competence and self-reliance (Nordbakke, 2013), 

adding to one’s perceived constraints on mobility. 

As attitudes and feelings of control with regards to transport are also influenced by social norms, 

the local geographical context may play an important role in the subjective evaluation of 

accessibility. Differing norms with regards to transport between geographical contexts have for 

example been coined by Mikalis & Van Wee (2018), reporting different acceptable commuting 

times in the US and Europe. In rural areas, the car may be, more than in urban regions, a reference 

point, while other forms of mobility may be burdened with social stigmas (see Ahern & Hine, 

2012; Shergold & Parkhurst, 2012). When using the car is the norm, other transport options (when 

available) may be less considered as a viable option. In rural areas, community transport solutions 
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have been found to carry a social stigma, being only for women and the ‘less able’ (Ahern & Hine, 

2012; Shergold & Parkhurst, 2012). Relying on social networks to meet transport needs has been 

found to be characterised by reluctance and undermining feelings of self-reliance due to a creation 

of dependent relationships in which the individual feels indebted to the lift-giver, resulting in 

skipping non-essential trips (Ahern & Hine, 2012). These factors may strengthen local norms and 

habits regarding travel and therewith the risk of transport poverty for the less mobile. This process 

has been identified in rural areas of the UK earlier where the non-car population, despite its lower 

potential mobility, has adopted the same values and aspirations as its car-owning neighbours 

(Nutley, 2005). 

While personal attitudes towards travel and accessibility may add to the constraints regarding 

reaching activities, subjective evaluations may also have a mitigating role in the mechanism behind 

transport poverty. Long term limited access to transport can result in lower expectations on 

accessibility, as individuals tune their desires to their environment (Delbosc & Currie, 2011; 

Lucas, 2004, 2006).  Desired accessibility would then become lower in rural areas (Farrington & 

Farrington 2005). 

 

2.3. Analytical model 

 

Building on the theoretical discussion presented above, an analytical framework has been 

developed to analyse the mechanism behind transport poverty in peripheral rural areas (see figure 

1). The model builds on Lucas’ (2012) framework of transport poverty transport-related social 

exclusion, in which transport disadvantages and social disadvantages (personal competences) 

combined lead to transport poverty. However, a geographical component has been extricated to 

emphasise the possible role of distance in the experience of transport poverty, which may be 

especially important in rural areas. It may, following arguments from time-geography, be that 

households with access to cars are still limited in their accessibility due to large distances to 

activities (Farber & Páez, 2011). These large distances can impose constraints in terms of available 

time to engage in multiple activities. These constraints might especially come to the fore in 

peripheral rural areas, which have therefore been selected as study areas, where distances are or 

perceived to be larger than in urban areas. 

Furthermore, a layer concerning perceptions on the domains determining transport poverty has 

been added to explicitly allow for a role of subjective experiences. Perceptions regarding the 

transport component are based on the importance of appropriation of travel options coined by 

Kaufmann et al. (2004), which may be formed by personal attitudes and social norms. These may 

therefore include subjective evaluations of available transport modes. Perceptions regarding the 

social component include one’s appropriation of one’s own skills and possibilities, such as 

physical and organisational skills. Perceptions on the geography are linked to the experience of 

distances and one’s travel horizons as well as local social norms influencing one’s evaluation 

towards accessibility. In this sense, how the transport system, personal competences and the 

geographical context interact and are evaluated, influences the perception of what is within reach. 
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Figure 9 : Analytical framework of transport poverty 

 

3. Methods 

 

3.1. Case study area 

 

The areas of Sealandic Flanders and Schouwen-Duiveland in the Dutch province of Zeeland have 

been selected as study areas (see figure 1). Zeeland is one of the most sparsely populated provinces 

in The Netherlands with a population density of 215 inhabitants per square kilometre (Statistics 

Netherlands, 2019). While many municipalities exceed the OECD-standards to be regarded 'rural', 

the study areas are commonly regarded as rural and peripheral (Haartsen et al., 2003). The region 

is confronted with major population and services decline (Haartsen & Venhorst, 2010). It is 

projected for the areas of Schouwen-Duiveland and Sealandic Flanders the population will fall 

over 10% in the coming decades.  

A rather centralised structure of services can be identified in the province of Zeeland, which is 

common for peripheral rural areas. Services and employment are centred in the main cities and 

villages. Additionally, the peninsular structure of the province impose barriers to travel between 

regions resulting in very localised functional structures with over 50% of the employed inhabitants 

in the study areas live and work within the same municipality (CBS, 2017).  

The main road network of the study areas is quite dense as all major population clusters are 

connected with each other and near population centres outside the province by primary roads or 

motorways. A toll tunnel as well as a ferry connect Sealandic Flanders with the central peninsula 

of Zeeland, Walcheren and Zuid-Beveland. The main public transport network predominantly 

follows the same structure either through a single train link and multiple regular serviced bus lines 

both on weekdays and weekends from 6AM to 10PM. Gaps in the main network are filled by a 

secondary network. A so-called 'buurtbus' system (local bus), which is only available during 

weekdays, is scheduled connecting smaller villages by small busses (max. 8 persons). Also, there 

is a bus system for (high school) students, which is a bus service only available during peak-hours 

and only for high school students. Additionally, there is a cab service available for former-existent 

bus stops. It runs on a regular schedule but only shows up when it has been called up at least one 

and a half hour in advance. This ‘stop taxi’ service also replaces the regular bus services during 

weekends.  

In short, the study areas are regarded as rural peripheral areas and show common patterns of 

services and population decline combined with centralisation. Regular public transport services 
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follow the same centralised structure, while the network connecting smaller towns has been 

marginalised. Additionally, the peninsular structure of Zeeland adds a natural geographical barrier 

through physical barriers to travel between regions, which may add to the risk of transport poverty. 

 

 
Figure 2: Study areas and their topographical context 

 

3.2. Focus group discussions 

 

Semi-structured focus group interviews have been conducted to collect subjective perspectives on 

daily travel experiences. Focus groups provide the opportunity for interaction between 

respondents. Behavioural attitudes, motivations and intentions (related to travel behaviour) may 

also be shaped by local social norms. These interactions would not be represented in in-depth 

interviews. However, one disadvantage of focus groups compared with individual interviews could 

be the reluctance of participants to elaborate on experiences of social exclusion as a result of 

transportation problems as this might be too sensitive to discuss within a group. As the main 

interest of this paper is to understand the mechanisms behind transport poverty in peripheral rural 

areas rather than the consequences in terms of exclusion, group discussions are the preferred 

method. 
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Separate sessions have been held consisting of daily commuters, seniors and high school students. 

Respondents have been recruited from the database from Dutch survey agency TNS NIPO in 

corporation with the marketing research agency KANTAR Public, via social media outlets from 

the province of Zeeland and by approaching an intermediate vocational education institute in the 

city of Goes, Zeeland. A description of the composition of the focus groups can be found in Table 

1. Most participants reside in Sealandic Flanders, in line with the actual population figures of both 

study areas. It can be argued that individuals believed to be at risk of transport poverty are well 

represented in the sample. Most participants were female, except for the focus group with students. 

Only 8 (38%) participants use the car as their primary mode, while a same share, use public 

transport as their primary mode of transport. Car-use in the focus group consisting of seniors was 

higher than within the commuter group. In total, 20%, of which 75% being of senior age, of the 

participants had some form of physical impairment.  

All sessions were held in a small conference room in a hotel in Goes and lasted about two and a 

half hours. Participants could choose to be travelled to the site by taxi or to receive a reimbursement 

of their travel expenses when they would travel on their own to the site. Questions posed during 

the sessions included daily travel needs and patterns, experienced barriers in reaching their desired 

services and activities, their experience of transport poverty and what they view as causes for 

arising accessibility problems in the region. 

 
Table 1: Focus groups compositions (N=21) 

 Commuters Seniors Adolescents Total 

Number of participants 7 8 6 21 
Age structure 19-64 65+ 12-18 - 
Area     
Schouwen-Duiveland 1 (14%) 3 (38%) 3 (50%) 7 (33%) 
Sealandic Flanders 6 (86%) 5 (63%) 3 (50%) 14 (66%) 
Gender     
Female 5 (71%) 4 (50%) 4 (66%) 13 (62%) 
Male 2 (29%) 4 (50%) 2 (33%) 8 (38%) 
Primary mode of transport     
Car 2 (29%) 6 (75%) - 8 (38%) 
Bus 3 (43%) 2 (25%) 3 (50%) 8 (38%) 
Bike 2 (29%) - 3 (50%) 5 (24%) 
Impairments     
Wheelchair 1 (14%) 1 (13%) - 2 (10%) 
Visual impairment - 2 (25%) - 2 (10%) 

 

4. Results 

 

Below, the main findings of our analysis regarding the mechanisms behind transport poverty are 

presented. The main themes brought forward in the group discussions included: the availability 

and quality regarding the transport system; social determinants relating to (perceptions of) 

individual competences and social networks; and geography relating to time-space constraints and 

local social norms. The findings are structured following the analytical model proposed in section 

2.3. The transport component has been broken down into perceptions on the availability of 

transport and subsequently, given this availability, the quality of the transport system. The social 

component, which relates to the individual, are broken down in a section on perceived individual 

competences followed by a paragraph how social networks play a role in mitigating difficulties in 
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accessing activities. Finally the geographical component is broken down in a section on the land-

use structure imposing travel barriers and a section on how local social norms play a role in shaping 

perceptions of accessibility. 

 

4.1. Transport 

 

4.1.1. Availability 

 

The availability of transport relates mainly to the supply side of mobility. Factors at play are the 

availability of a car and the nature of the public transport system. Participants with access to cars 

reported little barriers with accessing transportation at times they wanted to. Only when travelling 

from Sealandic Flanders to the central parts of Zeeland, the only routes available, a ferry and a toll 

tunnel, impose additional costs. These costs can, for some, be a major barrier in accessing activities 

in the main population centres of the province:  

‘We never go to [the central parts of] Zeeland actually, it’s just way too expensive.’ 

(Adolescents) 

With respect to public transport infrastructure provision, plenty of public transport stops were 

perceived to be at walkable and cyclable distances. During daytime, reaching employment and 

school was reported to be doable, especially when travelling between the main villages and cities. 

Especially since bus schedules are tailored according to regular school schedules. These positive 

evaluations, however, change when more discretionary activities conducted in evenings and 

weekends are considered. Public transport availability is more limited during evenings and 

weekends and no public transport is available after 10 PM. These conditions make it hardly 

possible to participate in activities by public transport at places that participants could not cycle or 

walk to: 

‘I would love to join a dancing school in Goes, however there is no possibility for me to get back 

by public transport [in the evenings].’ (Seniors)  

Related to the public transport network, participants perceived that there are constantly changes in 

routes and time schedules. Communication from the transport providers is perceived to be lacking. 

This may result in a differentiated picture with respect to perceptions of what transport options are 

available, a point returned to in section 4.2.1. Frequent changes in schedules without proper 

communication are especially problematic for the elderly. Seniors undertake more discretionary 

non-routine trips to varying destinations, which requires thorough planning. The lack of 

information on the changing availability of public transport services was perceived as a problem 

and can change one’s perception on the availability of transport options: 

‘When I arrive at the bus stop I suddenly see a plastic bag hanging on the bus stop sign. Now I 

know that there won't be a bus anymore, but then there's no sign of where I can get on that bus 

now.’ (Commuters) 

 

4.1.2. Quality 

 

Next to the availability of transport options, the personal evaluation of the quality of the system 

also contributes to the perceptions of the ease by which activities can be reached at a distance (i.e. 

accessibility). The main elements of quality are comfort and ease of use (both in terms of planning 

as well as during the trip). These are mainly reflected in (on-ride) travel experiences, which were 

elaborated heavily upon in all discussions. The quality of public transport was frequently set off 
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against the use of the private car. Two components of quality frequently brought forward were 

travel times and ease of travel. All groups mentioned higher journey complexities combined with 

longer travel times for public transport compared to the car:  

‘When I would have to travel from Noordgouwe to Brouwersdam by bus, I already need to make 

a change-over, which is quite a hassle. By car it is only 20 minutes.’ (Seniors) 

Experiences during waiting times at stations add to the evaluation of the public transport system. 

Next to physical characteristics of these infrastructures, contextual factors such as weather 

conditions and perceptions of safety determine these experiences:  

‘When you’ve just missed your buss and you’ll have to wait for an hour on an iron bench in the 

cold.. That’s just the worst.’ (Seniors) 

‘My mom doesn't like it when I go by bus or bike at night. So she picks me up by car.’ (Adolescents).  

Also, delays were reported to be common and especially the ways public transport suppliers handle 

these delays. This is problematic when change-overs need to be made. All groups reported a lack 

of adaptivity in the system when (small) delays occur:  

'When you arrive at the bus station [on a delayed bus], you see the bus that you have to take is 

already there. Then you see the doors closing and you know that you have to wait half an hour. If 

they would just coordinate that, it would help a lot.' (Seniors) 

This lack of adaptivity and flexibility was also reported when problems encountered when directly 

communicating with the public transport suppliers came to the fore. Customer service was reported 

to be unfriendly in many cases. This adds to the negative experience, and eventually appropriation 

of public transport, during travel when disruptions occur: 

'When I called customer service [when a schedule disruption occurred] they said it’s just bad luck 

and you just have to wait for an hour. You feel like... I'm a customer of yours and make your salary 

possible and then you get an answer like that. I'd like to say that I'm going to another company, 

but you can't.’ (Commuters) 

Also in-ride service quality such as the degree friendliness of the bus drivers were mentioned 

frequently by all groups. Therefore, it seems that these moments of personal contact are important 

in the evaluation of the entire public transport system. Additionally, driving behaviour and the 

related comfort of travel were mentioned sometimes, with bus drivers often characterised as being 

‘rushed’: 

'They get tunnel vision to run the service as fast as possible in order to stick to the schedule and 

they forget they still have people on the bus.' (Commuters) 

 

4.2. Social 

 

4.2.1. Individual competences 

 

Experienced difficulties with the transport system can be enforced or strengthened by limited 

individual competences. Public transport availability was evaluated more negatively by those with 

physical limitations. Those that are visually impaired reported that they sometimes see the bus 

coming too late, and thus it does not stop to pick them up. With respect to wheelchair accessibility, 

only the large busses on the main network have some spots available. The risk of not always being 

able to enter the bus with a wheelchair makes the system impossible to rely on for those users: 

‘Sometimes I can’t enter the bus with my wheelchair. Then I have to wait for another hour.’ 

(Seniors) 
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Some linkages with the quality component of transport provision can be drawn here. Some 

individuals with limited physical competences may need more assistance therefore being extra 

vulnerable when service quality is lacking in public transport. Negative experiences in this domain 

can impact evaluations of quality to a greater extent when combined with higher demands 

regarding service: 

'I have had a lot of bad experiences with bus drivers when I travel in my wheelchair. They 

sometimes don't want to let me on the bus [because of the hassle]. [...] Those kind of things have 

to do with the fact that they have to drive on time and don't have time [to assist me].' (Commuters) 

Planning a trip by public transport can be a complex undertaking, especially for those with limited 

digital skills as virtually all information on public transport services is presented online. On top of 

that, all groups reported that use of public transport system become more complex with the 

marginalisation of the system. Now, multiple systems (e.g. regular busses and local busses) with 

multiple ticketing and planning conventions have to be combined to compose a single trip, rather 

than using just one system (e.g. only the regular bus). A lack of digital skills, especially found 

among seniors, and consequently sufficient information on the system may lead to individuals not 

consider a transport option as appropriate: 

'These people [who do not know how the internet works] did not ask to be old, and we make life 

harder for them to promote the use of internet. When you buy a paper ticket, you pay 10 euros 

extra. I don’t think this is fair.' (Seniors) 

Additionally, not all available transport options were known by all participants. This especially 

holds for the local ‘stop taxi’ system. Those who did hear of it, considered it be too complex and 

unclear, making it less of an option to even consider: 

'That stop taxi, even I don’t get it. Am I really that stupid? I just don’t get it.' (Seniors) 

 

4.2.2. Social network 

 

When one’s (perceived) competences are barriers in reaching activities at distance, one’s social 

network (or social capital) can mitigate these disadvantages. Especially when trips are only 

(perceived to be) suitable by car, the participants reported to rely heavily on their social network. 

Adolescents are often driven by their own or their friend’s parents to sports or social activities. 

This places a burden on family members who are able to drive, which may constrain them in their 

activity patterns: 

'It feels like you’ve been running your own taxi company for years. Picking [the children] up from 

Terneuzen or if it was after 10 o'clock from Goes.' (Commuters) 

A similar picture can be drawn for the elderly, who rely on family or their partner to drive them to 

activities. However, in contrast to the adolescents, seniors pictured this dependence as more 

problematic. They feel burdened when asking family or friends too much and worry about their 

future mobility potential if the person(s) they rely on also lose the ability to drive: 

'I just don’t want to think about when my partner and I both can't drive a car anymore, then I don't 

want to live here anymore.' (Seniors) 

 

4.3. Geography 

 

4.3.1. Time-space constraints 
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Taking the large distances to activities relative to more urban environments into account, activity 

patterns can still be constrained even when there are no limitations on transport options and the 

(perceived) ability to use it due to long travel times. With respect to car use, the peninsular structure 

of the region makes the road network fragile when disruptions occur, especially at the toll tunnel. 

However, using public transport to cover long distances was perceived to be difficult due to longer 

travel times and trip complexity. Especially during weekends, public transport starts running too 

late to be early at some destination outside the region. With respect to the return trip, some 

participants urged the dependence on family members on the destination site to stay overnight, as 

public transport stops running in the evenings: 

‘Then I'll just call my daughter in Goes and say, I'm going to sleep at your place tonight.’ (Seniors) 

Some participants reported that increasing distances to specific services eventually will lead to a 

wish to move out of their current residential area. This especially came to the fore when increased 

distances are combined with a risk of losing mobility options: 

‘If I and my wife are not able anymore to get to the general practitioner in time because both of 

us can’t drive anymore, that feels scary.’ (Seniors) 

 

4.3.2. Local norms 

 

The peripheral geography has shaped attitudes towards transport and accessibility through local 

social norms. The dominant position of the car as the most common mode to use became clear in 

all group discussions, as other transport modes were repeatedly compared against the car in terms 

of travel speed, comfort and reliability. This norm may have led to the observation that car-

ownership is desirable, reflected in the attitudes adolescents reported when reflecting on their 

future mobility strategies: 

‘I'm going for the car anyway, not a moped or a scooter.’ (Adolescents) 

On a more fundamental level, participants stated that they do not understand why no action is taken 

to improve their accessibility and to feel left behind by the government in this sense. This is 

especially the case for participants from Sealandic Flanders, who repeatedly reported to feel locked 

out and excluded from the rest of the Netherlands as there is no easy way to cross the water: 

‘That we don't matter. I think that's an overall feeling. I think that, as a region, we already feel 

like we’re behind the rest of the Netherlands.’ (Commuters) 

Participants from Sealandic Flanders consistently set themselves apart from the rest of the province 

which is referred to as ‘the other side’ or ‘Zeeland’. This (perceived) isolation, in which activities 

in other parts of Zeeland are not even considered, has led to a focus on Belgium with respect to 

activity participation: 

‘Ghent is for Sealandic Flanders the alternative where you're going. You just don't go to the other 

side, if you do something you go to Belgium.’ (Commuters) 

 

5. Discussion 

 

Synthesising the experiences of daily travel barriers from the participants, it can be argued that, 

next to instrumental factors, perceptions embedded in the local geography play a role in the 

evaluation of one’s experienced accessibility. The appropriation of transport options seems to be 

not only determined by physical and economic constraints. As already coined by Kaufmann et al. 

(2004), cognitive factors such as evaluations of the quality of the transport system and perceived 

competences with respect to using and planning it (i.e. knowledge about the transport system) are 
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found to be crucial in one’s perceived potential to be mobile. These evaluations seem to be 

coloured by negative experiences, as these were reported more vocally and frequently upon than 

positive experiences across all groups. This bias may strengthen discrepancies between potential 

accessibility levels and how they are perceived.  

The local geographical context plays its role in the mechanism behind transport poverty both in a 

direct as well as in an indirect way. Directly, large distances are likely to strengthen the barriers in 

the transport and social domains. Intuition from time-geography shows that larger distances 

impose lower possibilities to engage in multiple activities a day, even with a car available (Farber 

& Páez, 2011). Also, larger distances add to the complexity of public transport journeys, increasing 

the risk of schedule disruptions and consequently perceptions of unreliability. When people are 

not able to travel independently, relying on social networks resulted in dependence relationships 

especially within households with children. Parents could become more limited in terms of activity 

participation as they are obliged to taxi their children, a constraint often coined in the time-

geography literature (e.g. Farber & Páez, 2011).  

Indirectly, local social norms also seem to shape travel behaviour, in line with Ajzen (1991). In a 

geographical context in which many travel long distances (by car), the ability to cover greater 

distances and access to a car are increasingly important for inclusion and social status (Mattioli & 

Colleoni, 2015). Determinants of quality such as travel times, journey complexity, experiences 

during waiting, and on-ride experiences such as the driving behaviour of the bus driver and 

customer service were benchmarked against the use of the car. This may not be surprising as the 

car has been generally found to be the preferred mode (Steg, 2005), especially in rural areas 

(Steenbekkers & Vermeij, 2013). Additionally, the benchmarking of other transport options 

towards to car was reflected by adolescents resolutely opting they would want a car as soon as 

possible, a trend also found by Nutley (2005) in the UK and Ireland. The only mentioned limiting 

factor with respect to the car were the financial costs of running it, which may be linked with car-

related economic stress particularly found in rural regions (Smith et al., 2012). These strong 

positive local social norms towards car-use, reflected in the consistent benchmarking of other 

transport options to the car, do not hint to any possible adaptation of desired accessibility to the 

geographical environment (see Delbosc & Currie, 2011; Farrington & Farrington, 2005; Lucas, 

2004, 2006). It can be hypothesised that desires regarding accessibility, and therefore the 

experience of transport poverty, are relative with respect to what accessibility levels are considered 

‘normal’ (Kenyon et al., 2002) reflected in local social norms. In regions characterised by high 

accessibility benefits from car use, such as peripheral rural areas with dense road networks 

providing linkages with major cities, those without cars will adopt their accessibility desires to the 

norm, which is using the car. Therefore, adapting accessibility desires may only be likely in regions 

where there is low inequality in accessibility potential across individuals (i.e. where low 

accessibility is ‘normal’). In Sealandic Flanders, for example, geographical barriers (such as the 

toll tunnel) could impose limitations even to those with cars. Participants living there indeed hinted 

at feelings of isolation and exclusion from other parts of the Netherlands, which has led in activities 

in other parts of Zeeland not even being considered to engage in. However, no hints of lowering 

accessibility desires could be distinguished, as many inhabitants of Sealandic Flanders shift their 

activity spaces towards Belgium. 

Therefore, the identification of transport poverty on the basis of accessibility thresholds may lack 

central elements as the individual appropriation of accessibility and how this appropriation is 

embedded in the local geographical context are missed out on. These instrumental measures might 

rather be seen as setting the scene for potential accessibility, while the extent to which individuals 
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recognise and utilise this potential will vary. The factors addressed above that seem to capture this 

appropriation of potential accessibility might explain discrepancies found between perceptions of 

accessibility and potential accessibility measures (e.g. Lättman et al., 2018). This also entails that 

when designing responsive policy measures to enhance the accessibility of those at risk of transport 

poverty, these appropriations, which are partly shaped by the local geographical context, should 

be taken into account. Otherwise there might be a risk that implemented solutions that enhance 

potential accessibility levels are discarded by the target group due to negative appropriations 

beforehand. 

 

6. Conclusions 

 

This paper has examined mechanisms behind the occurrence of transport poverty (i.e. 

inaccessibility to activities) in peripheral rural areas in the Netherlands by evaluating perceptions 

on mobility from commuters. Building on Lucas’ (2012) model of transport-related exclusion, 

perceptions on the transport system (supply side); one’s own competences (demand side) and 

geographical factors have been addressed during semi-structured focus group discussions with 

commuters, school-going adolescents and seniors.  

The analysis has shown that the mechanisms behind transport poverty are more complex than just 

instrumental and observable factors such as transport availability, socio-demographic 

characteristics and land use structures. While these instrumental factors set the scene for potential 

accessibility of activities, a complex interplay of qualitative elements determine actual perceptions 

of accessibility (see Kaufmann et al., 2004) and possible experiences of transport poverty in 

peripheral rural areas. These elements include: knowledge on the availability and the use of 

transport options; evaluations on the reliability of travel modes; perceptions of safety; on-ride 

comfort and quality of service; and social network characteristics. These perceptions seem to be 

shaped by local social norms embedded in the local context. The peripheral geography does not 

only add to the risk of transport poverty in a direct way through a wider dispersion of activities 

and a lack of transportation possibilities. Social norms related to the dominance of the car seem to 

add to the negative appropriation of other transport options and collective feelings of ‘left-behind’ 

by the government seem to contribute to the feeling of exclusion. Therefore, it can be argued that 

considering subjective appropriations regarding the transport system and individual abilities, 

which are at least partly shaped by the local geographical context, will add to the understanding of 

the nature of accessibility problems in that region and will be valuable in designing responsive 

policies. 

A limitation of the use of focus groups may be that participants are not willing to discuss sensitive 

topics like social exclusion as a result of inaccessibility to activities. To examine this link, in-depth 

interviews can be held to make these more sensitive topics discussable. Also, further research can 

be conducted in evaluating determinants of accessibility problems in other contexts. This would 

deepen the understanding of geography in shaping local social norms. Another promising avenue 

of research would be to attempt to model the interrelationships between potential accessibility and 

one’s own appropriation of transport options (i.e. motility from Kaufmann et al., 2004), however 

measures related to motility are still to be developed (Shliselberg & Givoni, 2018). A final line of 

further research could be on how (smart) mobility solutions in rural areas could be responsive to 

the needs of inhabitants considering how perceptions of experienced accessibility are shaped. 
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Integrating drayage and intermodal routing decisions: a real-life case study 
 

Hilde Heggen1 

Yves Molenbruch2 
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Abstract: Intermodal transport provides a promising alternative for unimodal road transport 

within the evolution towards a more sustainable transport system. The integration of planning 

problems as well as the inclusion of real-life features results in improvements in intermodal 

decision processes. Including these aspects in decision support systems to provide planning 

support may stimulate the use of intermodal transport. In this paper, decisions on local drayage 

operations within service regions are integrated with long-haul rail routing decisions between 

service regions, taking into account real-life problem characteristics. A case study shows how the 

integrated planning tool can be used to analyse the impact of tactical decisions by minimizing total 

operational transport costs. These operational costs are usually ignored when making decisions 

at the tactical decision level. These results can be used by intermodal service operators for 

adequate price setting when accepting new customers, or for renegotiations of contracts for 

purchasing slots on long-haul rail services managed by other parties or railway paths of own 

trains. 

 

Keywords: “Intermodal transport”, “Decision support”, “Intermodal routing”, “Drayage”, 

“Vehicle routing”. 

 

1. Problem statement 

 

Forecasts indicate that freight transport by road is expected to increase by 40% by 2030 and even 

by over 80% by 2050 compared to 2005. Despite the fact that road transport is less sustainable and 

environmentally friendly, and incurs high external costs of congestion and air pollution (Janic, 

2007), it has the largest share in the modal split with 76.4%, followed by 17.4% and 6.2% for rail 

and waterways respectively (Eurostat, 2016). This expected continued growth in freight transport 

and its associated environmental impact present one of the major challenges in the transport sector 

(European Commission, 2011a; ITF, 2015). In this context, the European Commission (2011b) 

aims at shifting 30% of road freight transportation over 300 kilometres to other transport modes 

by 2030, and more than 50% by 2050, to increase the sustainability of our transport system.  

 

An interesting opportunity to achieve this modal shift may be intermodal transportation, which is 

strongly supported by the European Commission (2011b). However, the combination of rail and 

road transportation is subjected to a different cost pattern compared to unimodal road 

transportation. For intermodal rail transportation to become advantageous compared to unimodal 

road transport, a number of additional costs need to be reduced. Drayage accounts for 25% to 40% 
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of the total transport costs, while the distance travelled by truck is relatively small (Bontekoning 

et al., 2004). A reduction in pre- and end-haulage costs can be obtained by reducing the distance 

to the closest rail terminal and organizing truck routes more efficiently. A second option is to 

reduce transhipment costs by striving for fast, easy and reliable transhipment. Another possibility 

is to make rail transport cheaper by increasing the efficiency of operations in organizations, e.g. 

by optimising decision support in train load planning (Heggen, Braekers, & Caris, 2018). Together 

with these costs, the time required for intermodal rail transportation must be reduced, as rail 

transportation is currently slower (Reis et al., 2013), which can for example be obtained by more 

frequent services. Simultaneously with cost reductions, fast planning algorithms with real-life 

problem characteristics can accommodate decisions in a more complex intermodal planning 

environment.  

 

Ambra et al. (2018) emphasize the need for innovative integrated support systems with a focus on 

cost efficiency in order for intermodal transport to increase its competitiveness. One innovative, 

recent solution concerns synchromodality. It is an extension of intermodal transport, which is often 

perceived as too static. Synchromodal transport emphasizes the dynamics and flexibility which 

should be incorporated in decisions on routing and rerouting load units using multiple transport 

modes. In a synchromodal view, ideally, load units are routed through an interconnected network 

of hubs depending on the network capacity, where the sender is not concerned about the route of 

its packages (Ambra et al., 2018). This requires flexible and real-time planning, which poses a 

number of challenges for planners.  

 

After a transport order is received, intermodal operators assign each load unit to an intermodal 

long-haul service to maximize the overall network capacity utilization, and local drayage routes 

must be established to transport load units between load and unload locations and the transhipment 

terminals for long-haul transport. Usually, these decisions are made in a sequential way. As the 

level of integration of different transport modes and decision levels influences the attractiveness 

of intermodal transport, we propose an integrated intermodal routing problem to solve real-life 

problem instances. By taking local truck routing and long-haul transport planning decisions 

simultaneously, we aim to reduce total transport costs. The intermodal routing model is applied to 

a real-life intermodal network to support the analysis of the impact of tactical service network 

design decisions made by an intermodal operator. Insights will be presented on how to best utilize 

a given service network, in order to reduce total transport costs and synchronize available services 

to the expected demand of orders. 

 

2. Methodology 

 

A large neighbourhood search algorithm is proposed to solve the integrated intermodal routing 

problem (Heggen, Molenbruch, Caris, & Braekers, 2019). The sequential approach serves as a 

benchmark for improvements that may be obtained by the integrated intermodal routing problem. 

Operators in this integrated setting remove and reinsert both the pre-haul and end-haul task of any 

request simultaneously, as well as the selected long-haul service. Moreover, removal operators 

focused on the integrated aspect are proposed. The goal is to use this integrated approach in order 

to analyse the impact of tactical decisions on total transport costs and possibly adapt routing 

policies to reduce costs. Within this aim, a case study is used to demonstrate the way in which 
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companies can use this solution method in practice and adapt their tactical decisions to the 

characteristics of their service network and demand data.  

 

3. Computational results 

 

Using the integrated heuristic algorithm on real-life data, insights can be obtained into how 

operational transport costs are influenced by decisions at the tactical level. The analyses in this 

section aim to demonstrate the way in which the integrated intermodal routing problem can be 

used in practice to optimize a given long-haul service network. The influence of changes in the 

service network is studied in order to analyse the impact on the total transport costs of the system. 

First, we examine the possible advantages of bundling rail capacity onto a smaller number of 

services with a higher capacity. Second, the impact of congestion at and around some terminals is 

analysed. The impact of these small realistic adaptations to the current long-haul service network 

on operational transport costs is evaluated.  

 

The intermodal terminals of the service network considered in this case study are presented in 

Figure 10. Two service regions are studied, the Benelux area and northern Italy. The network 

consists of four terminals in each service region. Within each service region, local drayage 

operations should be performed by truck. Between two service regions, long-haul rail services 

connect intermodal terminals. These long-haul rail services are characterised by a scheduled 

departure time and arrival time. Moreover, the capacity is limited. It can be a limit on the total 

weight and length, or on the number of containers of a certain length.  

 

 

 

 
Figure 10: intermodal terminals in a service network with two service regions 
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3.1. A reduction in the number of terminals within a service region 

 

Various reasons may exist for service network decisions on opening any given long-haul service 

connection. Economies of scale can be obtained if less services are operated, resulting in a lower 

fixed cost for maintaining these services, determined at the tactical decision level. However, using 

more terminals may reduce operational vehicle routing costs. In this case study, two scenarios, 

case a and case b, are considered in which a single long-haul connection between two terminals is 

removed in comparison to the base case. Each time, one long-haul service connection with a 

relatively small capacity is excluded. Case a omits the connection between terminal 1C and 2D, 

while case b excludes the connection between terminal 1D and 2C. The impact on the operational 

costs is studied by means of the vehicle routing costs incurred in the current planning week (Avg 

truckCostVRP) and the two-way direct-truck costs (Avg directTruckCost) for delivery costs of 

requests with a long-haul departure in the current planning week, but arrival in the next. For the 

latter, vehicle routing decisions will be considered in the next planning week, and therefore, only 

the direct costs are included. Both random customer locations as well as locations clustered around 

the terminals are included.  

Results are shown in Figure 11. It should be weighed against the resulting change in costs at the 

tactical level, such as the costs of operating from a terminal and setup costs of connections.  

 

 
Figure 11: Total transport costs due to a reduction in the number of long-haul services 

 

Operating a smaller number of long-haul services results in increased operational, variable truck 

transport costs. However, at the tactical level, fixed costs for operating these services may be 

reduced. These costs are not included in the results. Case b involves a higher increase in total costs, 

as the only connection to the omitted terminal (which is not centrally located) is excluded. In case 

a, two routing alternatives are available to the terminals in Italy, while the only connection of 

terminal 1D is removed. Another terminal is closely located to terminal 1D, which explains the 

smaller increase in total costs. When comparing instances with respect to their customer locations, 

the increase in transport costs is larger if customer locations are clustered around terminals. For 

requests with random customer locations, often more feasible long-haul services are available, 

resulting in more routing alternatives, and less additional trucking costs. 
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3.2. A single congested terminal 

 

In practice, some terminal areas are congested. This relates to the road towards a terminal as well 

as the waiting time for loading and unloading. Service operators might tend to avoid such 

terminals. In this scenario, the influence of congestion is analysed by means of a penalty time and 

additional penalty cost for visiting the direct service area of a single busy terminal, in this case 

terminal 1A. The cost of congestion may consist of truck driver wages, costs for not being in time 

– such as replanning time and additional costs for obtaining slots on alternative routes– and 

customer dissatisfaction. Therefore, an additional cost per hour of congestion is included for all 

trips to and from the congested terminal. As the amount of congestion is uncertain and unknown 

in advance, the additional time is varied from one hour to three hours, resulting in three congestion 

scenarios. The goal is to show how the integrated approach can be used on given demand data to 

analyse the impact of congestion on planning decisions.  

 

Results with respect to the total throughput per terminal, i.e. the number of inbound and outbound 

requests, are visualised in Figure 12.  

 

 
Figure 12: Variations in the throughput per terminal due to congestion at terminal 1A 

 

A structural decrease can be observed in the throughput of terminal 1A. The terminal usage 

decreases further when congestion time increases. An assignment to terminal 1A might be required 

in order to be feasibly assigned and arrive in time at the customer destination location. Impacted 

terminals with a connection to terminal 1A in service region 2 are terminals 2A and 2C. In the 

Benelux region, the two centrally located terminals 1B and 1C are plausible alternative options for 

feasibly routing load units for the long-haul. They present feasible alternatives for many requests. 

The throughput of terminal 1B clearly increases the most as it is directly connected to one of the 

impacted terminals in the second region. In northern Italy, the relative throughput clearly increases 

in the centrally located terminal 2B, which offers multiple routing options. While terminal 2C is 

also characterised by a centralised location, the throughput decreases due to its connection with 

the congested terminal. This effect outweighs the possible advantages of its central location.  
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The results show alternative routing options in case of a congested terminal. These insights can be 

used by an intermodal operator when making or reconsidering decisions on which routes to offer 

in the service network in order to deal with congestion at intermodal terminals and increase the 

offered service levels to customers by offering reliable services.  

 

4. Conclusions 

 

This research aims to encourage a modal shift away from unimodal road transport. On the one 

hand, the proposed integrated approach on intermodal routing aims at the inclusion of more 

planning flexibility by allowing transport requests to change its initially assigned long-haul 

service. Moreover, an integrated viewpoint allows to use more information when making 

intermodal routing decisions compared to a sequential approach. Such problem integration is only 

feasible if the parties involved in making these decisions are open to collaboration. Intermodal 

operators can use the proposed heuristic to optimize the utilization of their service network by 

changing some of their decisions in the future, for example when renegotiating transport contracts 

on slots to be purchased on different long-haul services.   
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Abstract: Truck platooning – trucks driving cooperatively together by usage of communication 

technologies – is expected to radically change the transportation system. As understood, it will 

provide societal and organizational benefits. While truck platooning is studied from an array of 

lenses, such as operational and technical perspectives, the organizational lens is still lacking. One 

of the organizational considerations that is important regarding truck platooning is the required 

collaboration. To be able to platoon, multiple actors in the system need to collaborate to share 

information and settle costs. The transportation system is competitive, which can make 

collaboration challenging. One of the critical factors that is hampering collaboration is the lack 

of trust. The concept of trust is hard to grasp and is implicit in nature. Therefore, a better 

understanding of the concept and the role of trust for collaboration needs to be created. In this 

paper, the concept of trust is discussed and a comprehensive framework of trust is presented. We 

discuss the role and importance of trust in relation to truck platooning as example for a system 

with high collaboration demands. To illustrate the role of trust on collaboration for truck 

platooning, we propose a simulation gaming approach. We conclude with directions for future 

research.  

 

Keywords: Trust, Collaboration, Truck platooning, Transportation system, Simulation Games. 

 

1. Introduction 

 

Accelerating the adoption of truck platooning, actors in the transportation system need to consider 

whether or not to collaborate. In our perspective, the transportation system is rather complex, 

consisting of a variety of actors (i.e. organizations) that interact with each other supported by 

technologies (Zijm & Klumpp, 2016). Furthermore, it is a dynamic system that is subjected to 

change (Simon, 1962) and highly competitive (Van de Voorde, 2005). Adoption of technological 

innovations, such as truck platooning, allows actors to compete (Heilig & Voß, 2017). While 

platooning, several trucks are connected via communication technology and sensors that enables 

truck drivers to have a short inter-vehicle distance. Additionally, by means of the sensor and 

communication technologies trucks can communicate the velocity and braking capacity. On the 

one hand, truck platooning can increase the road safety and efficiency (Alam, Besselink, Turri, 

Martensson, & Johansson, 2015). One the other hand, it can create opportunities for companies to 

decrease fuel consumption and optimizing driver times  (Janssen, Zwijnenberg, Blankers, & de 

Kruijff, 2015). Although truck platooning can provide certain advantages, it can also create a rise 

in complexity. Currently, truck companies establish a route planning for their own fleet. With 

platooning, routing needs to be coordinated via a truck platoon service provider (Bhoopalam, 

Agatz, & Zuidwijk, 2018), which not only provides advantages for the involved stakeholders, but 

can also bear the risk to increase miscommunication among actors in the system. Moreover, truck 
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companies may face the dilemma to collaborate with a competitor within a platoon, leading to 

competitive advantage for all included truck companies. To be able to cope with the increasing 

complexity and the need for collaboration in this network, trust becomes more important. Trust is 

a means to reduce complexity (Bachmann, 2001) and improve flexibility (Gulati & Nickerson, 

2008). Literature shows that the concept is hard to grasp and dichotomous. In the case of truck 

platooning, trust can emerge from various perspectives. For example, the truck driver trusts the 

communication technology (i.e. personal trust from a technological perspective) or there is general 

trust that regulations are in place to platoon (i.e. institution-based trust from an actor perspective). 

Studies on trust in the transportation and logistics field are slowly emerging (Olesen, Hvolby, & 

Dukovska-Popovska, 2013). Although these studies provide an insight on the importance of trust 

in the transportation field, there is still a lack of understanding what role trust plays as well what 

its key characteristics are. We are aware that in a complex system multiple factors (e.g. risk, power, 

reputation) can influence collaboration, yet in this paper we primarily focus on the relation between 

trust and collaboration when platooning. The objective of this paper is to provide an understanding 

of the role of trust in the transportation system when technological innovations are implemented. 

In section 2, we elaborate on the trust concept and provide a comprehensive framework that 

distinguishes the key characteristics of the various trust concepts in related literature.  

Subsequently, we discuss the concept of trust in relation to truck platooning to show the importance 

and need for trust regarding this innovation. As trust is a hard concept to capture, we propose a 

simulation gaming methodology to study this concept in a complex, socio-technical system. We 

conclude with a discussion of our results and directions for future research.  
 

2. Defining trust 
 

Truck platooning, as aforementioned, can provide advantages for actors while at the same time 

lead to increased complexity, resulting in a changing role of trust in the system. Trust is a relational 

mechanism that first of all can improve the flexibility of actors and reduce negotiation costs 

(Bachmann & Zaheer, 2008; Gulati & Nickerson, 2008). In other words, when forming a platoon, 

e.g. organizing the order of trucks in a platoon, trust can reduce the negotiation time among truck 

companies. Acknowledging that contracts are determined upfront, in order to form a platoon, trust 

can complement this formal mechanism (Gulati & Nickerson, 2008). Trust, as understood, is a 

mechanism to reduce complexity (Lewis & Weigert, 1985; Sitkin & Roth, 1993) and can lead to a 

decrease of negotiation effort and time. For example, a truck driver expects that the platooning 

technology will operate as intended and partially gives the control about the truck out of hand. In 

such a case, the truck driver is able to cope with this risk because his/her level of trust in the 

technology is higher. Following another definition, trust is described as a mechanism that can 

enable collaboration, but also being a risky undertaking (Luhmann, 1979) where actors share an 

experience that leads to an increased knowledge about the actors (Lewicki, 2006). Furthermore, 

trust is described as a dynamic social phenomenon that implicitly takes place (Zucker, 1986). Trust 

can moreover be conceptualized as an expectancy that occurs across different situations (Figure 1) 

and that can have different potential gains or losses (Puranam, Vanneste, & Vanneste, 2014). 
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Figure 13 : A conceptual framework of the various trust concepts 

 

An actors expectancy can be twofold: (1) trust in actors and (2) trust in technology (Mcknight, 

Carter, Thatcher, & Clay, 2011). The expectancy of an actor can be based on emotional (e.g. 

affections), cognitive (e.g. reasoning) and behavioral (e.g. act) processes (Lewis & Weigert, 1985; 

Seppänen, Blomqvist, & Sundqvist, 2007). Trust implicitly occurs in exchanges or relations and 

can be grounded on a variety of key characteristics. The various concepts of trust have their own 

characteristics and can influence each other. Personal trust is mostly based on psychological 

processes whereas system trust is based on a generalized expectancy and institutional 

arrangements (Seppänen et al., 2007). It should be acknowledged that trust is embedded in an 

individual, i.e. as initial trust (Mcknight, Cummings, & Chervany, 1998). Moreover, not every 

interaction requires the same level of trust (Hattori & Lapidus, 2004) and trust is not necessarily 

reciprocal (Lewis & Weigert, 1985). To illustrate, a truck driver from company X may not trust a 

distinct truck driver from company Y, nonetheless the truck driver trusts company Y in general. It 

can even be the case that one actor trusts another actor in a specific context and not in the other. 

For example,  company W might trust in company V’s capacity to timely deliver commodities in 

the national, but not in an international network. As aforementioned, trust can play a vital role in 

enabling collaboration. Yet, trust does not directly affect the decision to collaborate but influences 

the willingness to collaborate (Puranam et al., 2014).  
 

3. Collaboration, Trust and Truck platooning 

 

The concept of truck platooning has, although still relatively new, already received a lot of 

attention from practitioners and researchers. Various scholars have examined truck platooning 

from an array of lenses, e.g. planning and technology (Bhoopalam et al., 2018). Although these 

studies provide valuable insights into the complexity of truck platooning, the organizational lens 

is still lacking. Adopting innovations can be accompanied by organizational changes (Volkoff, 

Strong, & Elmes, 2007) and we assume this is also the case with the adoption of truck platooning 

in the transportation system. For instance, when platooning truck companies need to align plans in 

order to transport goods instead of planning on their own. To enable collaboration trust is vital 

(Hattori & Lapidus, 2004). Various trust concepts can be distinguished that are related to the 

implementation of truck platooning, as shown in table 1. The table illustrates that trust plays a role 
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on different levels of the innovation of truck platooning. In our study, we focus on organizational 

trust, as we are interested in the trust of and between organizations as mediator for collaboration.  

 
Table 4 : Different concepts of trust that can occur in relation to platooning 
 Trust in Actors Trust in Technology 

Personal trust The expectancy of a truck driver in the 

capabilities of another truck driver to 

operate the platooning system. The 

truck driver ground its expectancy on 

the characteristics of other the truck 

driver.  

The truck driver expects that the 

technology can be used as it is intended 

to do so and will be easy to use.  

 

Organizational trust A truck company expects that other 

truck organizations will arrive on time 

to start platooning (i.e. fulfill 

obligations) and does give the right 

information, such as load weight, in 

order to establish the most optimal 

platoon (i.e. does not behave 

opportunistically) 

A truck company expects that the truck 

platoon technology will provide 

efficiency for their operations (i.e. 

functionally) and will operate reliable 

without failing.  

 

Institution-based trust Actors (e.g. OEMs, Truck company) in 

the transportation system expect that 

regulations are in place and where they 

can rely upon while platooning on the 

road.  

There is an expectancy of truck 

organization that the truck platoon 

service provider has contextual 

conditions (regulations, contracts) in 

place in order to plan a platoon trip. 

System trust A generalized expectancy that road 

transportation by means of truck 

platooning is in proper order and is 

functioning according to the safeguards 

(e.g. legal requirements) 

There is a generalized expectancy that 

the technology of truck platooning is in 

order. 

 

Trust from an organizational perspective can be defined as “the expectation that an  actor can be 

relied on to fulfill obligations, will behave in a predictable manner, and will act and negotiate fairly 

when the possibility for opportunism is present” (Zaheer, McEvily, & Perrone, 1998, p. 143). In 

other words, the expectancy of a truck company is based on whether or not another truck company 

will share the right information (e.g. the weight of goods) that is not benefiting their own company 

alone and will fulfill its obligations regarding the agreements that were made. This can also be the 

case when implementing an innovation such as truck platooning. When platooning, planning 

transcends the organizational boundaries, and a variety of information (e.g. technical, financial) 

needs to be shared with other stakeholders, as summarized in figure 2.  
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Figure 2 : Information that needs to be shared among truck companies 

 

Actors that are willing to collaborate can have mutual benefits, such as dealing with complexity 

and reducing costs (Dodgson, 1993). Currently, truck companies plan their own transportation. 

Yet, with truck platooning truck companies need to share information that they normally do not 

share, e.g. acceleration/deceleration information of their vehicles (Koorn & Verhaart, 2017). Trust 

in this case becomes vital to answer a number of challenges related to innovation and collaboration. 

First of all, technological innovations are becoming more and more sophisticated. Consequently, 

communication and sharing information can become harder and mistakes can be made which can 

possibly impact the collaboration. Secondly, planning of transportation of goods can increase in 

complexity because it will transcend organizational boundaries and calculate predictions by the 

actors in the system can be hard to define (Bachmann & Zaheer, 2008). As understood the transport 

margins are rather low and the system is fragmented with small and medium sized actors as well 

as global actors which strengthens the competitiveness. Each of the actors deploys its own tools 

for competitive advantage (Meersman, Voorde, & Vanelslander, 2010). Collaboration in this 

dynamic and competitive environment can be hard to achieve. To illustrate, truck companies need 

to consider with whom they want to platoon. Finding a suitable match a truck platoon service 

provider (Bhoopalam et al., 2018) can be used where for instance trip information is shared. To 

establish a platoon truck companies are faced with organizational considerations, such as idling 

time to start platooning, sequence of a platoon and sharing commercially sensitive information. In 

enabling collaboration and overcoming abovementioned organizational considerations, trust is an 

important relational mechanism.  

 

4. Studying trust by means of Simulation Games 

 

Trust is a dynamic phenomenon that implicitly takes place across various situations. In our 

perspective, simulation games represent a suitable method to research trust in a complex system 

such as the transportation domain. Simulation games allow researchers to make processes and 

structures in complex systems more understandable (Kriz, 2003) and a social phenomenon such as 

trust can be represented (Lukosch, Bekebrede, Kurapati, & Lukosch, 2018). According to 

Seppänen et al. (2007) studies on trust are approached from various research lenses each with their 

own methodology. On the one hand, this can lead to a broad view of trust as a complex construct. 

On the other hand, such approach also causes some challenges. One of the challenges is related to 

the concept of how to measure trust, as discrepancies can occur between the theoretical focus and 
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the actual measurement of the construct, i.e. when the theory is focused on the organizational level 

and trust is measured on an individual level (Seppänen et al., 2007). Subsequently, to generalize 

and validate results, studies should be able to be replicated as well as studied across different 

situations. In our perspective, simulation games allows researchers to replicate experiments 

(Lukosch et al., 2018) as well as focusing on a particular level of trust. A game provides a safe and 

experimental environment and by usage of specific game mechanisms (e.g. role descriptions), trust 

can be researched from a specific level.  It is expected that players, such as transportation experts, 

behave in the game almost the same as in reality (Peters, Vissers, & Heijne, 1998). To examine 

the role of trust on collaboration in the case of truck platooning, a simulation game is designed. 

Based on the Triadic Game Design (TGD) Philosophy (Harteveld, 2011) the Trust Game is 

designed where a trusted and distrusted environment is created. This design approach proposes to 

balance the three aspects reality, meaning and play to create valid, purposeful and enjoyable game 

experiences. For the development of the game, first the transportation system is analyzed to deploy 

the various interactions and information streams among actors. This relates to the reality aspect of 

the game as defined in the TGD approach.  Following from the analysis and a literature study on 

trust, the purpose of the game is defined, relating to the meaning aspect of the game following 

TGD. In other words, the game addresses the question why it is beneficial for transportation and 

logistics experts to have a certain level of trust as well as what the benefits of such a relational 

mechanisms are. To create a game where trust can be examined, certain game mechanism such as 

role descriptions and strategy cards are used, representing the play aspect of the TGD method. The 

game mechanisms allow us to abstract reality aspects into the game world and to create an 

experimental environment where trust and distrust takes place. As trust is an ambiguous concept 

that is hard to grasp it is not only useful to understand the role of trust but also to create awareness 

among practitioners for its relevance when it comes to innovation implementation and 

collaboration. The game can be used for both ends.  

 

5. Conclusion and Future outlook 

 

Innovations, such as truck platooning, have received a lot of attention by researchers and 

practitioners (Bhoopalam et al., 2018; van Ark et al., 2017), yet the organizational perspective and 

its importance is underdeveloped. In our perspective, more research needs to be done towards the 

organizational perspective of trust in innovation processes. As shown in this paper, trust as a 

mechanism becomes important when implementing an innovation in the transportation system. 

Trust as a concept has a dynamic character that varies across situations and levels. By clarifying 

the concept, a better understanding can be created on the relation between trust and collaboration 

in a complex system when adopting an innovation. We are aware that multiple variables (e.g. risk, 

power) can be of influence on collaborative relations in the system. Additionally, the system 

consists of a variety of actors (e.g. local, global) that can have a different organizational culture. 

Yet, as the concept of trust and its role in this system is still underdeveloped, first the relation 

between trust and collaboration should be deepened before relating it to other multifaceted 

concepts.  

 

Researching this social phenomenon, we propose simulation gaming as a suitable and powerful 

research method. By developing a simulation game, the relation between trust and collaboration 

can be examined. Grounded on related work, a theoretical model is developed that hypothesizes 

the relation between trust and collaboration in a complex system. This theoretical model is tested 
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and used as a basis for the game. Using the Triadic Game Design Philosophy, proposed by 

Harteveld (2011), we are currently developing a game that is an abstraction from the ‘real world’ 

(i.e. the transportation system). Within the game, we can develop a future scenario where truck 

platooning is the main mode of road transportation. This way, we are able to address trust from an 

organizational level. Furthermore, by playing the game transportation experts can retrieve valuable 

insights regarding the importance of trust and the changing nature of collaboration when 

implementing innovations such as truck platooning. In future research we will continue the 

development of the game based on a theoretical model explaining the relation of trust and 

collaboration in a complex system. By designing and conducting game-based experiments, this 

theoretical model can be tested. The results from these game experiments can help to research and 

create awareness of the role of trust in relation to collaboration and innovations. In particular, 

organizational policies regarding the adoption of innovations such as truck platooning can be 

defined.  
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Abstract: Long-distance person transport contributes significantly to the GHG-emissions of all 

person transport. The EU aims for reducing the emissions by inducing a significant modal shift to 

the train, raising its market share to at least 50% on medium distances in 2050. This implies that 

the current share has to be multiplied by four. The paper examines the impact of significant modal 

shifts on the GHG emissions of long-distance transport by Europeans. The impact is estimated for 

three scenarios, a) no modal shift (trend), b) doubling train use, and c) larger shifts that give the 

targeted 50% market share. The basic assumption is that the probability of a modal shift to the 

train is higher when the appropriateness of the train compared to the currently used mode is better. 

Therefore, different modal shifts are assumed for different segments of the long-distance travel 

market, indicating different standards of the train mode compared to the best performing 

alternative. In the segment where the train currently is inferior, no shift is assumed. The main 

result is that the potential for reducing emissions in long-distance travelling is limited. It is unlikely 

that reductions larger than 20% can be achieved. The main reason is that the segment where the 

train is inferior includes the majority of the mileage and emissions of long-distance travel. 

Moreover, it is the fastest growing segment. If a reference is made to only the segments where the 

train is competitive,  the possible reductions are significantly larger. 

 

Keywords: “GHG emissions”, “modal shift”, “long-distance travel”, “Europe”. 

 

1. Introduction 

 

Climate change is considered as a threat for the quality of living. The EU and other countries 

agreed to limit global warming to below 2% (EC, 2011, UNFCCC, 2015). This objective requires 

a drastic reduction of greenhouse gas emissions up to 80-95% below the 1990 level. The aim is to 

achieve this reduction by 2050. In some sectors, achieving a large reduction is simpler than in 

other sectors. In the transport sector a lower reduction of at least 60% is targeted, compared to the 

1990 level. When compared to 2008, the reduction should be at least 70%. Since then, energy use 

for transport in Europe decreased somewhat, thanks to the economic recession (Faberi et al., 2015), 

but this decrease will not reflect the long-term trend. 

It is expected that this immense reduction cannot be fully achieved by making vehicles more 

resource-efficient and using cleaner fuels. Moreover, curbing mobility is not an option for the EU 

(EC, 2011). The policy is to induce a shift to larger energy-efficient vehicles that carry combined 

volumes of freight or passengers. This means in the case of freight transport a shift from road to 

rail or water, and in the case of passenger transport a shift from car to the collective modes bus or 

train. The airplane is also a large vehicle for collective transportation but it is significantly less 

resource-efficient than bus or train (IEA, 2014). 

                                                 
1 Delft University of Technology, Transport & Planning Department, c.d.vangoeverden@tudelft.nl 
2 Delft University of Technology, Transport & Planning Department 
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Concentrating on passenger transportation, the trend is an increase of the environmental burden. 

In the Western European countries, the increase can be fully explained by an increase in long-

distance travelling. While the volume of short-distance travelling is stable, long-distance travelling 

is growing rapidly, particularly travelling by the energy-inefficient airplane (Frick and Grimm, 

2014, Van Goeverden et al., 2016). The EU aims at a large shift in inter urban transport to rail. In 

2050 the train should have a market share of over 50% in medium-distance transport (EC, 2011). 

This is a very ambitious target, considering that the current share is just a fraction. Defining 

medium distance as 100-1000 km, we estimate a train share of 14%, using the data that will be 

described later in the paper. 

This target rises the questions how such a large modal shift can be achieved and which  

bottlenecks in the current railway network have to be solved in order to provide the capacity needed 

for the enlarged demand. These questions regard the feasibility and the cost of the policy. Another 

relevant question is to what extent the GHG-emissions of long-distance passenger transport will 

be reduced when the targeted modal shift to the train would be achieved. This question regards the 

benefits of the policy. The paper discusses the latter question: what are the benefits of a large 

modal shift to the train in terms of reduced GHG-emissions of long-distance passenger transport? 

The analysis includes an estimation of the current travel volumes and emissions of the long-

distance modes and a prediction of the volumes and emissions in 2050 in three scenarios. Section 

2 explains the method for estimating the impact of the modal shift on the travel volumes. Section 

3 discusses the data and other input are used for assessing the travel volumes and the emissions. 

Section 4 presents the travel volumes and emissions in the case of autonomous development. The 

potential of modal shifts is discussed in Section 5 and summarized in the concluding Section 6. 

 

2. Some principles for the estimation of the travel volumes 

 

The GHG-emissions connected with long-distance travel are estimated for 2017 and predicted for 

2050. The development between 2017 and 2050 depends on the trends in travel volumes by mode 

and the reduction in the modal emission factors (emission per person km). This section discusses 

some principles for the calculation of the travel volumes. 

The predictions of the impact of a modal shift on travel volumes start from the assumption that the 

probability of a modal shift to the train is not equal for all non-train journeys. This means that the 

impact of a significantly enlarged train share on the emissions cannot simply be calculated by 

randomly assuming a shift to the train for a (sufficient) number of long-distance journeys. We 

assume that a shift to the train is more likely to happen when the appropriateness of the train 

compared to the currently used mode is better. Modal shift policy will then be relatively effective 

for journeys where the train is a good alternative. The potential for reducing emissions by inducing 

a modal shift to the train depends on the relative contribution to the emissions of journey segments 

where the train is a good or poor alternative. 

The estimation of the impact of the modal shift on travel volumes is performed for a number of 

market segments with a homogeneous standard of the train mode. We assume the segments that 

are defined by Van Goeverden et al (2019). They broke down the long-distance travel market into 

the next five segments: 

 

1: The standard of the train is inferior to at least one alternative, 

2: The standard of the train is poor compared to the best performing alternative, 

3: The standard of the train is roughly comparable to the best performing alternative, 
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4: The standard of the train is better than the best performing alternative, 

5: The standard of the train is superior to all alternatives. 

 

The definition of the segments is based on travel distance, type of origin and destination locations, 

the need to cross an important sea barrier, car availability, and number of persons travelling 

together. Table 1 shows how the five segments are derived from these variables. Crossing the 

defined categories of the variables produces a large number of elementary segments with journeys 

where the train has a certain standard. The standards are indicated by a number: 1 is inferior, 2 is 

poor, 3 is common, 4 is good, and 5 is superior. Clustering of the elementary segments with the 

same standard produces the five defined segments. 

 
Table 5 : Elementary segments with standards of the train; source: Van Goeverden et al (2019) 

  Car available No car available 

 Number of travellers One Two 3-14 ≥15 One Two 3-14 ≥15 

Distance Origin Destination         

100-200 

km 

Core 

city1 

Core city1 4 4 3 3 5 5 5 3 

Suburb 3 3 3 3 5 5 5 3 

Rural 3 3 2 2 5 5 5 2 

Suburb Core city 4 3 3 3 5 5 5 3 

Suburb 3 3 3 3 5 5 5 3 

Rural 3 2 2 2 5 5 5 2 

Rural Core city 4 3 3 2 5 5 5 2 

Suburb 3 3 2 2 5 5 5 2 

Rural 3 2 2 2 5 5 5 2 

Sea barrier >20 km 3 3 3 3 5 5 5 3 

200-1200 

km 

Core city Core city 4 4 4 3 4 4 4 3 

Suburb 4 3 3 3 3 3 3 3 

Rural 3 3 2 2 3 3 3 2 

Suburb Core city 4 4 3 3 3 3 3 3 

Suburb 4 3 3 3 3 3 3 3 

Rural 3 3 2 2 3 3 3 2 

Rural Core city 4 4 3 3 3 3 3 3 

Suburb 3 3 3 3 3 3 3 3 

Rural 3 2 2 2 3 3 3 2 

Sea barrier >20 km 3 3 3 3 3 3 3 3 

1200-

2000 km 

No sea barrier >20 km 3 3 3 3 3 3 3 3 

Sea barrier >20 km 2 2 2 2 2 2 2 2 

>2000 km All 1 1 1 1 1 1 1 1 

1: city >200.000 inhabitants 
 

The segment definition includes an upper limit of 2000 km for the train market; the standard of 

the train is assumed inferior for longer trips. The upper limit would be enlarged if an overnight 

high-speed train network would be introduced, as is proposed by the UIC (2013). The distance 

range served by night trains is larger than that for day trains because of the more efficient time use, 

moving when being asleep. An overnight high-speed train network would increase the upper limit 

of distances where the train is competitive to ca 3000 km. The analyses in the paper will be done 

for two classifications of the travel market, one with an upper limit of 2000 km (no overnight high-

speed train service), the other with a limit of 3000 km (with an overnight high-speed train service). 

The predictions for 2050 are made for three scenarios (with each two variants: without or with an 

overnight high-speed train network). One scenario assumes no policy on modal shift and is 
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indicated as Trend scenario or Scenario T. The second scenario assumes a powerful policy that 

doubles the train market share but still fails to achieve the targeted 50%. This scenario is indicated 

as Doubling train use scenario or Scenario S1. The third scenario assumes an even stronger policy 

that succeeds in achieving the targeted 50% market share of the train. This is indicated as Major 

shift scenario or Scenario S2. The differences in the outcomes for S1 or S2 compared with T 

represent the impacts of the modal shift. 

The analysis focusses on the impacts of a modal shift and ignores other changes in travel behaviour 

that might result from policies that make the train more competitive, like changes in destination 

choice. The latter can both counteract and enhance the direct modal shift impacts on the GHG 

emissions. 

 

3. Data and assumptions for the predictions 

 

The analyses include the prediction of travel volumes and CO2 emissions in 2050 for the different 

scenarios. These need data about the current travel volumes and emission factors, and assumptions 

about the predictions for 2050. The ‘current’ volumes regard 2017, the most recent year for which 

statistics are available at the time of writing the paper. This section discusses the data and 

assumptions behind the estimates for 2017 and the predictions for 2050 in the case of autonomous 

development (Trend scenario). 

 

3.1 Travel volumes 

 

Volumes in 2017 

The major source are the databases of the DATELINE project (2001). DATELINE was a survey 

on long-distance travelling by EU residents, carried out in 2001 and 2002 in the 5th Framework 

Programme of the EU. The survey covered all 15 EU-countries at that time and Switzerland. 

Several studies found that daytrips and journeys on relatively short distances (<400 km) were 

largely underreported by DATELINE respondents (Hautzinger et al., 2005; Kuhnimhof et al., 

2009). In order to correct for this, expansion factors were developed (Van Goeverden et al., 2016) 

that are used in addition to the original data for assessing travel volumes. 

The DATELINE-data give volumes for 2001. A more recent European-wide survey on long-

distance travelling is not available. We estimated volumes for 2017 by updating the DATELINE 

data. The update was based on figures on per capita mobility and on population. Mobility trends 

were derived from statistics on the trends in tourism and patronage of long-distance travel modes. 

Airplane statistics were derived from Eurostat (1), train statistics from Amadeus (2017), and 

statistics on modal use by tourists from Eurostat (2). The statistics show that, per capita, air travel 

increased significantly, bus patronage decreased, trips by train increased marginally while the 

kilometres travelled with this mode had a weak opposite trend (indicating a concentration on 

relatively short distances), and the usage of the car was stable. Factors for updating the 2001 figures 

were produced by mode, country of residence, journey type (domestic, international within 

Europe, intercontinental), distance class, and trip purpose. 

The analysis of the paper is limited to travel by the residents of 9 Western European countries 

surveyed in the DATELINE project; these are the countries where the DATELINE-survey was 

conducted on household level. In the other surveyed countries, with the survey on person level, 

essential information is missing (viz. the number of travellers in a journey, one of the most 

influencing variables for modal choice and used for the definition of the segments). The 9 countries 
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included are: Austria, Flanders, Germany, Ireland, Italy, Luxemburg, the Netherlands, Sweden, 

and the United Kingdom. Most of the Mediterranean countries are excluded, including those where 

the bus is the dominant public transport mode for long-distance trips. The included countries will 

not be fully representative for Europe, but will represent Western Europe fairly well. 

 

Predictions for 2050 

Journey volumes in 2050 (Trend scenario) are predicted by extrapolating the observed trends per 

capita between 2001 and 2017, with a number of exceptions. The negative trends for the bus and 

the train for longer distances (> 700 km crow-fly) are assumed not to be continued; a stable number 

of journeys per capita is assumed. Liberalization of the long-distance bus market might stop the 

negative trend in bus travel, and the for decades ongoing discontinuation of train services on the 

longer distances might be finalized with the recent discontinuation of the night train services in 

Germany and France. In the case of the fast growing air and cruise ship modes, the observed annual 

growth between 2001 and 2017 is assumed to continue to 2030 and then to be halved between 

2030 and 2050. The so predicted reduced growth of air travel is in line with predictions of the EC 

(2016). 

In the case an overnight high-speed train network would be introduced, some additional 

assumptions have to be made for the predicted volumes by train in the distance range served by 

this network (1300-3000 km). The introduction of the network will affect the standard of long-

distance train services and, as a result, modal choice. The DATELINE data demonstrate that the 

2001 market share of the train for international journeys on typical overnight conventional train 

distances (1000-1400 km) was between 4% and 8%. Because in this distance range still trips by 

day trains will contribute somewhat to this share, we assume for international connections shifts 

of 5% from the airplane for the distances where the overnight high-speed trains are most 

competitive (1500-2000 km) and somewhat smaller shifts on other distances in the range of 1300-

3000 km. For the small number of domestic connections in this distance range, we assume impacts 

that are three times larger, considering that the probability that the train is chosen is for a domestic 

journey about three times that for an international journey, controlled for journey distance and a 

large number of other variables (Van Goeverden and Van Arem, 2010). Only shifts from the 

airplane are assumed, because the airplane is for these large distances by far the most important 

competitor of the overnight trains. 

Obviously, predicting trends in travel volume in such a large period is highly uncertain. We 

estimated margins of the predicted values by analysing two alternative trends. One regards a 

relatively small growth of journey numbers, assuming that the growth will be just half of the 

initially predicted growth under the condition that the number of journeys in 2025 will be at least 

10% lower than the predicted number. This means in the concrete, that the growth of the fast 

growing international air transport and cruising will be halved, and that the other modes with an 

expected rather stable development will have 10% less journeys. The second alternative trend 

assumes a relatively large growth. The assumed growth is for fast growing modes 50% higher than 

the expected growth, and for the other modes (expected growth <10%) 10% more journeys than 

initially predicted. The margins are country-specific; they depend on the observed growth for 

residents of a country between 2001 and 2017. 
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3.2 Emission factors 

 

Emissions in 2017 

The main sources for the emission figures in 2017 are Knörr and Hüttermann (2016) and Otten et 

al (2014). Figures for vessels are missing in these studies. Figures for ferries are derived from 

Carbon Independent (2009), carbon emissions of sea cruises are based on Howitt et al. (2010). In 

this paper, we use GHG-emission figures that are expressed in CO2 equivalents. These include the 

emissions of other greenhouse gasses. The radiative forcing impact of these gasses is particularly 

high in the high atmosphere, implying that the CO2 equivalents are for the air mode significantly 

higher than the CO2 emissions. 

 

Predictions for 2050 

Figures for 2050 are derived from predictions by the EC (2016) on the developments in the energy 

efficiency by mode and the carbon intensity of both the energy demand by the transport system 

and the production of electricity. The predicted increase in the energy efficiency between 2017 

and 2050 ranges from 10% for shipping to 50% for air travel. The predicted decrease of the carbon 

intensity is 5% for the transport energy demand in general, and 70% for the production of 

electricity. The latter implies a vary large reduction of CO2 emissions by electric modes, which 

are particularly the train (almost all long-distance train services are electric hauled) and a small 

but increasing part of the road modes. 

In order to cope with uncertainty connected with predictions so far ahead, we assume margins 

around the 2050 figures that reflect either a 50% lower or a 50% higher decrease. 

Table 2 lists the calculated figures for 2017 and 2050 with the 2050 margins between brackets. 

 
Table 2 : GHG emission factors expressed in CO2 equivalents per person km by mode 
Mode Type of journey 2017 2050 

Car Holiday, other private 106 68 (48-87) 

 Business, commuting 191 122 (87-156) 

Bus, coach  33 27 (24-30) 

Train  20 5 (1-13) 

Autotrain  80 21 (2-50) 

Airplane < 1000 km 306 192 (135-249) 

 1000-3000 km 210 132 (93-171) 

 ≥ 3000 km 190 119 (84-155) 

Ferry, footpassenger  100 87 (81-94) 

Ferry with car  350 306 (284-328) 

River cruise  200 175 (162-187) 

Sea cruise  350 306 (284-328) 

Other  135 115 (105-125) 

 

4. Travel and emission volumes in the case of autonomous development 

 

Table 3 presents the estimated (2017) and predicted (2050) travel and GHG emission volumes for 

each segment with a certain standard of the train; the travel volumes are both in terms of journey 

numbers and mileage. The volumes regard the long-distance journeys of the residents of the 9 

countries reported in Section 3.1. Journeys are defined as round trips. Figures for 2050 include 

both the cases without and with introduction of an overnight high-speed train network (with upper 
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distance limits of 2000 km and 3000 km respectively for a competitive train standard). Travel 

volumes are indicated for 2001 as well, because these are used for assessment of the trend. 

The table includes the volumes of the journeys by train. The journey numbers by train regard the 

journeys where the train is the main mode, mileage and emissions by train regard the trip stages 

where the train is used, either as the main mode or as an access/egress mode. In the segment where 

the train is inferior, most of the estimated kilometres and emissions by train relate to access/egress 

trips. 

The upper and lower margins for the 2050 figures have about the same size for most volume figures 

and are indicated as one margin which is a rounded figure between the two margins. The 

exceptions are the train emission figures where the upper margins are substantially higher; then 

both margins are indicated. The emission margins indicate the situation of either low travel growth 

combined with large decrease of all emission factors, or high travel growth combined with small 

decrease of all emission factors. Because two extremes are combined, the emission margins are 

relatively large. 
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Table 3 : Long-distance travel and emission volumes by defined segment 
Year 2001 2017 2050 (trend) 

Distance limit 2000 km 2000 km 2000 km 3000 km 

Indicator, 

train standard 

All 

modes 

Train All 

modes 

Train All 

modes 

Train All 

modes 

Train 

Journeys (million) 1657 201 1830 228 2325 

(±500) 

296 

(±60) 
2325 

(±500) 

304 

(±60) 

    Train inferior 4% 0% 5% 0% 9% 0% 5% 0% 

    Train poor 36% 11% 35% 10% 32% 10% 34% 11% 

    Train common 40% 36% 39% 36% 38% 35% 39% 35% 

    Train good 18% 41% 18% 41% 17% 41% 17% 40% 

    Train superior 3% 13% 3% 13% 3% 14% 3% 13% 

Kilometres (billion) 1836 120 2420 132 4319 

(±1050) 

177 

(±35) 

4320 

(±1050) 

215 

(±45) 

    Train inferior 40% 2% 47% 2% 57% 4% 45% 2% 

    Train poor 23% 13% 19% 13% 15% 13% 22% 20% 

    Train common 26% 39% 23% 38% 20% 38% 25% 41% 

    Train good 11% 39% 9% 39% 7% 37% 7% 31% 

    Train superior 1% 7% 1% 8% 1% 8% 1% 7% 

Emissions (million 

ton CO2 equivalents) 

  401 2,7 498 

(±250) 

0,9 

(01-2,6) 

494 

(±250) 

1,1 

(0,1-3,2) 

    Train inferior   55% 2% 63% 4% 49% 2% 

    Train poor   15% 13% 12% 13% 20% 20% 

    Train common   21% 38% 18% 38% 24% 41% 

    Train good   8% 39% 6% 37% 6% 31% 

    Train superior   0% 8% 0% 8% 0% 6% 

 

The table shows that most journeys belong to the segments with a poor or common train quality. 

However, the majority of the kilometres are made for journeys in the segment with an inferior train 

quality, and an even larger share of the emissions is produced by journeys in this segment. 

Moreover, it is the fastest growing segment. The shares of the segments where the train is good or 

superior are small and decreasing. Another observation is that the emissions are expected to 

increase despite assumed reductions in the emission factors. Only if the growth of long-distance 

travelling is significantly smaller than expected and/or the reduction in emission factors is 

significantly larger than expected, a decrease of emissions can be achieved. 

 

5. Potentials for GHG reduction by modal shifts to the train 

 

In this section the potential for GHG reduction by modal shift is estimated for the two scenarios 

that assume a strongly increased market share of the train in 2050. The first step is to predict the 

travel volumes by mode in the two scenarios. The prediction is performed for each of the five 

segments with certain standards of the train mode. It is assumed that in the segment where the train 

is inferior no modal shift can be achieved; this means that the travel volume (and emission) in this 

segment is unchanged compared to the Trend scenario. In Scenario S1 (doubling train use) the 

train market share of the train doubles in each of the four other segments. The increase of train 

patronage is the result of shifts to the train from all other modes assuming that the propensity that 

a traveller will shift to the train in a certain segment is equal for each mode. The result is an overall 

increase of the train market share to 30% in medium-distance transport (100-1000 km). In Scenario 

S2 (major shift) where the impact has to result in the targeted train share of at least 50% on medium 

distances, multiplying the train share by 3-4 in each segment is not possible because the share 
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would exceed 100% in some segments. The scenario assumes shifts of a defined proportion of the 

non-train journeys to the train which is higher for the segments where the competitiveness of the 

train is higher and is equal for the different modes. The assumed proportion of shifted journeys is 

25% for the segment where the train quality is poor, 50% for the common segment (where the train 

quality is comparable to that of the best performing alternative), 75% for the segment where the 

train quality is good, and 100% for the segment where the train is superior. These shifts result in 

an overall train market share of 53% in medium-distance transport. The scenarios are visualized 

in Figure 1. The figure regards the situation of no overnight high-speed train network. 

 

 
Figure 14 : Predicted train market shares by segment in the Trend scenario and the two scenarios-

with-modal shift;  S1: Doubling train use, S2: Major shift to the train 
 

Figure 2 shows the impact of the modal shifts on the mileage by travel mode, again for the case 

without an overnight high-speed train network. In the case the train share is 100% (S1 and S2 in 

the superior segment), still some kilometres are travelled with other modes; these regard the access 

modes to the train. 
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Figure 2 : Modal splits (mileage) in 2050 by train segment and scenario 

 

The impacts on the mileage by train are naturally large. The total impact is more than doubling in 

S1 and more than quadrupling in S2. In S2 the train is the second most important mode, but still 

far behind the always dominant airplane. 

Table 4 shows the predicted increase or decrease of the GHG emissions between 2017 and 2050 

and the impact of the modal shifts to the train (comparing S1 and S2 to the Trend scenario). The 

latter are the key result of this paper. Results are presented for both all long-distance journeys and 

the journeys in the four segments where the standard of the train is not inferior and the train is 

more or less competitive (indicated as train-sensitive segments). These include all journeys <2000 

km or <3000 km, depending on the assumption with respect to an overnight high-speed train 

network. Comparison for the train-sensitive segments is not useful in the case the segment 

definitions differ, that is comparing 2017 with 2050 assuming an overnight high-speed train 

network. The predicted developments between 2017 and 2050 are highly uncertain; the uncertainty 

is indicated by margins below the predicted figures. The margins assume either a significantly 

lower travel growth combined with a significantly larger decrease of emission factors than 

predicted, or a significantly higher travel growth combined with a significantly smaller decrease 

of emission factors. These uncertainties do not apply when comparing the 2050 figures (S1 or S2 

to Trend). 

 
Table 4 : Impacts of trends and modal shifts on the GHG emissions by long-distance travelling in 

2050 
  Compared to 2017 Compared to Trend 

Scenario 

(2050) 

Upper distance 

limit train-

sensitive segments 

All LD travel Train-sensitive 

segments 

All LD travel Train-sensitive 

segments 

Trend 2000 km +24% 

(-34% / +99%) 

+1% 

(-45% / +60%) 

  

3000 km +23% 

(-34% / +98%) 

   

Doubling 

train use 

(S1) 

2000 km +17% 

(-38% / +88%) 

-15% 

(-54% / +35%) 

-6% -16% 

3000 km +15% 

(-39% / +85%) 

 -7% -13% 

Major shift 

to the train 

(S2) 

2000 km +5% 

(-44% / +71%) 

-41% 

(-68% / -3%) 

-15% -57% 

3000 km -1% 

(-48% / +60%) 

 -20% -39% 

 

The emissions will likely increase between 2017 and 2050. The increase is the balance of higher 

travel demand (partly explained by population growth) and lower emission factors of the transport 

modes. The predicted increase is 24%. In the modal shift scenarios, the shift to the relatively 

energy-efficient train lowers the increase, but in both scenarios still an increase is predicted. Only 

in the case an overnight high-speed train network would be introduced, a very small decrease (-

1%) is predicted for the Major shift scenario. However, as result of the uncertainty of the 

developments in travelling and emission factors, in all cases a decrease or much higher increase 

can happen. Focussing on the train-sensitive segments, the results are quite different. There is 

hardly no increase predicted (+1%), while the modal shifts would affect a significant decrease 

which is particularly large in the Major shift scenario. 



BIVEC/GIBET Transport Research Days 2019 

151 

 

The potential of the modal shifts, expressed by the relative reduction in the 2050 emissions of 

long-distance travel, is limited. Doubling train use would reduce the difference only by 6% 

compared to the trend, or by 7% if a high-speed overnight train network is introduced. The larger 

modal shifts in the Major shift scenario induce significant larger but still limited reductions of 15% 

and 20% respectively. The rather small potential can be explained by the large share of emissions 

produced for the journeys in the segment where the train is inferior and no modal shift is assumed. 

Focussing on the train-sensitive segments, the potential is larger, 13-16% in S1 and 39-57% in S2. 

Particularly, the decrease effected in the Major shift scenario that meets the 50% train share target 

is substantial. 

 

6. Conclusions 

 

Long-distance person transport contributes significantly to the GHG-emissions of all person 

transport. Moreover, the emissions are increasing and are predicted to be ca 25% higher in 2050 

than in 2017. The emissions can be reduced by modal shifts to energy-efficient modes (bus and 

train) and the policy of the EU is directed at strengthening the position of the train. The analysis 

of the paper demonstrates that the potentials for reducing the GHG-emissions of long-distance 

travel by inducing modal shifts are limited. The reduction will likely not exceed 20% and could 

only in the case of very strong efforts in improving the European train system just offset the 

predicted trend. The main reason is that the majority of the emissions is produced by journeys 

where the system characteristics of the train make this mode inferior to other modes, particularly 

the airplane. Referring to only the market segments where the train is more or less competitive, 

the reductions are significantly larger. 

If we assume that the 70% reduction target of the emissions for transport (EC, 2011) is valid for 

long-distance travelling as well, the conclusion is that inducing a major shift to the train is by far 

insufficient to meet this target for this travel segment. In order to bring about larger reductions in 

the GHG emissions by long-distance travelling, policies that aim to induce a modal shift should 

be accompanied by policies that are directed at changes in destination choice. Then the EU should 

give up the principle that curbing mobility is no option. If a significant part of the intercontinental 

travellers by air could be persuaded to select the destination in the own continent, the emissions 

will be reduced significantly. Apart from a reduction as result of shorter distances, an additional 

reduction will be achieved because journeys shift from the segment where the train is inferior to 

train-sensitive segments which will affect modal shifts in favour of the train. 
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Best practice Without Evidence? Policy-based evidence-making in European 

sustainable urban mobility transfers 
 

Tom Becker1 
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Problem and research questions 

 

Urban sustainability, and more specifically sustainable urban mobility, has constituted a key focus 

of the European Commission, the Member States and cities in Europe ever since the late 1980s. 

This increased interest has led to the development of several European initiatives, dedicated to the 

transfer of experiences around ‘tested’ urban policies. What they all have in common is the idea 

that the urban problems that our cities are facing today could be solved relatively easily with the 

help of so-called ‘best practices’. Their underlying rationale is that cities can ‘learn’ how to make 

urban mobility more sustainable. Non-binding ‘soft policies’ and the related participative and 

collaborative policy tools should encourage policy-makers and city planners to communicate and 

share their scrutinized knowledge and thus to learn from and with each other. Experiences and 

knowledge about policies, arrangements, institutions and actors generally serve as evidence for 

proving the effectiveness and the efficiency of successful policy implementations. Best practices, 

thus resonates well with evidence-based policy-making.  

The general aim of this conceptual paper is to critically assess the rationale as well as the potential 

of such best practice transfers. More specifically, this paper addresses the striking absence of best 

practice conceptualisations in urban transport studies (a notable exception is Macmillan & Stead, 

2014) and what I perceive to be too simplistic an analogy between the concepts of evidence-based 

policy-making and best practice. It appears that urban transport literature’s apprehension of the 

function, the nature and the workings of best practices are in alignment with conventional ideas 

about evidence-based policy-making and evidence-based practice commonly developed in the 

fields of public policy studies, medicine or health-care.  

By providing a critical reflection on the role and the nature of evidence as well as the mechanisms 

behind evidence-making in best practice transfers, I intend to advance our knowledge on the ways 

in which evidence is constructed, used and facilitated in such transfer processes. Conventional 

conceptualisations of best practice appear suddenly flawed not only with regard to their underlying 

epistemological and ontological assumptions but also with regard to their understanding of the 

workings of policy transfer processes. As a result, I argue that the creation, dissemination and use 

of best practice should be understood as a discursive process in which very specific, policy-based 

forms of evidence are continuously constructed throughout a much broader policy-making process 

than conventional literature suggests and further facilitated by means of storytelling and 

prototyping. Drawing on insights from literatures on policy mobilities, policy failure, I argue that 

the production of evidence supporting best practice is in fact a political rationality spanning from 

                                                 
1  Ghent University, Department of Geography. Tom.Becker@UGent.be; University of Luxembourg Institute of 

Geography and Spatial Planning. Tom.becker@uni.lu 
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policy import to its export, and that ultimately evidence merely exists because it is grounded on 

exemplifying narratives.  

Following conventional literature on policy transfer (Dolowitz & Marsh, 2000), policy learning 

(Dunlop & Radaelli, 2013) and lesson-drawing (Rose, 1991, 1993), these best practice circulations 

are motivated by three assumptions: First, knowledge about successful urban policies is objective 

and can be captured rationally. Second, circulations happen freely across space and scale. Third, 

fixed policies and stringent transfer mechanisms allow for comparable policy results and thus 

learning. This implies both positivist ontology and epistemology. These transfers are subject to the 

assumption that rigorously established, objective scientific evidence allows stakeholders to 

rationally understand problems and identify policies and practices capable of improving policy-

relevant outcomes while at the same time reducing uncertainty and risks (Innes, 1996; Radaelli, 

2000; Peck, 2011). 

If we confront this conventional view of evidence-based policy-making with critical approaches 

grounded on constructivist and postmodernist ontologies and epistemologies, a different picture of 

evidence production and best practice workings emerges. Accordingly, the problem definition, 

borrowing and learning of policies and practices are also driven by social and political 

characteristics (Dolowitz & Marsh, 1996; Innes & Boher, 1999; Ettelt, Mays & Nolte, 2012; 

McCann & Ward, 2013). In other words, the problems as well as the solutions policy makers are 

seeking to address are constructed through different perspectives and social interpretations of the 

political actors involved (McCann & Ward, 2013). In this line of thought, policy-making goes 

beyond the identification, evaluation and use of research evidence, involving also a complex 

process of framing, reflection, brokering and collective assessment. Policy should thus be 

conceptualized as a discursive process that affects how evidence is used and what is used from the 

available evidence (Bulkeley, 2006; Head 2008; Greenhalgh & Russell, 2009), and are facilitated 

through storytelling (Cairney, 2017; Lowndes, 2016) or project prototyping (Sanderson, 2002). 

Under this premise, evidence constitutes individually constructed and embodied knowledge that is 

inextricable from social factors and manages to influence policy in diffuse and indirect ways. 

Against this background, the notion of ‘policy-based evidence-making’ characterizes more aptly 

the way ‘soft’ policy transfer of best practices are used to underpin constructed policies. 

Following urban policy mobilities (McCann & Ward, 2012, 2013) and policy failure (Sanderson, 

2002; McConnell, 2010), I argue moreover that best practice transfers culminate largely in unclear 

and unpredictable effects, mainly because their underpinning processes are complex, situated and 

dynamic. Second, positive and persuasive evidence is established because of plausibility and 

political practicality - two mutually independent causal mechanisms at work in the process of 

evidence making. Last, by accounting for more diverse knowledge types, the modernist 

polarisation between knowledge and non-knowledge blurs, thus enhancing the complexity and the 

political character of evidence production further. 

Consequently, the notions of evidence and evidence-making are fundamental for conceptualizing 

best practice. However, such an exercise should not be limited to the analysis of why and how 

evidence is constructed and how it is used in discursive, practice-oriented urban policy processes, 

as literature has suggested so far. It should include the questions of what evidence is used, when it 

is used and how this evidence construction is facilitated in voluntary best practice transfers, three 

aspects that have hitherto been neglected in urban transport studies.  
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Methodology 

 

My analysis is based on empirical evidence from European sustainable urban development 

programmes such as the European Urban Knowledge Network (EUKN), URBACT, and Urban 

Innovative Actions (UIA). The empirical evidence stems mainly from a desk research analysing 

programme and project reports, reports from capitalisation events, workshops and conferences, 

newsletters, published interviews and a limited amount of newspaper articles.   

EUKN, URBACT and UIA were all three launched either directly by the European Commission 

or by jointly the Member States and focus on various key aspects of best practice transfer: the 

gathering/development of ‘tested’ policies, the validation of ‘best’ practices, the sharing of 

experiences and knowledge, as well as the assessments of the policy transfers. In light of support 

for an integrated approach to governance, sustainable urban development is interpreted very 

broadly in terms of policy themes. Urban mobility projects and policies shared between European 

cities are numerous and cover a large spectrum of subjects such as electric and autonomous 

vehicles, urban fright management and emissions reduction.  

 

Major findings 

 

The investigation on the nature, processes and means for facilitating evidence in best practice 

transfers allows us to make the following four considerations: 

First, due to epistemological and methodological disagreements on the nature of evidence, a vast 

array of contextual and circumstantial evidence types are utilized in best practice transfers. 

Conventional evidential hierarchies, as advocated for in other policy fields, lose their relevance. 

Practice-based policy fields such as urban development favour ‘street level’ professional or 

individual experience and user-based feedback, mainly for two reasons: i) the formal evidence 

provided is often ‘sanitised’, i.e. information about the processes involved are sparse or only 

positive stories are disseminated to the detriment of less favourable details of problem formulation, 

decision-making and policy implementation; ii) hands-on local knowledge presents a more 

powerful argumentative capacity about appropriate urban futures and creates different levels of 

resonance amid diverging political agendas.  

Second, evidence construction is much more complex than positivist accounts have assumed so 

far. The evidence production process is characterised by more urban policy and transfer spaces, 

more evidence and knowledge types, as well as more stakeholders. Together, they constitute 

individual or communal filters that amplify not only the partiality inherent in best practice transfers 

but also the scope for uncertainties and risk.  

Third, by abandoning rationalism, instrumentalism and linearity as evidence-based policy-

making’s foundations, a more complex picture emerges regarding best practice transfers. As 

evidence is now constructed, transferred, incorporated, re-constructed and re-transferred to the 

next context, the boundaries between the evidence-making space and the policy-making and 

practice space turn out to be blurred. This has an important repercussion: i) the formulation of 

problems and solutions grounded on ‘policy-based’ evidence are (re-)constructed and cease to be 

limited to some specific stages in the policy-making process. The policy-making process itself 

becomes much longer than suggested by conventional positivist policy studies literature. ii) 

Evidence-making, transfer and policy-making spaces exhibit strong interdependencies which, in 

turn, gives rise to non-linear and multiply scaled best practice transfer processes. 
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Fourth, my findings indicate that European sustainable urban mobility initiatives, based on the 

understanding that new policies ought to adhere to principles of contextuality, policy flexibility, 

local political autonomy and effectiveness, draw heavily on two distinct means for facilitating 

evidence-making processes, namely storytelling and prototyping. By selecting, utilizing and 

sharing evidence in the context of fragmented and continuously evolving narratives and thus 

formulating coherent stories, it is storytelling to make the existence of evidence possible. Due to 

this ‘making’ of evidence, the focus is turned on issues such as power, authority, knowledge, 

ideology and identity during the evidence-making. In parallel, albeit called ‘pilot projects’, urban 

policy testing initiatives put emphasis on exemplifying that a policy works rather than on properly 

experimenting how it works, thus failing to establish causal relationships which would allow for 

more suitable ‘evidence-based’ best practices.  

 

Takeaways 

 

A change of epistemological and ontological perspectives opens up new ways for understanding 

the production, use and facilitation of evidence and allows thus for adding important new insights 

to the hitherto widely neglected conceptualization of best practice in urban and planning studies. 

Best practice and subsequently urban policy-making are less grounded on “scientifically” 

produced evidence. The more diversified nature of evidences, the mechanisms in place as well as 

the longer and more complex processes for evidence-production allow for much more policy 

influence than rationalist literature actually accounts for. These findings are compelling for several 

reasons: i) by uncovering the dynamic workings at different scales to frame problems as well as 

solutions, we have to acknowledge the need for different ways of knowing about them. Policy 

experimentation, policy co-production and co-evaluation approaches as mechanisms for selecting, 

using and assessing pluralist evidence and complex policy transfers can provide a sound basis for 

reflexive social learning and serious evidence-based policy-making. ii) They suggest that best 

practice transfer leads to socially constructed policy failure. This means that a) policy failure is 

more likely than policy success as an outcome and b) the positivist success/failure binary loses its 

meaning and ought to be replaced by a success/failure continuum. 
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Impact of a new metro line on ridership, travel times, reliability and societal 

costs and benefits 
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Abstract: The new north-south metro line in Amsterdam became operational in summer 2018, 

resulting in a large PT network change. In this paper a before-after comparison is made, 

concerning number of travellers, travel times, number of transfers and travel time reliability. The 

analysis is based on two sets of smart card transactions, of 5-6 weeks each. The results show a 4% 

increase in ridership and to a strong shift from tram and bus to metro. On an average working 

day, more than 10,000 hours of travel time are saved. A little more than 20% of travellers have 

more than 1 minute shorter travel time and almost 10% of travellers have more than 1 minute 

travel time increase. Furthermore, a little less transfers are made, and the aggregated effect on 

travel time reliability is slightly positive. For an average working day, the resulting daily societal 

benefit of the new PT network is €95,000. On a yearly basis the societal benefits are approximately 

30 million euros. Doing ex-post analysis is still not common in the literature and in practice, and 

therefore in a lot of cases the realised benefits of large infrastructural investments remain 

unknown. This study shows the added value of doing such analyses. 

 

Keywords: “Ex-post evaluation”, “PT-networks”, “smart card data analysis”, “ridership”, “cost-

benefit analysis”. 

 

1. Problem and research questions 

 

Large infrastructural projects are usually evaluated ex-ante before the decision to build the project 

is taken. However, after construction and opening of such project a thorough ex-post analysis is 

rare. In this paper we present the first results of such an evaluation study conducted in Amsterdam, 

capital of The Netherlands. 

The new north-south metro line in Amsterdam became operational on 22nd July 2018. It connects 

the Amsterdam Zuid station to the Noord neighbourhood, passing through the Amsterdam central 

station and the dense city centre. The opening of the new line was accompanied by changes to the 

existing bus and tram network to provide feeder services to the new line, as well as to remove 

duplicate routes. Apart from adding significant capacity to the public transport network, the new 

line and the accompanying changes to the network are expected to improve travel times, reliability, 

accessibility and comfort levels (at least on average; not for all individual travellers). 

The changes in such service quality attributes is expected to lead to a change in travel behaviour 

in terms of public transport route choice, mode choice (between public transport and private modes 

or within public transport), destination choice, departure time choice or addition of new trips 

(induced demand).  

The objective of this paper is to identify the main effects of the new metro line on existing and 

new passengers. The following research questions are to be answered to fulfil this objective. For 

                                                 
1 TU Delft, department of Transport and Planning, t.brands@tudelft.nl  
2 TU Delft, department of Transport and Planning 
3 TU Delft, department of Transport and Planning  
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all these questions the situation after opening of the metro line is compared with the before 

situation. 

- How do total travel numbers change and how does the modal share of PT modes change? 

- What are the aggregated travel time savings? 

- What are travel time savings (and losses) for various journey categories? 

- How does the number of transfers change? 

- How does the travel time reliability of PT journeys change? 

- How do the above components add up to societal benefits and costs when monetized? 

The outline of the remainder of this paper is as follows. In section 2 the method for data processing 

and analysis is described. Section 3 contains the results for the Amsterdam case study and section 

4 contains conclusions.  

 

2. Methodology, research strategy 

 

To answer the research questions, two sets of smart card data were analysed (for more information 

on Dutch smart card data, see Van Oort et al., 2015). These data sets are chosen such that the same 

period in the year before opening of the metro line is compared with the situation after opening 

(11th September 2017 - 15th October 2017 and 10th September 2018 - 21st October 2018). The ‘after’ 

data starts 7 weeks after opening, so the travellers had time to get used to the new situation. Both 

periods exclude school holidays in the Netherlands. 

The smart card data consists of individual trip transactions (approximately 700,000 per day) of all 

urban PT lines in Amsterdam (operated by GVB), including metro, tram and bus lines. For tram 

and bus, transactions from smart card devices take place inside the vehicle. For metro, transactions 

take place on the platform / in stations. The following information is available per trip: 

- (anonymous) smart card ID 

- Check in and check out stop ID 

- Line number ID (for bus and tram) and modality (metro, tram or bus) 

- Check in and check out time 

Destination inference was used to infer destinations for most of the records where the check-out 

stop was missing in the data (~4% of the trips transactions; of which ~2% could be inferred). This 

was done by combining the smartcard data with the Automatic Vehicle Location (AVL) data, using 

an existing method as in Zhao et al. (2007).  

Furthermore, it is important to analyse changes in travel patterns on the journey level (so including 

transfers), instead of at the trip level, since many travellers must take different routes (in some 

cases involving an additional transfer). Therefore, state-of-the-art transfer inference techniques 

were used to construct journeys out of trips (Gordon et al., 2013 and Yap et al., 2017). 

All PT stops and stations in the city of Amsterdam are grouped into 50 areas (see Figure 1). 

Important train stations (where many passengers enter or exit the urban PT network) were 

classified as special areas on itself (indicated on the map). The figure also shows the stops of the 

new metro line in relation with the areas in Amsterdam.  
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Figure 1 : Areas in Amsterdam and the new (north-south) metro line and train stations 

 

The grouping of stops to areas is used to aggregate the journey data to a 50X50 matrix, for each 

area-area relation, both for the before and the after situation. At this level of aggregation, the results 

can be interpreted more easily and changes in exact stop use will less influence the results. In this 

paper results are presented for an average working day, but further distinctions may be made, for 

example AM peak, PM peak, off-peak period, Saturday, Sunday. The following information is 

available: 

- Number of travellers. 

- Average travel time from stop to stop, aggregated over areas. The following distinction is 

made based on the data available from smartcard transactions: 

o in-vehicle time, where time in metro includes waiting time at the platform; 

o waiting time at first stop (simulated for bus and tram), excluding metro waiting 

time; 

o transfer time. 

Note that separate determination of waiting time in metro would require matching of 

passengers to vehicles; this is foreseen for future research. 

- Average number of transfers from stop to stop, aggregated over areas. 

- Travel time variance aggregated over areas, as an indication for travel time reliability. We 

count all deviations from the average travel time on the individual stop-stop level, and then 

aggregate these deviations over all stop-stop pairs in an area-area pair. More information 

on the applied method on the journey level can be found in Dixit et al. (2019).  

Final step in the analysis is to translate travel time savings (in time units) to monetary values using 

a value of time. The value of time in the Dutch context is taken from Significance et al. (2012). 
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Additionally, transfer valuation is used to monetize the gains of less transfers and the burden of 

additional transfers. Until we receive Amsterdam specific data from survey results in our project, 

we use 10 minutes. This is the lower bound reported in Schakenbos et al., 2015; lower bound 

because the Amsterdam network mainly has high frequent services. Finally, using a reliability ratio 

(also available in Significance et al., 2012), the changes in reliability / travel time variability are 

added to the societal effects. 

 

3. Results 

 

Number of travellers 

Total ridership in the Amsterdam PT network (in terms of journeys) has increased by 

approximately 4.6%. The geographical distribution of ridership growth is shown in Figure 2.  

 

 

Figure 2: Ridership growth or decline per area 

 

In the figure we can observe that the areas in the city with a new metro station now produce more 

trips than before, indicating that ridership growth is indeed related to the line. On the other hand, 

some areas next to the new line show a decrease in ridership, indicating that travellers have 

changed routes, including departure station and therefore also their access and egress leg on 

foot/bike. 

If we look at the change in ridership by mode(s) used, we see a clear modal shift towards metro 

after the introduction of the new north-south metro line. This is shown in Figure 3, where there is 

an increase in journeys by metro and decrease in journeys by bus and trams. The intermodal 
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transfers to/from metro also increase in the ‘after’ scenario. Especially the combination of bus, 

tram and metro strongly increases, but the share in total modal split remains small. It is worth 

noting that after the introduction of the new line, more than half of the journeys include a leg by 

metro – making metro the backbone of the network.  

 

 

 

Figure 3: Change in ridership by mode(s) used 

 

Travel time changes 

From all 2.500 area-area relations, 2.299 have enough observations both before and after opening 

of the north-south metro line to observe the travel time in a reliably way (at least 40 observations 

on weekdays). For each of these 2.299 relations, the difference in travel time was determined. 

Considering the number of travellers per relation, it is possible to determine the number of people 

with shorter travel times, and the number of people with longer travel times. The result is 

summarized in figure 4 in terms of bins to which extent travellers have better or worse travel times. 

We note from the figure that majority of travellers in the network (approximately 70%) do not 

have a significant change to the experienced travel times (change of -1 to 1 mins). Amongst the 

rest of the population, more travellers experience a decrease in travel times, than an increase. We 

especially see this for a travel time savings/loss of 2 mins or more per journey, implying that the 

aggregated travel time savings are due to a minority of travellers experiencing high gains in travel 

time: almost 3% of travellers have a travel time gain larger than 10 minutes. 
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Figure 4: Distribution of travel time savings and losses over travellers 

 

The total travel time savings are calculated on the area-area level, by multiplying the travel time 

difference by the number of travellers. Note that the number of travellers differs between the before 

and after situation. For existing travellers (number of travellers in the before situation) the full 

travel time savings are taken into account. For new travellers, the ‘rule of half’ is applied: for these 

travellers only half of the the travel time savings are taken into account. The resulting network 

wide travel time savings (for 24 hours) are approximately 10,400 hours per working day. 

The geographical distribution of these travel time savings is shown in Figure 5. The highest gain 

of travel times is found along the stops of the new metro line. From the map it can be seen that 

most areas have benefitted in terms of travel times savings, with the decreases restricted to outskirts 

of the city. It should also be noted that the areas of Weesp and Schiphol are mainly served by train, 

so the travel times by bus are less important (also because the passenger numbers are small in these 

areas). The areas right next to the new metro line have a neutral or slightly negative impact on 

their travel times.  
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Figure 5: Geographical distribution of travel time savings and loses by origin zone 

 

Number of transfers changes 

Comparable with the analysis for travel time, the effect of the new PT network on the number of 

transfers is determined. The result is summarized in figure 6 in terms of bins to which extent 

travellers have more or less transfers. Again, we see that the vast majority of the journeys remain 

relatively unaffected in terms of number of transfers. However, overall there is a decrease in the 

total number of transfers made with a larger proportion of passengers have less rather than more 

transfers with the new network. 

The aggregated effect on the number of transfers is that an average journey has 0.013 less transfers 

in the after situation, when aggregated across a weekday. It should be noted that this decrease is 

entirely caused by new travellers: especially on those relations without a transfer, new passengers 

are attracted. When only existing travellers are included in the analysis, a slight increase in number 

of transfers (0.016 on average) is to be observed. 
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Figure 6: Distribution of change in number of transfers over travellers 

 

Reliability changes 

Comparable with the analysis for travel time, the effect of the new PT network on travel time 

variance is determined, as an indicator for reliability of travel time. For this analysis, only the lines 

with high frequency services between 7am to 7pm have been used. We exclude the evening period, 

because the service level (in terms of frequency) goes down significantly in the evening, and we 

prefer to exclude the variability of travel time due to different service levels from the analysis. 

Figure 7 shows the change in reliability as measured by the change in standard deviation of travel 

times between zones. As with travel time savings, we note that majority of journeys (almost 95%) 

are not significantly impacted by the network change, with a change in standard deviation of travel 

time of +/- 1 minute. Overall, the number of winners is slightly more than the number of losers for 

all bins, making the average standard deviation of travel time per journey in the ‘after’ scenario as 

5.4 seconds lesser than that for ‘before’.  

 

 
Figure 7: Distribution of change in standard deviation of travel time over travellers 
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Societal benefits. 

In this section the travel time savings (and losses) are translated into societal benefits (and costs), 

including the effects of transfers and travel reliability. The aggregated travel time savings, changes 

in number of transfers and changes in travel time reliability are monetized using the values in Table 

1. These values are taken from Significance et al., 2012 (specifically for bus, tram and metro 

modes) and Schakenbos et al., 2015 and corrected for inflation between 2010 and 2018. 

 
Table 1: Travel time, transfer and reliability savings translated into monetary values, using Value 

of Time, Value of Reliability and Value of Transfer  
Component of societal travel 

costs 

Savings Monetary value  Societal benefits 

Travel time savings (hours) 10,400 hours € 7.62  €      80,000  

Transfer savings        9,200 transfers € 1.27  €      12,000  

Reliability savings (7 to 7 only)      700 hours € 4.24  €        3,000  

Total - - €      95,000 

 

For an average working day, this results in a daily societal effect of the new PT network of €95,000, 

consisting of €80,000 travel time savings, €3,000 reliability savings and €12,000 savings due to 

transfers. These effects are the main direct effects for existing and new travellers. Using a 

conversion factor of 320, these benefits may be translated from average working day to yearly 

benefits, leading to a yearly benefit of approximately 30 million euros. 

 

4. Conclusions 

 

As expected, the introduction of the new metro line leaded to an increase in ridership (4% increase) 

and to a strong shift from tram and bus to metro. In the situation after opening, more than half of 

the journeys involves at least one metro leg. A geographical analysis shows that also in access / 

egress changed occurred, since journeys were shifted from zones without a new metro station to 

zones with a new metro station. 

Since the introduction of a new metro line in this case (and probably in most cases) also involves 

a change in the existing PT network (consisting of buses and trams), not all effects on individual 

travellers are positive: almost 10% of travellers have more than 1 minute travel time increase, 

while a little more than 20% of travellers have more than 1 minute shorter travel time. Analysing 

the areas where travellers benefit and where travel quality declines helps to understand 

consequences for travellers. 

Furthermore, in the after situation a little less transfers are made, solely due to new travellers, who 

appear especially on travel relations with no transfers. Almost 95% of travellers is not affected 

considering travel time variability / reliability. However, the aggregated effect is slightly positive. 

For an average working day, the resulting daily societal benefit of the new PT network is €95,000, 

consisting of €80,000 travel time savings, €3,000 reliability savings and €12,000 savings due to 

transfers. On a yearly basis the benefits are approximately 30 million euros. 

Doing ex-post analysis is still not common in the literature and in practice, and therefore in a lot 

of cases the realised benefits of large infrastructural investments remain unknown. This study 

shows the added value of doing such analyses. 

It is important to note here that this analysis was conducted only for the GVB network – which is 

the public transport operator of Amsterdam. However, the outskirts of the city are also served by 

regional bus services, especially in the northern part which has the most significant impact in terms 
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of travel times and ridership for the GVB network. Hence, some of this increase in ridership is 

likely due to a shift from the regional bus services to the GVB network – which is not captured by 

our data. For future research we plan to include more PT operators to make the analyses more 

complete. 

Another extension for future research is to use Value of Time and Value of Transfer, specifically 

for the Amsterdam region: in this paper general values for The Netherlands are used. This is 

foreseen in the current research project. 
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Abstract: Node-place modeling concepts, assumptions and outcomes are rarely tested and 

validated in close dialogue with the indended end users of the conducted analyses and developed 

tools. This is surprising, since the majority of studies touch upon the interface between planning 

practice and planning research, and foreground, or at least hint towards, the usefulness of their 

empirical outcomes for (a variety of) stakeholders involved in station (area) (re)development 

planning processes. In order to help bridge this gap between node-place modeling research and 

practice, we adopted an experiential research strategy and organized a series of workshops in 

which we put the recently developed, node-place based, StationRadar tool to the test. More 

specifically, by drawing on the concepts of ‘usefulness’, ‘usability’ and ‘utility’ of planning 

support systems, we validated StationRadar in the context of three recently established ‘transport 

regions’ in Flanders: Gent, Aalst and Leuven. Data collection methods included focus groups, 

participatory observation and Likert-scale surveys. This paper draws together the main findings 

of the full experiential learning process, and illustrates to what extent and in which way 

StationRadar has the potential to become a useful tool to particular stakeholders actively involved 

in the transport region partnership.  

 

Keywords: “node-place modeling”, “planning support system”, “experiential learning”, 

“usefulness”, “workshops”. 

 

1. Introduction 

 

It is generally acknowledged that a better integration of the transport and land use policy domains 

is crucial to achieve more sustainable urban mobility outcomes (Meyer and Miller 2001; Marshall 

and Banister 2007). One of the ways in which this policy integration can be pursued is by means 

of ‘transit oriented development’ (TOD). This TOD paradigm refers to several mechanisms that 

can be implemented to intensify the location and mixing of housing and other activities near urban 

rail transport in inner cities as well as in metropolitan areas, with the overall objective of promoting 

transit ridership and other alternatives (walking and cycling) over the use of private cars (Cervero 

2009).  

 

A specific part of the academic literature on TOD focuses on identifying the development potential 

of transit station areas as an outcome of the interplay between transport and land use dimensions. 

The ‘node-place model’ (NPM) is the analytical framework that is predominantly used to map the 

                                                 
1 Ghent University, Social and Economic Research Group  
2 Vrije Universiteit Brussel, Cosmopolis Centre for Urban Research 
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uneven development opportunities of station(s) areas(s) (see originally Bertolini 1996). The model 

is based on both the ‘place value’ of a station area (the area’s inherent characteristics such as 

density and functionality) and its ‘node value’ (expressing the functioning of the station in terms 

of the various transport networks and services it is linked to) (see Bertolini 1999 and Peek et al. 

2006 for more discussion). The assumption underlying most NPM studies is that a systematic 

inventory of both characteristics for a particular set of stations (along a corridor or within a region), 

provides useful knowledge that can subsequently inform evidence-based policy discussions, 

decision making processes and planning practices.  

 

Based on a review1 of academic NPM studies, we deduced the most frequently raised statements 

with respect to the added value of node-place model applications. According to the reviewed 

studies, the NPM allows ‘to identify the development potential of station areas’ and ‘to deduce 

development strategies’ that are ‘context-sensitive’. The model furthermore allows ‘to benchmark 

and compare stations’ and draft ‘more targeted’ ‘TOD strategies’ for groups of stations. According 

to some studies, these features can ‘trigger a debate’ and ‘allow for discussions and negotiations’ 

which are based on ‘transparently derived evidence’. This resonates with the majority of studies 

indicating that their results should ‘support further research’, help ‘shape strategic planning 

questions’, or help ‘inform policy prescription’. A limited number of studies also argue that the 

model can ‘foster a learning process’ between stakeholders. Besides the above, a large share of 

reviewed studies point towards the potential of the NPM for the ‘evaluation of TOD policy’, and/or 

argue that the model can ‘provide insights’ in order to ‘better understand land use and transport 

dynamics’.   

 

Given this, it is clear that the NPM literature seems to pursue a broad range of research objectives 

within both the basic and applied types of social science (Blaikie 2010). Although the reviewed 

studies are primarily of a descriptive (and, to a much lesser extent, explanatory2) nature, the 

majority of studies touch upon the interface between research and policy, and foreground, or at 

least hint towards, the usefulness of their empirical outcomes for (a variety of) stakeholders 

involved in station area (re)development. The latter reveals a somewhat different mission 

compared to the ‘basic’ types of research, as it is oriented towards affecting or changing the 

practice of planning for TOD (a research objective typical to applied research).   

 

It nonetheless seems that the change-oriented statements listed above are rarely validated in 

practice. In which way are node-place analyses exactly useful? For whom and to what extent? Do 

they indeed foster meaningful (interdisciplinary) discussions and/or social learning between 

stakeholders? These questions can be cast in more general terms by referring to Faludi and 

Waterhout’s (2006, p.11) discussion of the practice of evidence-based planning: does evidence 

improve political decision-making about a particular planning issue? Does it generate trust in 

expertise and does it facilitate the transparency of outcome? How do stakeholders participate and 

what is the role of indicators in collecting, analyzing and presenting evidence?  

 

                                                 
1 We screened the Scopus, ISI Web of Science and Google Scholar databases for all contributions that directly build 

on and apply the node-place model to a particular case. All contributions are indicated in the reference list of this 

paper with a ° mark. 
2 See for example Irvin-Erickson and La Vigne (2015) and Olaru et al. (2019). 
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In line with the work of Straatemeier (2019) and te Brömmelstroet (2010), we argue that in order 

to address these type of research questions (‘What works?’ and ‘Why does it work?’), academic 

research needs to engage with practice and submit its findings to explicit testing in new situations 

in close cooperation with relevant stakeholders. To the best of our knowledge, there exist no such 

studies within the node-place modeling literature1, with the notable exceptions2 of Duffhues et al. 

(2014) and Kickert et al. (2014). Both papers report on the SPRINTCITY project: a computer-

based serious game initiated in 2009 in the Netherlands, with the aim of helping different actors 

understand factors and the position of other actors in, and potential barriers to TOD. The 

intervention model of the game is quantified using node-place modeling principles and indicators, 

and the game is developed and validated through a continuous feedback loop between its players 

and the developers of the game, thereby repeatedly bridging the two sides of the planning practice 

and planning research spectrum. This research strategy strongly resonates with the ‘experiential 

research design’ methodology advocated by Straatemeier (2019, see also Straatemeier et al. 2010), 

which centers around the idea that planning research should go through a number of iterative 

action-reflection cycles in close collaboration with relevant stakeholders from planning practice, 

in order to deduce meaningful insights about the underlying mechanisms that determine why 

particular planning innovations do or do not work3.  

 

Against this backdrop, the research presented in this paper aims to contribute to the body of 

literature in which node-place modeling concepts, assumptions and outcomes are explicitly tested 

and validated in practice. To this end, we apply the experiential research strategy proposed by 

Straatemeier (2019) to the case of StationRadar: a web-based tool that was developed in earlier 

research (Caset et al., under review) and that builds on the most recent developments in the node-

place modeling literature. The tool (introduced in section 2) is validated in the context of the 

recently established ‘transport region’ partnerships in Flanders, the northern part of Belgium. 

These partnerships and the integrated transport and land use planning task they face are detailed 

in section 3, alongside the research questions and research methodology. The remainder of the 

paper is structured around the main findings (section 4) and concluding remarks with avenues for 

further research (section 5). 

 

2. The StationRadar tool 

 

StationRadar is a web-based tool4 intended to support integrated land use and transport strategy-

making, with a geographical focus on railway stations in the regions of Flanders and Brussels. The 

tool visualises the outcomes of an earlier extensive NPM study (Caset et al., under review) in 

                                                 
1 Some of the reviewed studies nonetheless recognise the importance of ‘communicative, participatory, collaborative, 

or deliberative planning’ in the process of model development (Reusser et al. 2008 p. 201, see also Zemp et al. 2011a) 

or acknowledge the need for in-practice validation as an avenue for further research (Caset et al. 2018). Other studies 

actively involve experts in the process of model development (see Lyu et al. 2016, Singh et al. 2017, Li et al. 2019), 

but the role of these experts is limited to a one-off ex ante selection of model indicators or the assignment of indicator 

weights. 
2 The work of Gilliard et al. (2018) is relevant to ours as well, albeit that the NPM is validated by urban design students, 

and not by actual stakeholders involved in railway station strategy making. 
3 This line of thinking also relates to the work of te Brömmelstroet (2010), who developed a method called ‘mediated 

planning support’, in which developers of planning support tools and their end-users engage in structured and iterative 

dialogues. In the process, the tool is tested, discussed and evaluated in order to refine and increase its usefulness. 
4 The tool is written in R and it uses the Shiny R package to generate the user interface which allows to access a range 

of R functions such as Leaflet maps and the ggplot2-based radar diagrams. 
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which a range of ‘node’, ‘place’ and ‘people’ criteria have been assessed for the 285 railway 

stations in both regions. Figure 1 shows the user interface of the tool with an indication of its main 

components (boxes A to E), which are briefly discussed below. 

 

In line with other NPM studies (see Balz and Schrijnen 2009, Singh et al. 2017, Vale et al. 2018, 

Caset et al. 2018, Groenendijk et al. 2018 and Nigro et al. 2019), we created visual profiles of 

station-specific performance levels (box A). Our renderings take the shape of radar diagrams in 

which relative scores are plotted on scales ranging between 0 and 10. The user of the tool can 

choose between detailed radar diagrams in which the performance on the individual indicators is 

shown, or generalised diagrams displaying aggregate scores per ‘dimension’. We refer to 

Appendix I for further details on these diagrams. The assumed and often stated (Ibid.), but rarely 

validated, role of these station profiles lies in the identification of development opportunities by 

comparing particular stations with each other, and/or by comparing stations with their station 

typology profile.  

 

In line with earlier work stressing the importance of spatial visualization in collaborative planning 

support system (PSS) processes (see Andrienko et al. 2007, Pelzer and Geertman 2014), and in 

order to allow for a better interpretation of the relative scores in the radar diagrams, box B provides 

the option to display the ‘source’ maps that are at the basis of the indicator calculations, along with 

some supplementary maps that might prove useful (e.g. administrative boundaries). Figure 1, for 

example, displays the land use raster data used to calculate the ‘diversity’ indicators and 

dimension.  

 

Boxes C to E designate three other tab pages, which all serve to improve the transparancy of the 

tool, a crucial element of a PSS as demonstrated earlier by Vonk (2006), te Brömmelstroet (2010) 

and Duffhues et al. (2014). To this end, a tab page is present in which the ‘raw’ or absolute 

indicator data are listed for all stations (box D), along with a page detailing the indicator metadata 

(box E) and a page in which the operationalization and purpose of the indicators is explained in 

more detail (box C). 
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Figure 15 : The StationRadar user interface 
 

 

3. Research questions, case and methodology 
 

3.1 Research questions 

 

The main research question of this paper is: How useful is the StationRadar tool in the context of 

the transport region partnership, and how can its usefulness be improved?  

 

In order to make sense of and operationalise the concept of ‘usefulness’ with respect to PSS, we 

draw on the conceptual framework developed by Pelzer (2017, see also Pelzer et al. 2014). 

Building on the work of Nielsen (1993), Pelzer (2017) argues that the usefulness of a PSS is 

influenced by two main explanatory variables: its ‘usability’ and its ‘utility’. The former has often 

been the focus of PSS research (for example te Brömmelstroet et al. 2014; Papa et al. 2016; 

Champlin et al. 2018), and concerns the functionalities of the tool (such as its ‘transparency’, ‘user 

friendliness’, ‘data quality’ or ‘communicative value’). ‘Utility’ on the other hand, concerns the 

question whether the functionalities of the PSS can live up to the planning task(s) at hand, and 

whether the PSS fits the phase of the planning process and the scale of the planning issue. Based 

on this conceptual framework, the main research question can be broken down into two subsidiary 

questions:  

 

- In what way, and to what extent do the radar diagrams contribute to the usability of the 

StationRadar tool? What is the role of the maps and the additional tool features?  

- What is the utility of StationRadar in the context of the transport region partnership?   

  

3.2 Empirical context: the transport regions in Flanders 
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StationRadar is validated in the context of the recently established ‘transport regions’ in Flanders. 

The objective of these new regional partnerships (15 in total) is to stimulate cooperation between 

municipalities, public transport operators, the Flemish regional Government and other 

stakeholders around the organization and coordination of public transport in the region, and this in 

line with the principles of the ‘basic accessibility’ decree (Flemish Government 2018a). This 

decree, put forward by the department of Mobility and Public Works, signals a paradigm shift from 

a supply-driven to a demand-driven public transport system, in which the accessibility to 

destinations of societal importance is prioritised. A hierarchical 4-layer public transport system is 

envisioned, in which the railway network functions as the backbone, followed by respectively the 

‘core network’ (a fixed network of high-capacity bus and tram lines connecting large residential 

areas and attraction poles), the ‘supplementary network’ (a feeder network of bus lines connecting 

smaller settlements) and ‘customised transport’ catering to individual and instantaneous mobility 

demands. 

 

Each transport region is required to prepare an ‘integrated regional mobility plan’, in which a 

strategic vision and operational plan for the organisation of public transport in the region is 

formulated, and this in close dialogue with a spatial development strategy1. Railway stations 

(should) fulfil a seminal role in these plans, given that they shape what is called ‘the backbone of 

spatial development’ in recent policy papers (Flemish Government 2017; 2018b).  

 

The organisational structure of the transport region is centered around the (political) transport 

region council, responsible for the decision-making processes. The council should at least have 

one representative of each municipality in the region, the department of Mobility and Public 

Works, the Agency of Roads and Traffic, the operator of the ‘core’ and ‘supplementary’ network, 

and the Flemish Waterways. The role of the department of Mobility and Public Works is of key 

importance, and additional stakeholders (such as the national railway company NMBS, the 

department of Environment, the Provincial Government and intercommunal organizations) can 

also take part in the council. The usefulness of StationRadar is verified in exactly this 

interdisciplinary multi-actor setting. 

 

3.3 Methodology 

 

In line with the work of Straatemeier et al. (2010), we adopt an experiential research design in 

which a number of cases are studied in series, in order to allow hypotheses to evolve from one case 

to the next, and to acquire a deeper understanding of the particular planning context. As stated by 

Straatemeier (2019, p. 59), ‘this methodological philosophy leads to a research process of 

constantly combining and reflecting on different pieces of knowledge and evidence to try to 

understand what might be the underlying mechanisms that explain what is happening’. This 

approach directly draws on theories and methods of ‘experiential learning’ as articulated in the 

field of education by Kolb and Fry (1975). As explained by Straatemeier (2019, p. 55), central to 

this approach is the notion that experiential learning unfolds through ‘an iterative sequence of 

interlinked activities, with a continuous shift between reflection and action, the one nurturing the 

                                                 
1 Although the department of Environment, responsible for the policy domain of spatial planning, has no decision 

power in the transport region and is assigned an advisory role, officials of both the department of Mobility and Public 

Works and of Environment emphasise that coordination with spatial planning is crucial.    
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other’. The bottom line is the contention that one can only learn the real meaning and value of 

knowledge by trying and probing it in action.  

 

 

 
 

Figure 2 : Timeline of workshops and schematised spiralled process  

(after Straatemeier 2019) 

 

Straatemeier et al. (2010) applied this line of thinking to the fields of planning research and 

planning practice, and adapted the ‘experiential learning cycle’ by Kolb and Fry (1975) to fit this 

new context. The experiential research design should allow connection between the following 

interlinked activities in a direct and systematic way: ‘observation and reflection’ (O&R), ‘concrete 

experience’ (CE), ‘testing in new situations’ (TNS) and ‘forming of abstract concepts’ (FAC). 

Such a design spiral thus builds on concrete experience and aims to gradually enhance the 

relevance of theoretical improvements for planning practice. Figure 2 illustrates how our research 
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strategy aims to subsequently link three of these loops, by means of a workshop in three transport 

regions. Section 4 will elaborate on the different phases of this experiential learning process. 

 

3.3.1. Workshops and protocol  

 

As we are not evaluating the usefulness of StationRadar in terms of its effect on the quality of the 

generated mobility plans (which would arguably require a long-term focus on one particular 

region), we opted to organise workshops in three different transport regions (see Figure 3) with 

largely similar groups of stakeholders. By doing so, we collect insights from a larger group of 

stakeholders and are able to deduce to what extent particular findings and recommendations are 

generalizable across workshops.  

 

Importantly, given the short time span between the workshops (see Figure 2), we were not able to 

modify the tool after each workshop in line with the participant’s recommendations. This has the 

important repercussion that what has evolved experientially as an input for each subsequent 

workshop are our hypotheses about what and why things work, both in terms of the tool usability 

and utility, but also in terms of the workshop protocol.  

  

Our workshop protocol took shape in close dialogue with the local organisers of the first workshop 

in Gent. These preparations signaled the start of our experiential learning process, as indicated in 

Figure 2. The group of local organisers was composed of 4 civil servants from the Provincial 

Government (1 policy officer for spatial planning, 1 policy officer for mobility and 2 spatial 

planners of which 1 was specifically trained in setting up participatory workshops) and 1 mobility 

expert from the intercommunal organisation Veneco. The input of these stakeholders was truly 

valuable in working out the substantive part of the workshops. First of all, given the objective of 

this research we agreed that the workshop stakeholder composition should closely mimic the 

composition of the actual transport region council. Second, in order to keep the set-up workable in 

terms of the number of participants, we decided to make a selection of 8 stations in the transport 

region of Gent (respectively 6 and 8 in the second and third workshop). For each of the workshops, 

this selection of stations was made by the local organisers and was informed by their own interests 

in terms of the stations they wanted to have a closer look at, their sense of the willingness of certain 

municipalities to engage in the workshop and, related to this, their sense of the ‘stronghold’ 

individuals in the transport region. Third, we agreed that the ‘return on investment’ for 

participating should be high enough, and we therefore prepared reports for all participants.  

 

Following the above considerations, we arrived at a workshop protocol consisting of the five main 

parts labeled A to E in Figure 3. 

  

A: Introduction. An introduction of the workshop goal and structure, a round-the-table introduction 

of the participants, and a clarification of how data would be collected and reported (informed 

consent was requested and obtained for all participants).  

 

B: Intuitive exercise: describe your station. A round-the-table exercise in which the municipal 

representatives are invited to briefly describe ‘their’ station in terms of its ‘accessibility’. We 

included this exercise for three reasons. First, it serves as an interactive ‘ice-breaker’ that 

introduces the station cases to those not familiar with them. Second, the intuitively sketched station 
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profiles are later on confronted with the empirical radar diagrams, and, third, it allows us to 

examine the dominant wordings used to describe a station’s accessibility, hence the extent to which 

they are captured by the indicators of the radar diagram. Interventions from us, workshop 

facilitators, took place whenever participants deviated from the task, or when participants were not 

clear enough. For example, a statement like ‘the car accessibility of my station is very good’ is 

insufficiently clear and requires more detail about (in this case) the perceived determinants of car 

accessibility.  

 

C: A hint of theory. Before moving on to the tool testing in part D, it was essential for participants 

to become acquainted with the notion of node-place modeling. After introducing the concepts of 

‘node’ and ‘place’, we explained how the radar diagrams should be interpreted, and how they are 

incorporated in the StationRadar tool. At the end of this part, participants were invited to explore 

the tool themselves.  

 

D: Tool testing. This part is the most important and also the longest part of the workshop. It is 

conceived of as an actively moderated interactive discussion, organised at two or three 

interdisciplinary parallel worktables (see Figure 4 for an exemplary worktable setting). Each 

discussion is structured around a series of station-specific questions which require active tool 

consultation. For each station, at least 4 tailored questions were prepared, again in close dialogue 

with the local workshop organisers. Each question pertains to one of the fields in our radar diagram 

and addresses a relevant issue regarding the station’s development potential.  

 

 

 

 
 

 

Figure 3 : Workshop protocol and selected transport regions with station cases 
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These are some archetypal questions from the first workshop:  

 

- Is it justified to increase the density of amenities with a supra-local function? 

- Is an expansion of the station’s car parking capacity in line with the station’s profile?  

- The spatial mix of the residential, work and leisure functions is low compared to the other 

stations. Is it desirable to increase this mix?  

- Is it desirable to relocate this station towards a larger urban core in its vicinity?  

- Is it justified to increase the train service frequency in this station? 

 

In order to address these questions, the participants were asked to consult the radar diagrams and 

the other functionalities provided by the tool (the maps, the tables, the metadata,…). Importantly, 

the questions were collectively discussed per worktable, with each of these having at least one 

facilitator who actively moderated the discussion and made sure that everybody was able to 

express their opinions. The facilitator also actively steered the discussion in order to zoom in on 

relevant usefulness statements and to ask for other’s opinions. Hypotheses that evolved over the 

course of previous workshops were also introduced in the discussion. Part D always concluded 

with a round-the-table talk in which each participant briefly expressed their feelings with respect 

to both the workshop and what they had learned (if applicable). Each worktable can therefore be 

considered to be a focus group. 

 

E: Survey. At the end of each workshop, participants were asked to complete a survey (which 

lasted approximately 15 minutes) with Likert-scale statements rated 1 to 5 (from ‘strongly 

disagree’ to ‘strongly agree’). Space was provided to elaborate on particular statement scores if 

wanted. The survey composition is further clarified in the next section. 

 

 

 
 

Figure 4 : Exemplary worktable setting 

 

 

 

 



BIVEC/GIBET Transport Research Days 2019 

178 

 

3.3.2. Data collection and processing  

 

Data was collected in the B, D and E parts of each workshop (Figure 3). Both B and D were audio 

recorded. The accessibility descriptions of B were coded as an input for a frequency analysis in 

NVivo. The audio recordings of D were transcribed verbatim. The survey (E) Likert scores were 

processed by means of descriptive statistics in R. The survey design draws on the work of Pelzer 

(2017) and Champlin et al. (2018) in that it focuses on the following four dimensions: the 

participants and their background, the perceived quality of the workshop process at the individual 

and group level (evaluating general satisfaction, insight, communication, shared language, 

consensus-building and efficiency gains) the tool usability (evaluating transparency, credibility, 

output clarity, focus, level of detail, etc.)and the tool utility (evaluating the potential of 

StationRadar in the context of the transport region). Each workshop was attended and moderated 

by at least two people of our team, who observed, participated and actively stimulated the use of 

the tool throughout the workshop. Appendix II provides a summary sheet of the workshops.  
 

4. Findings 

 

This section starts with a chronologic account of the insights gathered throughout the experiential 

learning process, from our perspective as academics. We discuss the full process as schematised 

in Figure 2, and mainly draw on the focus group discussions (part D) to illustrate particular findings 

by means of citations. Afterwards, we reflect on the results collected in parts B (section 4.2) and 

E (section 4.3). 

 

4.1 The StationRadar experiential learning process 

 

During the preparatory meetings leading to the first workshop, the local organisers expressed a 

clear interest in the tool. The timing to host an interdisciplinary stakeholder workshop about 

railway station development potential seemed quite right as the Provincial Government was 

preparing a new Provincial policy plan in which the principles of transit-oriented development 

would feature strongly. An academic, hence politically ‘neutral’, setting in which a sample of 

crucial stakeholders would be joined under the banner of this new, and quite controversial, theme 

of TOD, was therefore deemed highly interesting as it would allow our local organisers to ‘test the 

waters’ and explore the stance of the different stakeholders with respect to this strategic policy 

principle. After all, we learned from the Provincial officials how there is some resistance among 

certain stakeholders concerning the strategy of planning for railway station area development. One 

of the arguments made is that the railway system is an outdated transport system and that surely 

investments need to be focused on novel technologies instead. A second reason why the workshop 

idea was met with enthusiasm, is the abundance of data captured in StationRadar (at the time, our 

co-organisers were about to start a node-place modeling exercise themselves), and the inclusion of 

the user-based data captured in the ‘people’ dimensions of the radar diagram. Thirdly, our co-

organisers thought that the potential of the tool to be useful within the context of the transport 

region was high; they hypothesised that StationRadar could introduce a ‘common ground’ to 

support supra-local discussions about station development potential, but also expressed the 

concern that the radar diagrams are ‘very mathematical’ which could in turn affect their usefulness.  

 

The above observations and reflections (O&R) initiated the start of the experiential learning 

process. Although the abstract concepts were formed in the earlier phase of node-place modeling 
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(see Caset et al., under review), we slightly readjusted the radar diagrams in line with the feedback 

received during these preparatory meetings (FAC). After two tool stress-tests with our university 

colleagues, StationRadar was ready to be tested in the new situation (TNS) of the first workshop 

in Gent.  

 

At the time of the workshop, the transport region of Gent had just been established. Prior to the 

workshop only one informative meeting organised by the Flemish administration had taken place. 

As a corollary, the members of the transport region council, a large share of our group of 

participants, had not yet experienced any collective practice or concrete experience (CE). The 

concrete experience on the basis of which the tool was validated, was therefore mainly stakeholder-

specific, instead of it being a collective and cohesive planning practice with well-defined roles and 

planning tasks.  

 

In terms of the quality of the workshop process, main reflections following the first workshop 

(O&R) were that the tool and the indicators were quite difficult to grasp for those who were not 

acquainted with node-place model indicators or with TOD in general. As one participant stated: 

‘Actually we should be able to work with the tool for a longer period of time, let’s say a week, in 

order to give more grounded feedback’. Due to contractual agreement1 with the national railway 

company NMBS, this proposition was not feasible, but we nonetheless came to the conclusion that 

the workshops should dedicate more time to the ‘learning by doing’ bit. We therefore decided to 

allow more individual experimentation with the tool during part C and provide more time for the 

worktables in D during the next workshops.  

 

In terms of perceived tool usefulness, the main reflections were as follows. First, as hypothesised 

by our co-organisers, the tool was deemed most relevant for the ‘supralocal stakeholders’ (the 

mobility providers, the intercommunal organisations and the Flemish and Provincial Government). 

A variety of uses on this regional scale were envisioned: to ‘better inform regional allocation 

decisions’, ‘help developing a hierarchy of nodes’, ‘help integrating the different layers and modes 

of public transport in the region’ and ‘function as a communication tool between stakeholders’. 

The added value of the tool at the local, municipal, level seemed less evident. Although many 

participants emphasised the necessity of empirical evidence as an input for local strategy making 

(the proverb ‘meten is weten’, or ‘measuring is knowing’ was frequently used), the evidence 

conveyed by the radar diagrams was deemed insufficient at this stage, mainly in terms of relevance 

and level of detail. As one mobility expert stated: ‘When I’m asked if we need to increase the bike 

parking capacity at our railway station, I will certainly not consult the tool for this specific, local, 

question. No, I will jump on my bike and pass by the station for a couple of months in order to see 

for myself’. Most other municipal stakeholders endorsed this view, and also stated that the absolute 

figures provided in the table were (far) more relevant to them than the relative scores in the radar 

diagrams. In a similar vein, a civil servant competent for infrastructure argued that ‘the influence 

of the largest stations on the indicator scores of smaller stations is huge and can lead to wrong 

conclusions. For example, at our station, the diagram indicates there is hardly any bike parking 

capacity while in fact that way of comparing stations is not very relevant. First of all, our station 

                                                 
1 For the user-based information included in the radar diagram (see Appendix I), the raw data could not be shown in 

the tool. This protective data attitude mainly stems from the future liberalisation of the Belgian railway sector, which 

implies that several companies will be allowed to arrange domestic rail travel in Belgium, thus creating a competitive 

market. 
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has no relationship with those large stations and, second, the real question is whether there is still 

room to park your bike’. A second, related, reflection concerned the lack of interactivity of the tool 

and, more specifically, the fact that tool users could not plot radar diagrams as a function of their 

own desired station selections. This concern arose as some participants thought it made little sense 

to compare particular stations with other, for example larger or smaller, ones: ‘It would make more 

sense if we could compare stations of a similar size and order‘. Additionally, the tool should allow 

to plot multiple diagrams next to each other, fostering the ease of visual comparison. Third, we 

observed and experienced how the NMBS user-based data revealed novel and meaningful insights 

for the majority of participants (especially to representatives of smaller municipalities who 

generally lack the resources to frequently update mobility plans and to organise passenger counts 

or conduct surveys). Unsurprisingly, as we were not allowed to make public the absolute numbers 

of these user-based data, this prompted some critical comments addressed at the NMBS.  

 

With the above reflections in mind (FAC), we embarked on the second workshop in Aalst (TNS). 

Contrary to the previous case, the transport region of Aalst was established in 2016 as a pilot 

project. The concrete experience (CE) of the workshop participants was therefore more developed 

in terms of being a collective practice. In general, most participants found the idea behind the tool 

very strong, referring to the integrated approach of mobility and spatial planning and to the 

‘stimulans’ it could give to ‘thinking more regionally’. Similar to the previous workshop, the 

difference in perceived usefulness between the local and the regional governance scales was 

quickly raised. However, at one of the worktables an in-depth discussion arose about how the 

tool’s usefulness could be improved for local stakeholders as well, and how this in turn could 

benefit the transport region’s functioning. As a mobility expert explained: ‘If the tool would allow 

for flexible radar diagram comparisons between municipalities, then it might foster inter-

municipal dialogues in which certain measures taken and their effectiveness are compared and 

discussed. For example, if a municipality introduced toll parking at the station, it would be 

interesting to see, also for neighbouring municipalities, how this affects particular parts of the 

radar diagram. In this way, the tool could foster a bottom-up, kind of peer-review, dynamic that 

could reinforce the transport region’. This statement in turn prompted questions about quality 

assurance: ‘Of course this kind of peer-review dynamic would stand or fall with how frequently 

the tool would be updated, how recent the data is…’. Additionally, a series of interesting 

improvements in terms of diagram visualization were proposed, e.g. the suggestion to visualise the 

mean or median value for each indicator to immediately get a sense of the distribution of the data 

hence the exceptionality of your station. Another suggestion was to visualise the absolute number 

of an indicator score whenever you hover your cursor over that specific piece of the diagram. Or, 

as one spatial planner proposed: ‘It would be great if we could make selections of stations based 

on one particular theme, such as ‘ridership’. In that way, you could easily select stations with 

similar ridership numbers, plot their rose diagrams and examine how and why they are performing 

differently’. These usability statements reveal a similar need for interactivity as was expressed 

during the first workshop. Another point that had also been raised during the first workshop 

concerns the difference in expertise and resources between smaller and larger municipalities. As 

stated by an Alderwoman of Mobility and Public Works: ‘The problem is that, and I mainly speak 

on behalf of the rural municipalities, whenever you have all that information, you need to be able 

to work with it. You need to have the manpower to get started with it and draw conclusions from 

it’. This statement implicitly relates to the perceived complexity of the tool by many participants. 

As one of our co-organizing mobility experts put it: ‘After today’s workshop it became clear to me 
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how the tool is of the same level as our transport models or ArcGIS. In other words, you will 

always need an operator, but that’s ok’.  

 

We concluded that the second workshop led to observations and reflections (O&R) that were 

largely in line with those of the first workshop, and that the slightly adjusted workshop format now 

allowed us to sufficiently question and zoom in on the interim hypotheses. We also experienced 

how some stakeholders (i.e. public transport provider De Lijn and some municipalities) offered to 

contribute to the tool by providing additional data, which inspired us to rethink the possibilities for 

tool involvement.  

 

With the above in mind, we embarked on the final workshop in Leuven (TNS). Although this 

transport region had just been established, a large share of participants were experienced in 

working together on this regional scale (CE) due to their involvement in a project called Regionet 

Leuven1. Similar to the previous workshops, a main observation was that participants requested 

more flexible station comparisons, and that they stressed the importance of the absolute numbers 

over the relative scores. Concerning the latter, comments were also made about the normalization 

of values between 0 (corresponding to the lowest absolute value) and 10 (the highest). As a spatial 

planner argued: ‘It would make more sense to take proportions relative to the highest absolute 

value. Your point of comparison will distort the results much less, because currently two scores of 

let’s say 546 and 550 will be rescaled to 0 and 10 which distorts proportions severely’. Along with 

these suggestions, ideas for additional indicators were proposed such as a ‘design for all’ indicator 

(taking into account the accessibility of the station and bus stops for people with disabilities) and 

one reflecting the level of road congestion between the station under scrutiny and the most 

important commuter destinations. At the same time however, other participants questioned the 

need to further expand the amount of information included and would rather distill the most 

relevant indicators only. Besides these usability reflections, it became clear how, conceptually, the 

radar diagram requires a distinct way of thinking that seemed uncommon to many participants. A 

municipal mobility expert for example asked: ‘But why did you opt to compare stations with each 

other? This diagram totally contrasts with how we are used to look at things. You look completely 

different at those numbers. We always start by looking at the inflow: how much and how do people 

get there etc. But these diagrams… It’s all so relative’. A final observation in line with the previous 

workshops, was the strong interest for the NMBS user-based data. A Provincial policy officer 

responsible for spatial planning, for example, reflected ‘how great it would be if the data about the 

catchment area sizes could also be visualised spatially, let’s say by using rasters so there is no 

privacy problem. This would be incredibly valuable to better grasp a station’s functioning within 

the transport region’.  

 

Following the workshops, two additional meetings with NMBS were arranged to communicate 

our findings and to reflect on the possibilities for disclosing (parts of) the delivered data for public 

use in an advanced version of StationRadar (2.0). We learned how the user-based data provided 

by NMBS in the context of this research is only rarely extracted for analytical purposes from the 

‘enormous pile of data’ the company owns. As one employee argued: ‘the mere fact that we have 

dusted off and tapped into these data as part of your research is very positive’. The tool was also 

praised for its accessible user interface in which these and the other data were deemed easily 

                                                 
1 Regionet Leuven is a supra-local strategic project comprising the transport region of Leuven. It aims to develop a 

long term vision for regional development and high-quality public transport and cycling networks. 
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consultable, prompting the idea for a (private) tool spin-off allowing the company to integrate and 

visualise much more data, such as origin-destination flows. At the moment of writing, our request 

in terms of the disclosure of the user-based data is under consideration, but the anticipation is that 

we will be allowed to not only visualise the radar diagrams, but to also display the raw data. As an 

employee stated, ‘these data are in fact not that sensitive’ and ‘NMBS wants to contribute to the 

wave of open source applications’ as much as possible. It was also stated how the company aims 

to collaborate more frequently with universities and research institutes, and how this research is 

considered a test case. 

 

4.2 An intuitive account of a station’s accessibility 

 

The intuitive exercise in part B of the workshop (Figure 3) allowed us to examine the dominant 

wording that was used by the municipal representatives to describe the accessibility of ‘their’ 

station, and therefore the extent to which they are captured by the indicators of the radar diagram. 

We coded the accessibility statements, grouped them over all workshops (N = 22 station 

descriptions) and analysed how frequently they were used. Figure 5 illustrates the statement codes 

and their absolute frequencies. Most frequently, stations were described in terms of the largest 

cities they connect to without needing to transfer (coded as ‘Train TransferCentrality’), followed 

by the location of the station with respect to the urbanized area (‘Place LocationStation’). 

Examplary statements of the latter are: ‘the station is located within a 5 to 10 minutes walk from 

the city center’ or ‘the station is situated at the edge of the city’. Up next are car parking capacity, 

car parking utilisation, train frequency per hour, the kind of environment the station is situated in 

(‘in the middle of the fields’, ‘in a very residential environment’, ‘in an open landscape’) and bike 

parking capacity and utilisation. 
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Figure 5 : Frequency of accessibility statements 

 

Some general conclusions that can be drawn from this are that, first, most of the statements 

centered around the station feeder modes (car, bike and public transport), with the car featuring 

most prominently. Second, although place characteristics were frequently discussed, the standard 

TOD dimensions of ‘density’, ‘diversity’ and ‘design’ (see Cervero and Kockelman 1997) were 

hardly mentioned or referred to. For example, statements about land use diversity and design of 

the built environment (walkability) were both mentioned in only 3 out of 22 cases. This could be 

due to the underrepresentation of spatial planners and urbanists in two of the three workshops. 

Third, we concluded that some of the frequently mentioned characteristics were not incorporated 

in StationRadar, i.e. parking utilisation data, parking quality data, road congestion data, and more 

‘soft’ user-based data about the accessibility of the platforms and safety at and around the station. 

Following the focus groups, we concluded that some of these characteristics (especially parking 

utilisation data and road congestion data) are deemed crucial, therefore these should be 

incorporated in StationRadar 2.0. 

 

4.3 Survey results 

 

The post-workshop survey focused on four dimensions: the background characteristics of the 

participants, the quality of the process (individual and group), the tool usability and the tool utility. 

These dimensions will be discussed below, by means of visualizations of the most relevant five-

point Likert scale statements and their ratings across the workshops. When relevant, written survey 

statement replies are also cited, along with the results of one-way analyses of variance (ANOVA). 

These are used to determine whether there are any statistically significant differences between the 

means of particular statement scores for different groups of participants (we tested for age and sex 

categories, but also for ‘organisation’ and ‘background’, see Appendix II). In total, 43 surveys 

were completed.  

 

4.3.1 Quality of process  

 

We evaluated the perceived quality of the workshop process at the individual and group level based 

on 11 statements (some of them included in Figure 6). At the individual level, the majority of 

participants expressed positive feelings about the workshop and stated to have required new 

insights, such as: ‘the tool gives a clear insight into the factors that influence the node and place 

values of a station’ or ‘this multidisciplinary approach was new to me’. Results are more diverging 

for statements 3 and 4 (Figure 6). As for 3, a large share of the participants stated that the 

viewpoints of other participants were already sufficiently clear, while others argued that the tool 

enabled them to better understand the logic of NMBS, or that it helped ‘to see things through the 

lens of other stakeholders’. As for 4, a majority of participants (strongly) disagreed with the 

statement or rated it with a ‘neutral’, which may in part be explained by the recent character of the 

transport region concept. As two participants stated: ‘the division of roles for mobility planning in 

the region is still very unclear’ and ‘there is no coordination of roles yet within the transport 

region’. These opinions echo our earlier statement about how the ‘concrete experience’ within the 

transport region planning practice had not yet matured at the time of the workshops, which has 

important repercussions for the inferences made (see section 5). 

1 2 
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Figure 6 : Quality of process – Likert scale statements 

At the group level, participants stated that the social dynamic at the worktables was constructive, 

that time was used efficiently, and that there was a shared professional language (statement 5). 

Drawing on our experience as focus group moderators, we can corroborate the latter as we felt that 

most participants indeed used and mastered the node-place jargon towards the end of the 

workshop. Statement 6 in turn has a high proportion of blanks, which might be explained by the 

fact that some of the station-specific questions or statements were not addressed during the focus 

group. 

 

4.3.2 Usability 

 

The survey included 22 usability statements, 14 of which specifically focused on the radar 

diagrams (Figure 7), and the remaining ones on the StationRadar tool (Figure 8). As statement 7 

illustrates, the majority of participants finds these type of visualizations useful, provided that some 

of the limitations detailed above are tackled. Similarly, most people do not perceive the radar 

diagrams as being too abstract, ‘as long as you fully realise what you are comparing and what the 

scores really mean’. Or, as one participant noted: ‘For me it’s all about the scale of abstraction. 

It’s fine to compare between stations on a regional scale, but on the level of let’s say 1 station, a 

radar diagram is removed too far from reality and in this case, I am more in favour of the 

combination of multiple tools to approach reality’. Or: ‘In order to make sense of this complex 

matter, I don’t think you can proceed differently than through an abstraction of reality’. 

Interestingly, the ANOVA test for statement 7 in terms of the participants organisation is 

statistically significant (between groups, p = .048), indicating how all stakeholders operating on a 

supra-local scale value the radar diagrams more strongly than the municipal representatives (this 

is especially the case for mobility provider De Lijn, the intercommunal organisations and both the 

Flemish and Provincial Governments). These results closely echo the focus group findings 

discussed above.As for statements 9 to 12, the results indicate how the workshop set-up did not 

provide enough time for most people to be able to respond to these statements in a properly 

informed way – this was also explicitly stated by most participants. Suggestions for extra 

dimensions and indicators were nonetheless made, and are mostly in line with the ones raised 

  
3 4 

  
5 6 
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during the focus groups. With respect to the communicative value of the diagrams (statement 13), 

opinions are divided. Those that do not agree mostly refer to the extensive knowledge required to 

interpret the diagrams, and therefore argue that it is ‘definitely not a quick visualization tool’. In a 

similar vein, some also state the communicative value is ‘only tangible for professionals’. Besides 

that, many participants noted that the communication potential of the generalised diagrams is 

certainly higher than the detailed diagrams. The latter contention somewhat contradicts with the 

ratings for statement 14, as it seems that the majority of participants is clearly of the opinion that 

there are not too many indicators in the diagram. 

 

Another usability question was to ask the respondents to rate each dimension in terms of their 

importance on a scale from 0 to 5. The results (see Appendix III) indicate how, in general, the left 

and middle sides of the diagram (corresponding to the node, train, effort and user intensity 

dimensions) are deemed most important, while the right side (place and motivations) receives 

lower scores. The catchment area dimensions in particular are deemed very important, along with 

the accessibility of the station by bike and public transport. The motivations of the station users 

and the place characteristics (especially diversity and design) are deemed less important. However, 

this general image changes when results are disaggregated according to the participants 

backgrounds (mobility or spatial planning). Interestingly, spatial planners tend to value the 

importance of the place dimensions (density, diversity and design) more strongly than their 

counterparts, and the accessibility by car is also deemed less important. When running a series of 

one-way ANOVA tests to discern whether these differences in mean values are statistically 

different between both groups, only the ‘design’ dimension returns a significant result (p = .045). 

 

Figure 7 : Radar diagram usability – Likert scale statements 

7 8 

  
9 10 

  
11 12 

  
13 14 

  

 

 
 



BIVEC/GIBET Transport Research Days 2019 

186 

 

 

 
Figure 8 : StationRadar usability – Likert scale statements 

 

When moving to an assessment of StationRadar’s usefulness (Figure 8), the following observations 

can be made. First, most participants consider the embeddedness of the radar diagrams in the tool 

crucial (as revealed by statements 15 and 20). Second, the majority finds the tool user friendly and 

does not think important cartographic material is missing. As for the latter, some interesting 

suggestions were however made, such as: ‘it would be interesting to add a layer visualising the 

expected demographic growth in the region, and a layer that informs which type of people are 

living in the station area (age, income, …)’. Statement 18 in turn reveals how opinions diverge on 

the perceived transparency of the tool and the statement 19 ratings echo the above mentioned 

critiques in terms of tool interactivity (mainly in terms of the ability to make flexible station 

comparisons). 
 

4.3.3 Utility 
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Figure 9 : Utility – Likert scale statements 

 

 

In terms of utility, the survey included 5 statements. The first examined to what extent these kind 

of empirical analyses are deemed relevant within the transport region. Judging from Figure 9, the 

vast majority of participants in all three workshops clearly (and strongly) agree with statement 21, 

provided that the usability limitations of the radar diagrams are tackled. The number of ‘neutral’ 

and ‘blank’ replies are very small, reflecting a quasi consensus. Statement 24 nonetheless reveals 

how a significant share of participants consider the tool to be most meaningful in terms of social 

interaction: communication, discussion and collaboration. Opinions nonetheless diverge. One 

participant stated that ‘this is indeed a very important added value’, two others noted that ‘both 

aspects are relevant’, while somebody else considered social interaction as ‘a nice side-effect of 

the tool’, and another participant hypothesised that ‘the tool will not bring stakeholders around 

the table’. The latter could be related to the perceived complexity of the tool by a (smaller) part of 

the participants, as indicated by statement 22, although the majority disagrees that this complexity 

could hinder its usefulness within the transport region. Written feedback mainly focuses on the 

usability limitations raised above. Tool utility is moreover determined by the priority given to 

railway station (area) development in the transport region, and the extent to which this is expected 

as part of the regional mobility plan (statement 23). In this respect, most participants argue that 

‘TOD is very important’ and refer both to the decree on basic accessibility (see section 3.2) and 

Flanders’ new spatial policy plan in which the railway network is considered the backbone for 

future spatial development (Flemish Government 2017; 2018b). Others stress that the ‘node value’ 

is just one aspect, and that the ‘place value’ of other non-railway station locations is equally 

important, or argue that ‘there are large areas within the transport region without railway stations 

or railway line. Important bus stops could or should be added to the tool’. Another participant 

argued that ‘the main question is how to reduce car traffic in favour of train traffic and other public 

transport. Therefore, mainly biking and walking from and towards the railway stations needs to 

be prioritised’. A final utility statement (25) concerns the stakeholders involved in the planning 

task. The majority of participants argued all relevant stakeholders were present at the workshop. 

Those who disagreed were participants from workshop 2 where NMBS was not represented, and 

participants from workshop 3 where De Lijn was not represented. Other absent stakeholders 

registered in the surveys are ‘Infrabel’1, ‘policy representatives’, ‘other spatial stakeholders’ and 

‘representatives of large companies’. 
 

 

 

 

                                                 
1 Infrabel is the infrastructure manager of the railways in Belgium. 
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5. Concluding remarks 
 

This paper reported on an experiential approach to the development of a node-place based planning 

support tool in the context of the transport region partnership in Flanders. At the root of this 

research project was the observation that NPM concepts, assumptions and outcomes are rarely 

tested and validated in close dialogue with the indended end users of the conducted analyses and 

developed tools. This is surprising, since the majority of studies touch upon the interface between 

planning practice and planning research, and foreground, or at least hint towards, the usefulness 

of their empirical outcomes for (a variety of) stakeholders involved in station (area) development. 

In order to help bridge this gap between NPM research and practice, we adopted an experiential 

research strategy and organized a series of workshops in which we put the recently developed, 

node-place based, StationRadar tool to the test. 

  

During the course of the process, usability and utility hypotheses were continuously revisited and 

fine-tuned, as an input for each successive workshop. The tool itself was not modified based on 

the comments received. This has an important limitation in that the feedback is based on 

assumptions, and is therefore not grounded in actual ‘before and after’ experimentation. On the 

other hand, as the workshop protocol was uniform in all cases, this approach allowed us to 

aggregate across workshops, yielding a sample size of 45 respondents which was large enough to 

enable statistical analyses. Moreover, given that the feedback received is mostly consistent across 

workshops, the majority of conclusions drawn are straightforward and consensual.  

 

In terms of usability, we can conclude that StationRadar has the potential to become a functional 

and helpful tool for different stakeholders in the region, provided that some important limitations 

are tackled. Regarding interactivity1, users need to be allowed to manually select the stations they 

want to compare with each other, and the diagrams should be plotted on the screen simultaneously. 

Additionally, interesting ideas were raised to experiment with visualizations of indicator-specific 

station comparisons. In terms of transparancy, it is absolutely crucial to disclose all raw data 

underpinning the relative scores in the radar diagrams, and in terms of user friendliness, the relative 

scores need to be weighted in a more intuitive way, i.e. proportional to the highest score in the 

distribution. Opinions about the perceived communicative value of the diagrams currently diverge, 

but will arguably converge once the above recommendations are tackled. A final usability remark 

deals with the level of detail provided by the tool. Compared to earlier NPM research, the radar 

diagrams can be considered very detailed as more dimensions were added and all underlying 

indicators can be displayed. Judging from the survey results, the majority of participants (strongly) 

appreciated this level of detail. Unfortunately, the workshop set-up did not allow for a more 

thorough examination of the indicators and their operationalization. A future validation of the 

indicators as part of StationRadar 2.0 (by means of surveys or another multi-actor workshop) is 

therefore a sensible next step. 

 

                                                 
1 One way in which we will tackle these interactivity recommendations is by scaling the landing page of the project 

to a Vue.js and D3.js based web app, which will allow for more flexibility and interactivity. We will however also 

keep the Shiny app for the detailed maps. Recently, we witnessed the creation of similar webtools such as the Urban 

Mobility Index (https://urbanmobilityindex.here.com/) which use JavaScript, react.js/vue.js together with beautiful 

user interfaces to present often complex data in a simple and reactive way. 
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The above observations and reflections have a broader significance for the NPM literature, as the 

practice of developing visual renderings of station-specific performance levels seems to become 

more prevalent (see Balz and Schrijnen 2009, Singh et al. 2017, Vale et al. 2018, Caset et al. 2018, 

Groenendijk et al. 2018, Nigro et al. 2019). Although each planning context is unique and each 

NPM analysis originates from a particular problem statement, it may well be the case that certain 

usability traits in terms of node-place modeling visuals are universal.  

 

In terms of utility, we believe our findings are less straightforward and consensual in this stage of 

the research, and will require further examination. Due to the recent character of the transport 

region partnership and the timing of the workshops at the very start of this planning process, the 

planning practice to which StationRadar was subjected can be considered ‘premature’. Among 

some of the participants, there was much uncertainty about the subjects that will be prioritised in 

the region, how (frequently) the meetings will be organised, what is expected from them and what 

exactly is expected in light of the regional mobility plan. This uncertainty obviously hinders an 

adequate assessment of StationRadar’s utility in the region. A future research step will therefore 

deal with the organisation of additional interviews with representatives from the different supra-

local partners, in which we will aim to deepen our understanding of the ‘fit’ between the tool and 

the concrete regional planning task(s) at hand.  

 

From a valorisation point of view, the most noteworthy contribution of this research project 

arguably consists of the actor-mobilising and data-disclosing potential of the tool. We experienced 

how different stakeholders spontaneously contacted us with the intention to contribute by 

delivering data. Besides that, NMBS will (very likely) approve of the public communication and 

dissemination of their recent user-based data for all railway stations in Flanders and Brussels. As 

such, we hope to somehow fuel the momentum initiated by the transport regions to put sustainable 

mobility, quite literally, on the map. 
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Appendix I – Radar diagram explanation  

 

The radar diagram is composed of six fields and is briefly explained here. For a detailed account 

of all indicators and their mode of operationalization, we refer to Caset et al. (under review). 

Instead of integrating all transport modes in the ‘node value’ of the station (as is usually done in 

NPM studies), we opted to separate the train accessibility in the field ‘train’, and the feeder mode 

accessibility (by car, bike and public transport) in the field called ‘node’. The ‘place’ field captures 

the standard TOD dimensions of ‘density’, ‘diversity’ and ‘design’, based on a walkable network 

buffer of 1200 m (15 minutes of walking). The lower half of the diagram presents a demand-side 

perspective by visualizing data about the users of the station. The ‘effort’ field captures how far 

people live from their station of origin, and therefore relates to the effort to reach the station. 



BIVEC/GIBET Transport Research Days 2019 

190 

 

‘Ridership’ in turn reflects the frequency of passengers boarding on a regular working day and the 

extent to which the station functions as an origin or as a destination station. Lastly, ‘motivation’ 

informs about the extent to which particular groups use the station (secondary education, tertiary 

education, work, and other). 

 

 

 
 

 

Appendix II – Summary sheet workshops 

 
 WORKSHOP GENT 

17-01-2019 
WORKSHOP AALST 

25-01-2019 
WORKSHOP LEUVEN 

21-02-2019 

Participants 16 15 14 

Organisation 

Municipality 
Intercommunal org. 

Flemish Government 

Provincial Government 
NMBS (railway company) 

De Lijn (bus company)  

 

7 
2 

2 

3 
1 

1 

 

10 
1 

2 

0 
0 

2 

 

6 
1 

3 

3 
1 

0 

Background 
Mobility 

Spatial planning 

Other 

 
10 

4 

2 

 
10 

3 

2 

 
7 

7 

0 

Age category 

<30 

31 - 45 
46 - 60 

> 60 

 

4 

6 
5 

0 

 

3 

5 
6 

1 

 

2 

5 
7 

0 

Sex 

Men 
Women 

Other 

 

11 
5 

0 

 

9 
6 

0 

 

8 
6 

0 

Worktables 3 2 2 

Facilitators 4 2 2 

Station cases 8 

Eeklo 

Waarschoot 
Evergem 

Beervelde 

Deinze 
Eke-Nazareth 

Landegem 

Melle 

6 

Wichelen 

Dendermonde 
Aalst 

Burst 

Denderleeuw 
Ninove 

8 

Haacht 

Wespelaar-Tildonk 
Hambos 

Wijgmaal 

Wezemaal 
Aarschot 

Langdorp 

Testelt 
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Appendix III – Rated importance of dimensions (mean values) 

 

 

 
 

   

a) All (N = 43) b) Mobility (N = 27) c) Spatial planning (N = 14)  
 

 

References 
 

Andrienko, G., Andrienko, N., Jankowski, P., Keim, D., Kraak, M., MacEachren, A., Wrobel, S. 

(2007). Geovisual Analytics for Spatial Decision Support: Setting the Research Agenda, 

International Journal of Geographical Information Science 21, 839 – 857 

Balz, V., Schrijnen, J. (2009). From Concepts to Projects: Stedenbaan, the Netherlands. In: Curtis, 

C., Renne J.L., Bertolini, L. (Eds.) Transit Oriented Development – Making it Happen. Ashgate 

Publishing Limited, 75 – 90 

Bertolini, L. (1996). Nodes and Places: Complexities of Railway Station Redevelopment, 

European Planning Studies 4, 331 – 346 

Bertolini, L. (1999). Spatial Development Patterns and Public Transport: The Application of an 

Analytical Model in the Netherlands, Planning Practice and Research 14 (2), 199 – 210 

Blaikie, N. (2010). Research Questions and Objectives. In: Designing Social Research, 56 – 79 

Caset, F., Derudder, B., Boussauw, K., Witlox, F. (2017). Planning for Railway Network 

Connectivity and Spatial Proximity: Balancing Node and Place Functions in Flanders and Brussels 

Capital Region. In: Cools, M., Limbourg, S. (Eds.) Proceedings of the BIVEC-GIBET Transport 

Research Days 2017 

Caset, F., Vale, D.S., Viana, C.M. (2018). Measuring the Accessibility of Railway Stations in the 

Brussels Regional Express Network: a Node-Place Modeling Approach, Networks and Spatial 

Economics. https://doi.org/10.1007/s11067-018-9409-y 

Caset, F., Teixeira, F.M., Derudder, B., Boussauw, K., Witlox, F. (under review) Planning for 

Nodes, Places, and People in Flanders and Brussels: Developing an Empirical Railway Station 

Assessment Model for Strategic Decision-making.  



BIVEC/GIBET Transport Research Days 2019 

192 

 

Cheng, J., Bertolini, L., le Clercq, F., Kapoen, L. (2013). Understanding Urban Networks: 

Comparing a Node-, a Density- and an Accessibility-based View, Cities 31, 165 – 176  

Cervero, R., Kockelman, K. (1997). Travel Demand and the 3Ds: Density, Diversity and Design, 

Transportation Research Part D: Transport and Environment 2 (3), 199 – 219 

Cervero, R. (2009). Public Transport and Sustainable Urbanism: Global Lessons, in Curtis, C., 

Renne, J. L., Bertolini, L. (2009) (Eds.) Transit Oriented Development: Making it Happen. 

Routledge 

Chorus, P., Bertolini, L. (2011). An Application of the Node-place Model to Explore the Spatial 

Development Dynamics of Station Areas in Tokyo, Journal of Transport and Land Use 4 (1), 45 

– 58 

Chorus, P., Bertolini, L. (2014). Developing Transit-oriented Corridors: Insights from Tokyo, 

International Journal of Sustainable Transportation 10 (2), 86 – 95 

Champlin, C., te Brömmelstroet, M., Pelzer, P. (2018). Tables, Tablets and Flexibility: Evaluating 

Planning Support Systems Performance under Different Conditions of Use, Applied Spatial 

Analysis and Policy. https://doi.org/10.1007/s12061-018-9251-0 

Chen, X., Lin, L. (2015). The Node-place Analysis on the Hubtropolis Urban Form: The Case of 

Shanghai Hongqiao Air-rail Hub, Habitat International 49, 445 – 453 

Duffhues, J., Mayer, I. S., Nefs, M., van der Vliet, M. (2014). Breaking Barriers to Transit-oriented 

Development: Insights from the Series Game SPRINTCITY, Environment and Planning B: 

Planning and Design 41, 770 – 791 

Faludi, A., Waterhout, B. (2006). Introducing Evidence-Based Planning, disP – The Planning 

Review 42 (165), 4 – 13 

Flemish Government (2017). Working Together on the Space of Tomorrow. Brochure to the White 

Paper on the Spatial Policy Plan for Flanders. Retrieved from 

https://www.ruimtevlaanderen.be/Portals/108/WhitePaperSpatialPolicyPlanFlanders_brochure20

17_1.pdf 

Flemish Government (2018a). Tekst aangenomen door de plenaire vergadering van het ontwerp 

van decreet betreffende de basisbereikbaarheid. Retrieved from 

http://docs.vlaamsparlement.be/pfile?id=1475622  

Flemish Government (2018b). Beleidsplan Ruimte Vlaanderen: Strategische Visie. Retrieved from 

https://www.ruimtevlaanderen.be/Portals/108/BRV_StrategischeVisie_VR20181307DOC.pdf  

Gilliard, L., Wenner, F., Belahuski, G.B., Nagl, E., Rodewald, A., Schmid, F., Stechele, M., Zettl, 

M., Bentlage, M., Thierstein, A. (2018). Using Boundary Objects to Make Students Brokers 

Across Disciplines: a Dialogue between Students and their Lecturers on Bertolinis Node-place 

Model, Transactions of the Association of European Schools of Planning 2 (1), 81 – 98 



BIVEC/GIBET Transport Research Days 2019 

193 

 

Goodspeed, R. and Pelzer, P. (forthcoming). Organizing, Facilitating, and Evaluating PSS 

Workshops. In: Geertman, S., Stillwell, J. (Eds.) Handbook on Planning Support Science 

Groenendijk, L., Rezaei, J., Correia, G. (2018). Incorporating the Travellers Experience Value in 

Assessing the Quality of Transit Nodes: A Rotterdam Case Study, Case Studies on Transport 

Policy 6 (4), 564 – 576 

Higgins, C.D., Kanaroglou, P.S. (2016). A Latent Class Method for Classifying and Evaluating 

the Performance of Station Area Transit-oriented Development in the Toronto Region, Journal of 

Transport Geography 52, 61 – 72 

Huang, (2017). Measuring Transit-oriented Development Network Synergy based on Node 

typology. Master thesis, University of Twente 

Irvin-Erickson, Y., La Vigne, N. (2015). A Spatio-temporal Analysis of Crime at Washington, DC 

Metro Rail: Stations Crime-generating and Crime-attracting Characteristics as Transportation 

Nodes and Places, Crime Science 4 (14), 1 – 13 

Ivan, I., Boruta, T., Horák, J. (2012). Evaluation of Railway Surrounding Areas: The Case of 

Ostrava City. In: Longhurst, J.W.S., Brebbia, C.A. (Eds.) Urban Transport XVIII: Urban 

Transport and the Environment in the 21st Century. Southampton: WITPress 

Kamruzzaman, M., Baker, D., Washington, S., Turrell, G. (2014). Advance Transit Oriented 

Development Typology: Case Study in Brisbane, Australia, Journal of Transport Geography 34, 

54 – 70 

Kickert, C. C., Berghauser Pont, M., Nefs, M. (2014). Surveying Density, Urban Characteristics, 

and Development Capacity of Station Areas in the Delta Metropolis, Environment and Planning 

B: Planning and Design 41, 69 – 92 

Kim, H., Sultana, S., Weber, J. (2018). A Geographic Assessment of the Economic Development 

Impact of Korean High-speed Rail Stations, Transport Policy 66, 127 – 137  

Kolb, D.A., Fry, R. (1975). Toward an Applied Theory of Experiential Learning. In: Cooper, C.L. 

(Ed.) Theories of Group Process. New York: John Wiley & Sons Ltd, 39 

Li, Z., Han, Z., Luo, X., Su, S., Weng, M. (2019). Transit Oriented Development among Metro 

Station Areas in Shanghai, China: Variations, Typology, Optimization and Implications for Land 

Use Planning, Land Use Policy 82, 269 – 282 

Lyu, G., Bertolini, L., Pfeffer, K. (2016). Developing a TOD Typology for Beijing Metro Station 

Areas, Journal of Transport Geography 55: 40 – 50 

Marshall, S., Banister, D. (2007). Land Use and Transport: European Research Towards 

Integrated Policies. Oxford: Elsevier 

Meyer, M. D. and Miller, E. J. (2001). Urban Transportation Planning: A Decision-oriented 

Approach. New York: Mc Graw Hill 



BIVEC/GIBET Transport Research Days 2019 

194 

 

Monajem, S., Nosration, F.E. (2015). The Evaluation of the Spatial Integration of Station Areas 

via the Node Place Model; an Application to Subway Station Areas in Tehran, Transportation 

Research Part D: Transport and Environment 40, 14 – 27 

Nielsen, J. (1993). Usability Engineering. Academic Press, San Diego, CA 

Nigro, A., Bertolini, L., Moccia, F.D. (2019). Land Use and Public Transport Integration in Small 

Cities and Towns: Assessment Methodology and Application, Journal of Transport Geography 

74, 110 – 124 

Olaru, D., Moncrieff, S., McCarney, G., Sun, Y., Reed, T., Pattison, C., Smith, B., Biermann, S. 

(2019). Place vs. Node Transit: Planning Policies Revisited, Sustainability 11 (2), 1 – 14 

Ortuño-Padilla, A., Espinosa-Flor, A., Cerdán-Aznar, L. (2017). Development Strategies at Station 

Areas in Southwestern China: The Case of Mianyang City, Land Use Policy 68, 660 – 670 

Papa, E., Pagliara, F., Bertolini, L. (2008). Rail System Development and Urban Transformations: 

Towards a Spatial Decision Support System. In: Bruinsma, F., Pels, E., Rietveld, P., van Wee, B. 

(Eds.) Railway Development: Impacts on Urban Dynamics, 337 – 357 

Papa, E. Moccia, F.D., Angiello, G., Inglese, P. (2013). An Accessibility Planning Tool for 

Network Transit Oriented Development: SNAP, Planum 2 (27), 1 – 9 

Papa, E., Silva, C., te Brömmelstroet, M., Hull, A. (2016). Accessibility Instruments for Planning 

Practice: A Review of European Experiences, Journal of Transport and Land Use 9 (3), 57 – 75 

Papa, E., Carpentieri, G., Angiello, G. (2018). A TOD Classification of Metro Stations: An 

Application in Naples. In: Papa, R., Fistola, R., Gargiulo, C. (Eds.) Smart Planning: Sustainability 

and Mobility in the Age of Change. Springer 

Peek, G. J., Bertolini, L., De Jonge, H. (2006). Gaining Insight in the Development Potential of 

Station Areas: A Decade of Node-place Modelling in the Netherlands, Planning Practice and 

Research 21, 443 – 462 

Pelzer, P., Geertman, S., van der Heijden, R., Rouwette, E. (2014). The added value of Planning 

Support Systems: A practitioners perspective, Computers, Environment and Urban Systems 48, 16 

– 27  

Pelzer, P. and Geertman, S. (2014). Planning Support Systems and Interdisciplinary Learning, 

Planning Theory & Practice 15 (4), 527 – 542 

Pelzer, P. (2017). Usefulness of Planning Support Systems: A Conceptual Framework and an 

Empirical Illustration, Transportation Research Part A 104, 84 – 95 

Reusser, D.E., Loukopoulos, P., Stauffacher, M. Scholz R.W. (2008). Classifying Railway 

Stations for Sustainable Transitions – Balancing Node and Place Functions, Journal of Transport 

Geography 16 (3), 191 – 202 

Singh, Y.J., Lukman, A., Flacke, J., Zuidgeest, M., van Maarseveen M. (2017). Measuring TOD 

around Transit Nodes – Towards TOD Policy, Transport Policy 56, 96 – 111  



BIVEC/GIBET Transport Research Days 2019 

195 

 

Singh, Y.J., Fard, P., Zuidgeest, M., Brussel, M., van Maarseveen, M. (2014). Measuring Transit 

Oriented Development: a Spatial Multi Criteria Assessment Approach for the City Region Arnhem 

and Nijmegen, Journal of Transport Geography 35, 130 – 143 

Straatemeier, T., Bertolini, L., te Brömmelstroet, M., Hoetjes, P. (2010). An Experiential 

Approach to Research in Planning, Environment and Planning B: Planning and Design 37 (4), 

578 – 591 

Straatemeier, T. (2019). Joint Accessibility Design: A Framework to Improve Integrated Transport 

and Land Use Strategy Making. Doctoral dissertation, University of Amsterdam  

te Brömmelstroet, M. (2010). Making Planning Support Systems Matter: Improving the Use of 

Planning Support Systems for Integrated Land Use and Transport Strategy-Making. Doctoral 

dissertation, University of Amsterdam 

te Brömmelstroet, M., Silva, C., Bertolini, L. (2014). COST Action TU1002 – Assessing Usability 

of Accessibility Instruments. Brussels: COST  

Vale, D. (2015). Transit-oriented Development, Integration of Land Use and Transport and 

Pedestrian Accessibility: Combining Node-place Model with Pedestrian Shed Ratio to Evaluate 

and Classify Station Areas in Lisbon, Journal of Transport Geography 45, 70 – 80  

Vale, D., Viana, C.M., Pereira M. (2018). The Extended Node-Place Model at the Local Scale: 

Evaluating the Integration of Land Use and Transport for Lisbons Subway Network, Journal of 

Transport Geography 69, 282 – 293 

van Nes, A., Stolk, E. (2012). Degrees of Sustainable Location of Railway Stations: Integrating 

Space Syntax and Node Place Value Model on Railway Stations in the Province of North Hollands 

Strategic Plan for 2010 – 2040, Proceedings of the 8th International Space Syntax Symposium, 

January 3-6, Santiago de Chile, Chile. Ref. nr. 8005 

Vonk, G. (2006). Improving Planning Support. The Use of Planning Support Systems for Spatial 

Planning. Doctoral dissertation, Utrecht University 

Zemp, S., Stauffacher, M., Lang, D.J., Scholz, R.W. (2011a). Classifying Railway Stations for 

Strategic Transport and Land Use Planning: Context Matters, Journal of Transport Geography 19 

(4), 670 – 679 

Zemp, S., Stauffacher, M., Lang, D., Scholz, R.W. (2011b). Generic Functions of Railway Stations 

– A Conceptual Basis for the Development of Common System Understanding and Assessment 

Criteria, Transport Policy 18 (2), 446 – 455 

 
 

  



BIVEC/GIBET Transport Research Days 2019 

196 

 

 

Exact Space–Time Prisms of Activity Programs: Bidirectional Searches in Multi-

State Supernetworks 
 

Feixiong Liao1 

  

Abstract: Space–time prism (STP) modeling for activity programs of various realizations of 

activity chains has been a challenging research topic with vast applications in time geography and 

activity-based travel demand analyses. Using the multi-state supernetwork representation of 

activity-travel patterns, a unidirectional goal-directed search method has been put forward to find 

the approximate lower and upper STP bounds. This study claims that a bidirectional search 

scheme in a multi-state supernetwork is capable of pinpointing the exact STP of an activity 

program. The correctness and search space are first analyzed for the existing two-stage 

bidirectional search methods originally suggested for constructing trip-based STPs. A 

simultaneous bidirectional search scheme is further proposed. Travel time lower bounds based on 

A*, landmarks, and triangular inequalities are applied in goal-directed searches to reduce the 

search space. The small twists in formalism over the existing point-to-point routing methods 

ensure optimality and computational efficiency. The performances of the suggested methods are 

demonstrated for conducting activity programs in large grid networks.    

 

 

Keywords: “space–time prism”, “multi-state supernetwork”, “goal-directed search”, “activity 

program”. 

 

1. Introduction 

 

It has been recognized that humans are subject to space–time constraints to engage in activities, 

which involves allocating limited available time to access activities sparsely distributed in space 

(Hägerstrand, 1970). As a central time geographic concept, space–time prism (STP) delimits the 

space–time opportunities that can be reached by a moving object given the anchor points and time 

frame (Miller, 1991). In the context of human travel and activity participation, an STP delineates 

the subset of spatial opportunities at moments in time available to an individual. It is propositioned 

that the actual activity-travel behavioral patterns occur in different forms within action spaces 

delineated by spatiotemporal conditions. The STP offers a perspective of person-based 

accessibility different from place-based accessibility measures typically focusing on a macro level 

(Geurs and van Wee, 2004; Neutens et al., 2011; Tong et al., 2015; Miller, 2017; Fransen et al., 

2018). Thus, STP and its extensions have large implications for spatial and transport planning 

initiatives respecting person heterogeneity. 

In the seminal STP model (Lenntorp, 1976), the outer bounds of a prism are determined by the 

maximum attainable travel speed, time budget, physical distance between the anchors, and the 

minimum duration of a flexible activity that can be conducted at one of multiple locations. An STP 

figuratively defines the envelope of all possible space–time paths. The projection of the STP to the 

two-dimensional plane determines the potential path area (PPA) that contains the set of feasible 

spatial opportunities. As these input parameters only hold in an ideal situation, considerable 

                                                 
1 Eindhoven University of Technology, Urban Planning and Transportation Group, f.liao@tue.nl  
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attention has been paid to relaxing the conditions of the original STP model. While it is not 

straightforward to define the prism shape analytically for most extensions, the examination of 

access to a location in time is essential for STP modeling and applications. Regarding the temporal 

dimension, early efforts have been devoted to incorporating varied link travel speeds and location 

time windows in real transport networks (e.g., Kwan and Hong, 1998). It is noteworthy that STP 

is also re-labeled as network-time prism (NTP) if it is constructed over transport networks. A 

number of STP extensions were suggested in the past years to accommodate flexible space–time 

anchor points, uncertain travel speeds, acceleration limits, and unequal prism interiors, analogues 

to attaching prefixes to STPs, such as rough, reliable, kinetic, and probabilistic (Chen et al., 2013, 

2017; Kuijpers and Othman, 2017; Song et al., 2017). To further enhance realism, several 

behavioral facets were also studied in the STP framework, such as interpersonal interactions, 

virtual mobility, and multimodality. Apart from time budget, other constraints related to monetary 

budget, transfer times, travel distance range were also taken into account (e.g., Kujala et al., 2018; 

Mahmoudi et al., 2019). These STP derivatives require algorithmic refinements on network 

routings and result in major revisions to the ideal action space. On the applied side, the model 

extensions have been extensively adopted in travel demand models for choice set formation 

(Arentze and Timmermans, 2011; Kang et al., 2013; Liao et al., 2013; Chow and Nurumbetova, 

2015; Allahviranloo and Chow, 2019; Oyama and Hato, 2019). 

Existing STP models have been predominantly concentrated on one episode of activity 

participation, which are referred to as trip-based STPs. Their applications in the presence of 

activity chains usually require known activity sequences in such a way that the trip-based STPs 

are constructed sequentially as building STP blocks. There have been few pioneering endeavors 

constructing the STPs in a systemic fashion for conducting multiple activities. Specifically, Chen 

and Kwan (2012) proposed an approach for location choice set formation considering multiple 

flexible activities with flexible sequences between two anchors. To check the space–time 

constraints, their approach enumerates all feasible activity patterns to evaluate the accessible 

locations. Focusing on a general activity program (AP) of multiple activities, Kang and Chen 

(2016) generated the feasible space–time region by first uniting all location-specific space–time 

regions belonging to each activity and then intersecting all activity-specific space–time regions 

belonging to the AP. As summarized in Liao (2019), the aforementioned three approaches have 

shortcomings. First, the way of building STP blocks tends to understate the overall STP since fixed 

activity sequencing unfavorably eliminates STP fractions associated with other activity sequences. 

Second, it is inefficient to determine the accessible location set by plugging in all location 

alternatives respecting every enumerated activity pattern, although enumerating the activity chains 

is feasible as the number of activities in a daily AP is small. Third, intersecting all activity-specific 

space–time regions overstates the overall STP because the space–time regions of single activities 

are actually decreased after cumulating durations of multiple activities.  

To accurately construct the STPs for a generic AP, Liao (2019) suggested a novel search method. 

In the approach, multi-state supernetworks (Arentze and Timmermans, 2004; Liao et al., 2010, 

2013) were used to represent the path set of multi-activity travel patterns. A unidirectional goal-

directed search method was proposed to find the path subset satisfying the temporal constraints 

through the multi-state supernetwork. Naïve and tight lower and upper bounds of the time expenses 

from the search frontier to the anchor at the final activity state were formulated based on the 

method of ALT (A*, landmark, and triangular inequalities) (Goldberg and Harrelson, 2005). The 

shortest activity-travel times through nodes beyond the search space are considered larger than the 

time budget. Therefore, the crust of the STP lies in the area formed by excluding the lower bound 
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STP from the upper bound STP. Nonetheless, this approach has two drawbacks. First, the naïve 

bound functions, formulated by the accumulated duration of the remaining activities and one 

episode of travel according to unknown activity sequencing, may result in large gaps between the 

lower and upper bounds. Second, the tight bounds were based on heuristics to create buffers and 

select partial activity-travel patterns (ATPs) for avoiding enumeration, implying that only 

approximate STP bounds are obtained. Thus, the constructed STPs are not precise. 

This study aims to suggest a bidirectional search scheme in a multi-state supernetwork for 

pinpointing the exact STP of an AP over a unimodal transport network with static link-dependent 

travel speeds. It is found that the two-stage bidirectional search (TBS) methods (Kuijpers and 

Othman, 2009; Chen et al., 2016) for constructing trip-based STPs are valid in a multi-state 

supernetwork. Also, two simultaneous bidirectional search (SBS) methods are discussed based on 

the counterparts for point-to-point (P2P) routing. The bidirectional search method is capable of 

finding the minimum activity-travel time expenses traversing any relevant nodes and hence 

determines the exact STP. Lower bounds based on the ALT method are applied in goal-directed 

TBS and SBS methods to reduce the search space. Compared with Liao (2019), the small 

adaptation guarantees optimality and efficiency by obviating creating buffers and heuristic partial 

ATPs at the frontier nodes. Also, it is derived that the goal-directed methods with ALT outperform 

other methods in terms of search space and that the naïve SBS method excels others in terms of 

computation time when the time budget is slack.   

To that end, the remainder of this paper is organized as follows. Section 2 provides the preliminary 

knowledge of the existing TBS methods for constructing trip-based STPs and the unidirectional 

goal-directed search method in Liao (2019). Section 3 formally analyzes the correctness and search 

spaces of the TBS methods and presents a naïve and a gold-directed SBS method for a generic AP 

with flexible activity chains. In sections 4, the approach is demonstrated for conducting daily APs 

in large networks. Finally, this paper is completed with conclusions and a discussion of future 

work. 

 

        The following abbreviations are used in this study. 

STP: Space–time prism AP:   Activity program 

PPA: Potential path area ATP: Activity-travel pattern 

NTP: Network-time prism P2P:  Point-to-point 

TBS: Two-stage bidirectional search ALT: A*, landmark, and triangular inequalities 

SBS: Simultaneous bidirectional search  

 

2. Preliminaries 

 

This section provides the preliminary knowledge of two TBS methods of speedup techniques for 

constructing trip-based STPs. The essences of multi-state supernetworks and the unidirectional 

goal-directed method are also briefly introduced to facilitate the development of TBS and SBS 

methods to construct the exact STP of an AP.  

 

2.1 Speedup techniques for constructing trip-based STPs 

Given flexible activity 𝛼 with a minimum duration 𝑑𝛼 and two anchor points H0 and H1 at time 

instances 𝑡0 and 𝑡1 ( 𝑡0 < 𝑡1) respectively, the conditions that location 𝑛 resides in the STPs over 

the planar space and static transport network 𝐺(𝑁, 𝐸) are formulated as Eqs. (1-2) respectively, 
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𝑒(H0, 𝑛) + 𝑑𝛼 + 𝑒(H1, 𝑛) ≤ 𝑡B                         (1) 

𝑡(H0, 𝑛) + 𝑑𝛼 + 𝑡(H1, 𝑛) ≤ 𝑡B                    (2) 

 

where 𝑒(∙,∙)  denotes a lower bound travel time calculated as dividing the Euclidean distance 

between two nodes by the maximum travel speed (a dot represent an arbitrary node); 𝑡(∙,∙) denotes 

the shortest travel time between two nodes in 𝐺; thus, 𝑒(∙,∙) ≤ 𝑡(∙,∙) (the arbitrary node pairs are the 

same); 𝑡B is the time budget, 𝑡B = 𝑡1 − 𝑡0. While one can solve Eq. (1) analytically, addressing Eq. 

(2) requires finding the shortest paths. Most algorithmic implementations involved running one-

to-all shortest path searches from H0 and H1 separately by exploring 𝐺 twice completely. 

Since accessible nodes by an individual to conduct 𝛼 are usually a small part of 𝐺, Kuijpers and 

Othman (2009) suggested a speedup technique to construct the STP in a sub-network of 𝐺. The 

preprocessing step utilizes the planar PPA as an upper bound of the search space, which rules out 

network nodes and links from 𝐺. As a result, the one-to-all shortest path algorithm is run twice 

only in the area defined by Eq. (1). However, it is argued that the computational gain is limited 

because the PPA in the planar space is considerably large compared with the counterpart in 𝐺 and 

the shortest path search frontiers should be bounded by 𝑡B − 𝑑𝑎.   

To further narrow down the search space, Chen et al. (2016) proposed a one-way goal-directed 

TBS geo-computational algorithm. Specifically, A* search (Doran, 1967) is first used in the 

forward shortest path search from H0. Given 𝑛 at the search frontier (implying that 𝑡(H0, 𝑛) is 

known), 𝑡(H1, 𝑛) is estimated as 𝑒(H1, 𝑛) to determine if 𝑛 must be outside the STP. The forward 

search space is delineated by Eq. (3), which is a little H1-skewed since the share of 𝑒(H1, 𝑛) gets 

less as 𝑛 approaches H1. In the backward (reversed) shortest path search from H1, there is no need 

to estimate 𝑡(H0, 𝑛) as it is known earlier. Thus, the backward search space is delineated by Eq. 

(2), which is tighter than Eq. (3). Both directional searches do not need to explore the transport 

network completely. The schematic representation of the search spaces is given in Figure 1. 

 
𝑡(H0, 𝑛) + 𝑑𝛼 + 𝑒(H1, 𝑛) ≤ 𝑡B                         (3) 
 

H0 H1

n1

n2

n3

Search space of Kuijpers and Othman (2009) = 2 × 

Search space of Chen et al. (2016) =   +

actual time expense and search direction

estimated time expense by A* 

PPA in the planar space

forward shortest path search space

backward shortest path search space

actual PPA

 
Figure 1. Schematic representation of search spaces. Node 𝑛𝑖 (𝑖 = 1,2,3) is at the border of a PPA created 

by the methods. The time expense of pattern H0 – 𝑛𝑖 – H1 is equal to 𝑡B − 𝑑𝑎. 

 

2.2 Multi-state supernetwork representation and goal-directed search 

Multi-state supernetworks (Arentze and Timmermans, 2004) are powerful for representing ATPs 

of conducting an individual’s AP. The process of activity implementation is decomposed into path 

choice through a network of networks with differentiated states. In the context of STP modeling, 

which usually ignores multi-modal trip chaining, an activity state specifies which activities have 
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been conducted. Considering all activity sequences, an AP of |𝐴| activities has 2|𝐴| activity states, 

where 𝐴 is the set of activities. Hence, a multi-state supernetwork has at most 2|𝐴| copies of the 

transport network, connected by unidirectional activity links at the same activity locations of 

different states. For example, Figure 2 shows a four-state supernetwork, in which activities A1 and 

A2 have one location alternative respectively at the angles of the hexagons denoting 𝐺. One may 

include more location alternatives by adding activity links connecting reachable states and more 

activities by adding 𝐺 of new states based on new activity sequences. Any path from H0
 to H1 

(origin and destination at the first and last states respectively, which may not be identical in 𝐺) is 

an ATP. The representation does not suffer from the curse of dimensionality since |A| is usually 

small in reality. Detailed explanations of terminologies can also be found in Liao et al. (2013, 

2017). 

 

G

G

G

G

H0

H1

G

A1

A2

Original transport network

(locations are at the angles)

Only A1 is 
conducted

Only A2 is 
conducted

A1 and A2 are 
conducted

A1 and A2 are 
not conducted

Home

 
Figure 2. Four-state supernetwork representation of conducting two activities (Liao, 2019). 

 

Without loss of generality, let 𝑛|𝑠 denote node ∀𝑛 ∈ 𝐺  at activity state 𝑠  in a multi-state 

supernetwork (𝑆𝑁𝐾). The SNK only shows the spatial action space and the temporal constraints 

need to be checked for a specific ATP. Similar to trip-based STPs, 𝑛|𝑠 resides in the STP over 𝑆𝑁𝐾 

if it is in a path from H0 to H1 with activity-travel time no longer than 𝑡B. Liao (2019) formulated 

the temporal feasibility as Eq. (4) and developed a unidirectional goal-directed search method 

using a potential function 𝑓H0H1(𝑛|𝑠) of time expense for a path from H0 to H1 passing 𝑛|𝑠 

 

min{𝑔H0(𝑛|𝑠) + 𝑔H1(𝑛|𝑠)} ≤ 𝑡B                                             (4) 

𝑓H0H1(𝑛|𝑠) = 𝑔H0(𝑛|𝑠) + ℎH1(𝑛|𝑠)                                                              (5) 

 

where 𝑔H0(𝑛|𝑠) and 𝑔H1(𝑛|𝑠) are the actual activity-travel times of sub-paths from H0 to 𝑛|𝑠 and 

𝑛|𝑠  to H1  respectively; ℎH1(𝑛|𝑠) is an estimation of min𝑔H1(𝑛|𝑠). Based on ALT method (A*, 

landmark, triangle inequality) (Goldberg and Harrelson, 2005) and other heuristic rules, 

min𝑔H1(𝑛|𝑠)  is estimated with the tight lower and upper bounds. For ensuring sufficient 

exploration, a potential function with the naïve lower bound of 𝑔H1(𝑛|𝑠) is applied to channel the 

goal-directed search. In the course of label-setting, the lower and upper bounds of  min𝑓H0H1(𝑛|𝑠) 

are obtained to determine the feasible time ranges at 𝑛|𝑠 in the lower and upper bound STPs. Thus, 

the unidirectional goal-directed search scheme outputs the approximate state-dependent STP. 
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3. Exact STP of an AP  

This section discusses a bidirectional search scheme for constructing the exact STP of an 

individual’s AP that includes one or more activities with any activity sequencing. Note that Eq. 

(4) corresponds to an area as opposed to P2P routing to a single path. Even when the equal sign is 

taken, Eq. (4) corresponds to all the shortest paths. As demonstrated in section 2, multi-state 

supernetworks offer a generic way of representing the action space of ATPs, where conducting 

one activity is a special case. Analogous to STP modeling for conducting single flexible activities 

in traditional transport networks, it is propositioned that the search methods and speedup 

techniques applicable to constructing trip-based STPs are also applicable to constructing the STPs 

of APs in multi-state supernetworks. The following part analyzes the validity of the existing TBS 

methods and suggests two SBS methods.  

 

To keep consistency, this study adopts the same setup as Liao (2019). Links in static transport 

network 𝐺(𝑁, 𝐸) are travel links representing physical movement, activity locations are distributed 

at nodes in 𝐺, and the possible ATPs of conducting an AP is represented in an 𝑆𝑁𝐾. According to 

the classical prism models, 𝑆𝑁𝐾  is a down-scaled representation that ignores multimodal trip 

chains (e.g., Figure 2) and the individual travels with link-dependent maximum attainable speeds 

given a transport mode. A node in 𝐺  is attached with activity state information in 𝑆𝑁𝐾  by 

connector “|”, for instance, 𝑛 in 𝐺 and 𝑛|𝑠 in SNK, where 𝑠 is an element of the activity state set 𝑆. 

Let 𝑙(∙,∙) denote the (activity or travel) time expense of a link in 𝐺 or SNK. For travel link (𝑢, 𝑣), 

𝑙(𝑢, 𝑣) = 𝑙(𝑢|𝑠, 𝑣|𝑠)  holds ∀𝑠, 𝑠′ . Activity links related to any activity 𝛼 ∈ 𝐴  take the minimum 

duration 𝑑𝑎 as the link time expense. Denote the opening hours as time window [𝑜𝑎𝑢, 𝑒𝑎𝑢], 𝑑𝛼 +
𝑜𝛼𝑢 ≤ 𝑒𝛼𝑢 , if 𝑢  is a location alternative of 𝛼 . If conducting 𝛼  state 𝑠 results in a new state 𝑠′, 
(𝑢|𝑠, 𝑢𝑠′) is an activity link in 𝑆𝑁𝐾, 𝑙(𝑢|𝑠, 𝑢𝑠′) = 𝑑𝑎. Unless otherwise explained, the notational 

dentitions used in section 2 remain unchanged (Table 1 shows the main notations). 

 
Table 1 Notation list 

𝐺(𝑁, 𝐸) transport network with 𝑁 and 𝐸 being the sets of nodes and links respectively 

𝑛, 𝑢, 𝑣 nodes (locations) in 𝐺 (𝑛, 𝑢, 𝑣 ∈ 𝐺) 

𝛼, 𝐴, 𝑆 an activity, activity set, and activity state set of an AP respectively 

𝑆𝑁𝐾 multi-state supernetwork related to the AP 

𝑠, 𝑠′ two activity states (𝑠, 𝑠′ ∈ 𝑆) 

𝐴𝑠 sub-set of activities that are not conducted at state 𝑠, 𝐴𝑠 + 𝐴𝑠̅̅ ̅ = 𝐴 

|Δ| number of elements of an arbitrary set Δ (e.g., 𝑁, 𝑆) 

𝑑𝛼 minimum activity duration of 𝛼 (𝛼 ∈ 𝐴) 

[𝑜𝛼𝑢, 𝑒𝛼𝑢] time window for activity 𝛼 at 𝑢 

H0, H1 two anchor points in 𝐺 or 𝑆𝑁𝐾 (at the first and last activity state respectively) 

𝑡0, 𝑡1  time points at H0 and H1 respectively 

𝑡B time budget to conduct the AP, 𝑡B = 𝑡1 − 𝑡0 

|𝑠 activity state information attached to nodes of 𝐺 

𝑙(∙,∙) static time expense of a link in 𝐺 or 𝑆𝑁𝐾 

𝑡(∙,∙) shortest travel time between any two nodes in 𝐺, 𝑡(∙,∙) ≥ 0 

𝑒(∙,∙) lower bound of 𝑡(∙,∙) by the Euclidean distance and maximum speed  

𝐴𝐿𝑇(∙,∙) lower bound of 𝑡(∙,∙) by ALT method 

𝑔𝑣|𝑠′(𝑛|𝑠) actual activity-travel time of a sub-path from 𝑣|𝑠′ to 𝑛|𝑠 
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ℎ𝑣|𝑠′(𝑛|𝑠) lower bound of 𝑔𝑣|𝑠′(𝑛|𝑠) 

𝑝𝑣|𝑠′(𝑛|𝑠) consistent and feasible lower bound of   𝑔𝑣|𝑠′(𝑛|𝑠) 

𝑓H0H1(𝑛|𝑠) potential function of a path time expense from H0 to H1 passing 𝑛|𝑠 

→,← forward and backward directions respectively placed on the top of notations  

 

3.1 TBS in SNK 

As introduced in section 2.1, the shortest path searches from H0 and H1 have been performed 

separately to construct trip-based STPs, which are classified as TBS methods. We analyze below 

the correctness and search spaces of applying three TBS methods in 𝑆𝑁𝐾 to pinpoint the exact STP 

of an AP, including (i) combining two standard one-to-all shortest path searches, (ii) preprocessing 

using the planar PPA in addition to (i) (Kuijpers and Othman, 2009), and (iii) combining one goal-

directed search using A* and one standard shortest path search (Chen et al., 2016). 

 

Lemma 1: The exact STP of an AP can be constructed by combining twice one-to-all shortest path 

searches from H0 and H1 in 𝑆𝑁𝐾 respectively.  

Proof. As G and activity links are static, 𝑆𝑁𝐾 is static. Despite time window constraints, time 

expense as the routing metric keeps the first-in-first-out property of 𝑆𝑁𝐾 intact. It is possible to 

slightly modify the one-to-all shortest path search to accommodate time window constraints. 

Considering a sub-path from H0 to 𝑢|𝑠 of time expense 𝑔H0(𝑢|𝑠), extending the sub-path by travel 

link (𝑢|𝑠, 𝑣|𝑠) leads to 𝑔H0(𝑣|𝑠) = 𝑔H0(𝑢|𝑠) + 𝑙(𝑢|𝑠, 𝑣|𝑠); extending the sub-path  by activity link 

(𝑢|𝑠, 𝑢|𝑠′) leads to Eq. (6) 

 

  𝑔H0(𝑢|𝑠′) = {
𝑑𝛼 +max(𝑡0 + 𝑔H0(𝑢|𝑠), 𝑜𝛼𝑢),     𝑡0 + 𝑔H0(𝑢|𝑠) + 𝑑𝛼 ≤ 𝑒𝛼𝑢

+∞,                                            else                              
         (6)  

 

As a result, min𝑔H0(𝑛|𝑠) can still be found in 𝑆𝑁𝐾, ∀𝑛|𝑠. Since activity links are unidirectional, 

one is able to find min𝑔H1(𝑛|𝑠), ∀𝑛|𝑠, by running another modified one-to-all shortest path search 

from H1 after reversing the activity links. Thereafter, it is trivial to check Eq. (4) for ∀𝑛|𝑠. The 

proof is completed. ∎ 

 

Given at most 2|𝐴|  copies of 𝐺  in 𝑆𝑁𝐾, there are 𝑂(2|𝐴| ∙ |𝑁|) nodes in 𝑆𝑁𝐾 in the worst case, 

where |𝑁| is the number of nodes of 𝐺. Using label-setting algorithm with binary heap in sparse 

road network 𝐺 , the method has running time complexity 𝑂(2|𝐴| ∙ |𝑁| ∙ log(2|𝐴| ∙ |𝑁|)) . After 

removing lower order factors, the complexity is reduced to 𝑂(2|𝐴| ∙ |𝑁| ∙ log |𝑁|). For each run, the 

method may not need to explore SNK completely because the search frontier should be bounded 

by 𝑡B. Any activity duration should not be subtracted from 𝑡B since activity links are explicitly 

represented and included during the path extensions. Since 𝑡B is often large in the context of a daily 

AP, the search space tends to be large. 

Applying the speedup technique of Kuijpers and Othman (2009) requires constructing the PPA in 

the planar space. However, it is not forthright to derive the PPA for an AP analytically due to the 

complexity of the geometrical inequalities. An upper bound PPA in the planar space can be 

formulated as Eq. (7) by assuming all activities in 𝐴 are conducted all locations, which is an 

extension of Eq. (1). Delimited by Eq. (7), only those nodes and links inside the planar PPA may 

be inside the STP. Likewise, the upper bound PPAs at all states of 𝑆𝑁𝐾 are delimited by Eq. (8). 
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𝑒(H0, 𝑛) +∑𝑑𝛼
𝛼∈𝐴

+ 𝑒(H1, 𝑛) ≤ 𝑡B                                                                                           (7)   

𝑒(H0, 𝑛|𝑠) +∑𝑑𝛼
𝛼∈𝐴

+ 𝑒(H1, 𝑛|𝑠) ≤ 𝑡B, ∀𝑠                                                                              (8)   

 

𝑒(∙,∙), derived by the Euclidean distance and maximum travel speed, is exclusive of activity state 

information. The PPAs are exactly the same at all activity states. Hence, one is able to pinpoint the 

exact STPs according to Lemma 1. The finding is concluded as Corollary 1.  

 

Corollary 1: The exact STP of an AP can be constructed by combining twice one-to-all shortest 

path searches from H0 and H1 respectively in a part of 𝑆𝑁𝐾 delimited by Eq. (8).  

Proof. Eq. (8) only eliminates those nodes and links of 𝑆𝑁𝐾 that must not be in the STP. The 

preprocessing step reduces the search space without compromising optimality. ∎  

 

To apply the method of Chen et al. (2016), referred to as TBS with A*, Eqs. (3) and (2) need to be 

extended to include multiple activities for the forward and backward searches in 𝑆𝑁𝐾 respectively. 

The condition for the forward search space is written as Eq. (9), where  𝐴𝑠  is a sub-set of 𝐴 

consisting of the activities that are not conducted yet at 𝑠. In Eq. (9), ∑ 𝑑𝛼𝛼∈𝐴𝑠 + 𝑒(H1, 𝑛|𝑠) is a 

lower bound of the shortest activity-travel time from 𝑛|𝑠 to H1, assuming 𝑛|𝑠 is activity location 

for ∀𝛼 ∈ 𝐴𝑠.  

 

min𝑔H0(𝑛|𝑠) + ∑ 𝑑𝛼
𝛼∈𝐴𝑠

+ 𝑒(H1, 𝑛|𝑠) ≤ 𝑡B                                                                            (9)   

 

The condition for the backward search space remains as Eq. (4), in which all activity durations are 

implicitly considered in the two sub-paths divided by 𝑛|𝑠. Similarly, Corollary 2 is drawn. In 

addition, it is found that the backward search space is confined by the actual PPA, which can be 

easily proved by the method of contradiction. 

 

Corollary 2: The exact STP of an AP can be constructed by applying the TBS with A* in 𝑆𝑁𝐾.   

Proof. As 𝑔H0(𝑛|𝑠) consists of the actual travel and participation of activities not in 𝐴𝑠, Eqs. (10-

11) always hold.  

𝑒(H0, 𝑛|𝑠) +∑𝑑𝛼
𝛼∈𝐴

+ 𝑒(H1, 𝑛|𝑠) ≤ min𝑔H0(𝑛|𝑠) + ∑ 𝑑𝛼
𝛼∈𝐴𝑠

+ 𝑒(H1, 𝑛|𝑠)                  (10)  

    ≤ min{𝑔H0(𝑛|𝑠) + 𝑔H1(𝑛|𝑠)}           (11) 

 

The right-hand sides of Eqs. (10-11) refer to the forward and backward search conditions 

respectively, which are tighter than the upper bound PPA condition delimited by Eq. (8). Thus, by 

comparison, Eqs. (9) and (4) further eliminate those nodes and links in 𝑆𝑁𝐾 that are not in the STP 

without compromising optimality. ∎  

 

𝑒(H1, 𝑛|𝑠) is used above as a lower bound of min𝑔H1(𝑛|𝑠). Other forms of lower bound function, 

denoted by ℎH1(𝑛|𝑠), are also feasible in the goal-directed TBS method. The smaller the gap 

between min𝑔H1(𝑛|𝑠) and ℎH1(𝑛|𝑠), the less extra space is explored. As long as ℎH1(𝑛|𝑠) ≥ 0, goal-

directed TBS is likely to explore less space than the first two TBS methods. The pseudo-code of 
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goal-directed TBS method is briefly presented as Pseudo-code 1 for the sake of completeness (the 

readers may refer to Chen et al. (2016) for a detailed description using A* in the context of trip-

based STPs). Figure 1 schematically demonstrates Corollary 1 and 2 when |𝐴| = 1. Due to the 

various realizations of an AP when |𝐴| > 1, it is not readily to generalize the sharp differences of 

search spaces. The illustrative comparisons will be shown in a grid network in section 4.  

 
Pseudo-code 1: Goal-directed TBS  
1. input 𝐺, 𝑆𝑁𝐾, H0, H1, 𝑡B;  

2. stage 1: perform shortest path search from H0 using min{𝑔H0(𝑛|𝑠) + ℎH1(𝑛|𝑠)} as the routing metric; 

3.              stop when Eq. (9) is violated; 

4.              generate a search space Ω; 

5. stage 2: perform shortest path search from H1 using min𝑔1(𝑛|𝑠) as the routing metric; 

6.              check min{𝑔H0(𝑛|𝑠) + 𝑔H1(𝑛|𝑠)} ≤ 𝑡B when 𝑛|𝑠 is extracted from the queue 

7.              stop when all nodes in Ω are explored 

8. output the STP 

 

 

3.2 SBS in SNK 

Different from the above TBS methods, this subsection discusses an SBS scheme. A large body of 

P2P routing literature has shown that SBS and the combination with other speedup techniques 

substantially outperform the standard one-to-all shortest path algorithm (see Bast et al. (2016) for 

a review). Despite intensively discussed in the context of P2P routing, SBS has not been discussed 

for STP modeling thus far. The following part presents a naïve SBS method and a goal-directed 

one to construct the exact STP for an AP. 

 

 

3.2.1 Naïve SBS method 

A naïve SBS method simultaneously runs one standard shortest path search from the origin 

(forward search) and another from the destination (backward search). For P2P routing, SBS aims 

to find only one shortest path. The algorithm terminates when the search frontiers meet. Whereas, 

STP modeling aims to find all shortest paths satisfying Eq. (4). The algorithm should continue 

after the search frontiers meet since there may be multiple shortest paths even if min𝑔H0(H1) = 𝑡B 

(the STP is empty if min𝑔H0(H1) > 𝑡B ). For both search directions, let �⃗�H0(𝑛|𝑠) and �⃖�H1(𝑛|𝑠) 

denote the tentative shortest travel times from H0 and H1 to 𝑛|𝑠 respectively. Two priority queues, 

𝑃𝑄F and 𝑃𝑄R, are used to store temporarily labeled nodes. When the top node from a queue is 

extracted, it is at the frontier in the corresponding search direction and becomes permanently 

labeled. As a result, the tentative shortest travel time is definitive. For example, if 𝑛|𝑠  is an 

extracted top node from 𝑃𝑄F, we have 𝑡(H0, 𝑛|𝑠) = min �⃗�H0(𝑛|𝑠), vice-versa. Denote the shortest 

activity-travel times from H0 and H1 to the frontiers in the forward and backward directions by 

𝑡𝑜𝑝F and 𝑡𝑜𝑝R respectively. The pseudo-code of the naïve SBS method is described as Pseudo-

code 2.  

 
Pseudo-code 2: Naïve SBS method 
1. input 𝐺, SNK, H0, H1, 𝑡B; initialize �⃗�H0(𝑛|𝑠) = �⃖�H0(𝑛|𝑠) = +∞, ∀𝑛|𝑠; �⃗�H0(H0) = �⃖�H1(H1) = 0  

2. insert label < H0, �⃗�H0(H0) > in 𝑃𝑄F and < H1, �⃖�H1(H1) > in 𝑃𝑄R  

3. while 𝑃𝑄F ≠ ∅ and 𝑃𝑄R ≠ ∅     

4.       extract top nodes from 𝑃𝑄F and 𝑃𝑄R and label them permanently 

5.       if 𝑡𝑜𝑝F + 𝑡𝑜𝑝R ≤ 𝑡B  
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6.             for each neighboring node 𝑢|𝑠′ of a top node with 𝑃𝐿(𝑢|𝑠′) = 0 

7.                     update min �⃗�H0(𝑢|𝑠′) or min �⃖�H1(𝑢|𝑠′) and check if it decreases 

8.                             insert or update the label in the corresponding queue 

9.             end for  

10.       else 

11.             for each neighboring node 𝑢|𝑠′ of a top node with 𝑃𝐿(𝑢|𝑠′) = 0 and 𝑃𝐿̅̅̅̅ (𝑢|𝑠′) = 1 

12.                     update min �⃗�H0(𝑢|𝑠′) or min �⃖�H1(𝑢|𝑠′) and check if it decreases 

13.                             insert or update the label in the corresponding queue 

14.             end for  

15.       if a top node 𝑛|𝑠 with 𝑃𝐿(𝑛|𝑠 ) = 𝑃𝐿̅̅̅̅ (𝑛|𝑠 ) = 1 and min{�⃗�H0(𝑛|𝑠) + �⃖�H1(𝑛|𝑠)} ≤ 𝑡B 

16.             𝑛|𝑠 at time range [𝑡0 +min �⃗�H0(𝑛|𝑠) , 𝑡1 −min �⃖�H1(𝑛|𝑠)] is inside the STP      

17. end while 

18. output the STP 

 

The detailed explanations of Pseudo-code 2 are as follows. In the course of SBS, three distinctive 

phases are identified. In the first phase, before the two frontiers meet, i.e.  𝑡𝑜𝑝F + 𝑡𝑜𝑝R <
min𝑔H0(H1), nodes are sequentially labeled permanently in one search direction while they are not 

even temporarily labeled in the opposite direction. Each frontier is extended in the same way as 

the standard shortest path search (line 4-9). 𝑃𝐿(𝑛|𝑠) = 1 means that 𝑛|𝑠 is permanently labeled in 

one reference search direction without differentiating forward or backward for ease of explanation, 

while  𝑃𝐿̅̅̅̅ (𝑛|𝑠) = 1 means that 𝑛|𝑠 is permanently labeled in the opposite direction; otherwise, 0 

means not permanently labeled. In the second phase, min𝑔H0(H1) ≤ 𝑡𝑜𝑝F + 𝑡𝑜𝑝R ≤ 𝑡B , only a 

fraction of nodes in the intersected area of the two searched areas are permanently labeled. Since 

it is premature to check the temporal feasibility of other nodes, the operations in this phase are the 

same as those in the first phase to guarantee sufficient exploration. In the third phase, 𝑡𝑜𝑝F +

𝑡𝑜𝑝R > 𝑡B, it is signified that any nodes outside the explored areas must not be in the STP. When 

extending the frontier in one search direction, the temporarily labeled nodes must have already 

been permanently labeled in the opposite search direction (line 11-14). Once a node is newly 

labeled permanently, it must be labeled permanently in both search directions and checking its 

temporal feasibility in the STP is trivial. Also, if the newly permanently labeled node is outside 

the PPA, it will not be considered for extending the frontier as it must not be in any path with a 

total activity-travel time less than or equal to 𝑡B. For that reason, the search space in the third phase 

only involves the actual PPA. The feasible time range of a node in the STP is determined whenever 

it is permanently labeled in both search directions (line 15-16). The algorithm terminates when the 

exact STP is found.  

The proof of the correctness of the algorithm is given below. 

 

Lemma 2: The exact STP of an AP can be constructed by the naïve SBS method in SNK. 

Proof. In the first two phases mentioned above, the naïve SBS method only performs shortest path 

searches and does not make any node elimination. Subsequently, for any node 𝑛|𝑠 unexplored in 

either search direction, min �⃗�H0(𝑛|𝑠) + min �⃖�H1(𝑛|𝑠) > 𝑡B holds and thus 𝑛|𝑠 must not be in the PPA 

and STP. The second and third phases have checked the shortest travel times between H0 and H1 
going through any node of 𝑆𝑁𝐾 that are in the actual PPA. Thus, the STP is correctly constructed 

for the corresponding AP. ∎ 
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Figure 3. Schematic representation of the search space of the naïve SBS method (it is comparable 

with Figure 1 only when the blue ellipses are drawn on the same scale).  

 

The search space of the naïve SBS method for an AP with one flexible activity is schematically 

illustrated in Figure 3, in which 𝑡𝑜𝑝F + 𝑡𝑜𝑝R = 𝑡B holds in the ideal situation. The two circles are 

the search spaces of the first two phases (line 6-9). The search space of the third phase is delineated 

by excluding the intersected area of the two circles from the blue ellipse. For P2P routing in road 

networks, the naïve SBS method explores approximately half the space as the unidirectional search 

does. It implies that the naïve SBS method is generally advantageous over the preprocessing 

method of Kuijpers and Othman (2009). The search space for STP modeling depends on the value 

of 𝑡(H0, H1) in 𝐺 given fixed 𝑡B. If the gap between 𝑡(H0, H1) and 𝑡B is large, naïve SBS tend to 

explore less extra space. Particularly, if 𝑡(H0, H1) = 0 (H0 and H1 are identical), the naïve SBS 

method is equivalent to applying two unidirectional standard shortest path searches, whose search 

frontiers are roughly bounded by 
𝑡B

2
. As 𝑡(H0, H1) becomes larger, the naïve SBS method has 

evident superiority over the standard TBS methods.  

 

3.2.2 Goal-directed SBS method 

The naïve SBS method can be extended to goal-directed for further reducing the search space. 

Potential time expense functions to reach the goals (H0 and H1 in this study) are required to apply 

the goal-directed SBS method. Based on Liao (2019), let 𝑓H0H1(𝑛|𝑠) denote a potential activity-

travel time from H0 to H1 via an explored frontier node 𝑛|𝑠,  ℎ⃗⃗H1(𝑛|𝑠) an estimated lower bound 

activity-travel time from 𝑛|𝑠  to H1 , and 𝐴𝐿𝑇(⋅,⋅)  the landmark-based lower bound travel time 

between any two nodes, which are respectively formulated as  Eqs. (12-14).   

 

𝑓H0H1(𝑛|𝑠) = 𝑔H0
(𝑛|𝑠)+ ℎ⃗⃗H1(𝑛|𝑠)                                                                                              (12)   

ℎ⃗⃗H1(𝑛|𝑠) = ∑ 𝑑𝛼
𝛼∈𝐴𝑠

+𝐴𝐿𝑇(H1, 𝑛|𝑠)                                                                                           (13)   

𝐴𝐿𝑇(𝑛|𝑠, 𝑢|𝑠′) = 𝐴𝐿𝑇(𝑛, 𝑢) = max{|𝑡(𝑛,𝑚) − 𝑡(𝑢,𝑚)|} ,𝑚 ∈ 𝑀 ⊂ 𝐺, ∀𝑠, 𝑠′        (14) 

 

where 𝑚 is an element from landmark node set 𝑀. As found in Goldberg and Harrelson (2005), 

the number of selected landmarks |𝑀| is usually small (e.g., |𝑀| = 12) to ensure 𝑒(⋅,⋅) ≤ 𝐴𝐿𝑇(⋅,⋅) ≤
𝑡(⋅,⋅) in real road networks. It means that replacing 𝑒(⋅,⋅) by 𝐴𝐿𝑇(⋅,⋅) in the above formulas is likely 

to result in smaller search space. In the opposite search direction, 𝑓H0H1(𝑢|𝑠′) and ℎ⃗⃖H1(𝑢|𝑠′) are 

respectively given as Eqs. (15-16) in the reversed 𝑆𝑁𝐾, in which only the unidirectional activity 

links are reversed as travel links are bi-directed. 
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𝑓H0H1(𝑛|𝑠) = 𝑔H1(𝑛|𝑠) + ℎ⃗⃖H0(𝑛|𝑠)                                                                                         (15)   

 ℎ⃗⃖H0(𝑛|𝑠) = ∑ 𝑑𝛼
𝛼∈𝐴𝑠̅̅̅̅

+ 𝐴𝐿𝑇(H0, 𝑛|𝑠)                                                                                       (16)   

 

where 𝐴𝑠̅̅ ̅ denote a subset of activities that have been conducted at 𝑠, 𝐴𝑠 + 𝐴𝑠̅̅ ̅ = 𝐴, ∀𝑠. The goal-

directed SBS using ALT is referred to as SBS with ALT for short. 

The ALT method produces feasible lower bound travel times between two nodes in road networks. 

Given a link from 𝑛 to 𝑢 and a goal H1 in 𝐺, its transformed link travel time 𝑙(𝑛, 𝑢) − 𝐴𝐿𝑇(H1, 𝑛) +

𝐴𝐿𝑇(H1, 𝑢) is non-negative. It is found that ℎ⃗⃗H1(𝑛|𝑠) and  ℎ⃗⃖H0(𝑛|𝑠) in Eq. (13, 16) are feasible. For 

example, in the forward search direction, for a link from 𝑛|𝑠 to 𝑢|𝑠′ in 𝑆𝑁𝐾, either 𝑠 = 𝑠′ (for travel 

link) or  𝑠 ≠ 𝑠′  (for activity link), the transformed link time expense 𝑙(𝑛|𝑠,  𝑢|𝑠′) − ℎ⃗⃗H1(𝑛|𝑠) +

ℎ⃗⃗H1( 𝑢|𝑠′) is non-negative. With this property, the forward and backward goal-directed searches 

are equivalent to standard shortest path searches with reduced link time expenses. In either search 

direction, any node is only processed (permanently labeled) once. Figure 4 schematically shows 

the goal-directed SBS process at 𝑛|𝑠 and 𝑢|𝑠′ of both search directions. The right-hand sides of 

Eqs. (17-18) show the modified least time expenses from the source nodes to a common search 

frontier 𝑛|𝑠. In that sense, Pseudo-code 2 in section 3.2.1 can be adapted to find the exact STP. 

 

H0 H1

n|s u|s’

0H
( )|

s
g n

1H '
( )|sg u

1H
( )|

s
nh0H '

( )|
s

uh

forward search backward search

 
Figure 4. Schematic representation of bidirectional goal-directed SBS method. 

 

𝑡𝑜𝑝F = min  𝑔H0(𝑛|𝑠)  ⇒  𝑡𝑜𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗F = min  𝑔H0(𝑛|𝑠) − ℎ⃗⃗H1(H0) + ℎ⃗⃗H1(𝑛|𝑠)        (17) 

𝑡𝑜𝑝R = min  𝑔H1(𝑛|𝑠)  ⇒  𝑡𝑜𝑝⃖⃗ ⃗⃗ ⃗⃗ ⃗R = min  𝑔H1(𝑛|𝑠) − ℎ⃗⃖H0(H1) + ℎ⃗⃖H0(𝑛|𝑠)          (18) 

 

The naïve SBS method stops exploring new nodes once 𝑡𝑜𝑝F + 𝑡𝑜𝑝R > 𝑡B. To derive a similar 

stopping condition for the goal-directed SBS method, special care is needed to ensure correctness. 

As both search directions apply transformed link time expenses, it is likely that the sum of the 

modified shortest time expenses may not be consistent since ℎ⃗⃗H1(𝑛|𝑠) + ℎ⃗⃖H0(𝑛|𝑠) may vary with 

𝑛|𝑠 . Following the goal-directed methods for P2P routing (Ikeda et al., 1994; Goldberg and 

Harrelson, 2005; Holte et al., 2017), this study applies feasible and consistent lower bounds, of 

which ℎ⃗⃗H1(𝑛|𝑠) and ℎ⃗⃖H0(𝑛|𝑠) are extended as 𝑝H1(𝑛|𝑠) and  �⃖�H1(𝑛|𝑠) respectively in Eqs. (19-20).  

 

  𝑝H1(𝑛|𝑠) =
1

2
(ℎ⃗⃗H1(𝑛|𝑠) − ℎ⃗⃖H0(𝑛|𝑠)) +

1

2
ℎ⃗⃖H0(H1)          (19) 

�⃖�H0(𝑛|𝑠) =
1

2
(ℎ⃗⃖H0(𝑛|𝑠) − ℎ⃗⃗H1(𝑛|𝑠) ) +

1

2
ℎ⃗⃗H1(H0)          (20) 

 

where 0 ≤ 𝑝H1(𝑛|𝑠) ≤ min𝑔H1(𝑛|𝑠) , 0 ≤ �⃖�H0(𝑛|𝑠) ≤ min𝑔H0(𝑛|𝑠) , and 𝑝H1(𝑛|𝑠) + �⃖�H0(𝑛|𝑠) =

ℎ⃗⃗H1(H0) hold ∀𝑛|𝑠. Notably, Eqs. (19-20) often produce worse lower bounds than Eqs. (13, 16) 
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respectively. In addition, other combinations may also produce feasible and consistent lower 

bounds to make 𝑝H1(𝑛|𝑠) + �⃖�H0(𝑛|𝑠) constant ∀𝑛|𝑠. Replacing the updated lower bounds in Eqs. 

(17-18) at a common frontier 𝑛|𝑠 leads to 

 

  𝑡𝑜𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗F + 𝑡𝑜𝑝⃖⃗ ⃗⃗ ⃗⃗ ⃗R = min  𝑔H0(𝑛|𝑠) + min  𝑔H1(𝑛|𝑠) − 𝑝H1(H0) − �⃖�H0(H1)         (21) 

           = min  𝑔H0(𝑛|𝑠) + min  𝑔H1(𝑛|𝑠) −
1

2
(ℎ⃗⃗H1(H0) + ℎ⃗⃖H0(H1))       (22)  

            = min  𝑔H0(𝑛|𝑠) + min  𝑔H1(𝑛|𝑠) − ℎ⃗⃗H1(H0)         (23) 

                                   = min  𝑔H0(𝑛|𝑠) + min  𝑔H1(𝑛|𝑠) − 𝐴𝐿𝑇(H0, H1) − ∑ 𝑑𝛼𝛼∈𝐴               (24)   

 

where Eqs. (22-24) are obtained due to Eqs. (13, 14, 16). 𝐴𝐿𝑇(H0, H1) = 0 if H0 and H1 in 𝐺 are 

identical. Eq. (24) has two implications with the transformed link time expenses. First, the shortest 

activity-travel times of all paths from H0 to H1 via ∀𝑛|𝑠  are reduced by 𝐴𝐿𝑇(H0, H1) + ∑ 𝑑𝛼𝛼∈𝐴 , 

which is constant given the AP. Second, the condition of stopping exploring new nodes in the goal-

directed SBS method becomes Eq. (25). 

 

𝑡𝑜𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗F + 𝑡𝑜𝑝⃖⃗ ⃗⃗ ⃗⃗ ⃗R > 𝑡B − 𝐴𝐿𝑇(H0, H1) −∑𝑑𝛼
𝛼∈𝐴

                                                                       (25)   

 

Similar to the naïve SBS, the goal-directed SBS also goes through three phases and has one 

watershed point drawn by Eq. (25), after which no new nodes will be explored in either search 

direction. The goal-directed SBS method necessitates three adjustments in Pseudo-code 2: (i) to 

modify link time expenses when extending the frontiers in lines 7 and 12; (ii) to replace the 

inequality in line 5 by Eq. (25); and (iii) to implement the replacement of Eqs. (17-18). The 

correctness of the goal-directed SBS method is concluded as Corollary 3. 

 

Corollary 3: The exact STP can be constructed by the goal-directed SBS method in 𝑆𝑁𝐾. 

Proof. With the feasible and consistent bidirectional lower bounds, the goal-directed SBS is 

equivalent to the naïve SBS with modified link time expenses. According to Lemma 2, the goal-

directed SBS method constructs the exact STP of an AP in 𝑆𝑁𝐾. ∎ 

 

Compared with the naïve SBS method, the goal-directed SBS implicitly incorporates temporal 

feasibility checking by means of inequalities min𝑔H0(𝑛|𝑠) + 𝑝H1(𝑛|𝑠) ≤ 𝑡B  and min𝑔H1(𝑛|𝑠) +

�⃖�H0(𝑛|𝑠) ≤ 𝑡B. These conditions can largely exclude nodes that are not in the STP but included in 

the naïve SBS method. The naïve SBS method is considered a special case of the goal-directed 

SBS when 𝑝H1(𝑛|𝑠) = �⃖�H0(𝑛|𝑠) = 0, ∀𝑛|𝑠.  

Compared with the goal-directed TBS method, the goal-directed SBS method explores larger space 

before the watershed point arises because 𝑝H1(𝑛|𝑠) is worse than ℎ⃗⃗H1(𝑛|𝑠) in most cases. After 

crossing the watershed point, the forward search space of the goal-directed TBS continues 

expanding and is bounded by Eq. (9) or min𝑔H0(𝑛|𝑠) + ℎ⃗⃗H1(𝑛|𝑠) ≤ 𝑡B (see the pink skewed ellipse 

in Figure 1 for example); however, the goal-directed SBS method starts to search and check the 

temporal feasibility only within the actual PPA. Figure 5 schematically illustrates the search space 

of the goal-directed SBS method for an AP with one flexible activity. Using the same syntax, the 

blue ellipse represents the actual PPA in Figure 5. At the top and bottom intersections, 𝑡𝑜𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗F + 𝑡𝑜𝑝⃖⃗ ⃗⃗ ⃗⃗ ⃗R 

is equal to 𝑡B − ℎ⃗⃗H1(H0). The two skewed pink ellipses (partly covered by the blue one) constitute 

the search space of the first two phases, and the blue elliptical area excluding the intersected area 
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of the two pink ellipses is the search space of the third phase. Nonetheless, it is not direct to judge 

if one method is certainly more effective than another given multiple determinants. When there is 

an ideal feasible lower bound, i.e., ℎ⃗⃗H1(𝑛|𝑠) approximating min𝑔H1(𝑛|𝑠), the goal-directed TBS is 

supposed to explore less space and be more computationally efficient since 𝑝H1(𝑛|𝑠) is usually 

worse than ℎ⃗⃗H1(𝑛|𝑠) and 𝑝H1(𝑛|𝑠) needs more processing time. When  ℎ⃗⃗H1(𝑛|𝑠) is not good enough 

i.e., ℎ⃗⃗H1(𝑛|𝑠) being close to the zero side, the goal-directed SBS method resembles the naive one; 

thus, when min  𝑔H0(H1) approaches 𝑡B, the goal-directed SBS method becomes more effective.  

 

H1H0

Rtop

actual STP

one directional search space

forward search frontier

backward search frontier

Overall search space =  +

Ftop

Ftop

Rtop

 
Figure 5. Schematic representation of search space of the goal-directed SBS method (it is comparable 

with Figures 1 and 3 only when the blue ellipses are drawn on the same scale). 

 

All of the above-mentioned bidirectional search methods can pinpoint the exact STPs and PPAs. 

Taken together, the following remarks are made. First, based on the knowledge from P2P routing, 

provided with good lower bound activity-travel times, the goal-directed TBS and SBS methods 

are usually more effective than the standard counterparts in terms of search space. When the time 

budget is tight, the small twists in goal-directed formalism lead to computational efficiency 

without loss of optimality. If the time budget is slack, goal-directed TBS and SBS lose the 

advantage of smaller search space but hold the disadvantage of more processing time. 

Second, different potential functions would work in goal-directed search methods. In the context 

of daily APs, the time budget is usually tight due to chained time window constraints. If there are 

fixed activities in an AP, the lower bounds can be improved by considering the compulsive trips 

to the fixed locations if the activity states permit. For example, if fixed activity 𝛼 is not conducted 

at location 𝑢|𝑠, the adjusted lower bound ℎ⃗⃗𝑢s(𝑛|𝑠) + ℎ⃗⃗H1(𝑢|𝑠) is better than ℎ⃗⃗H1(𝑛|𝑠).  

Third, the approximation method in Liao (2019) does not necessarily explore less space than goad-

directed TBS and SBS in that the unidirectional goal-directed (forward) search is applied twice for 

calculating the lower and upper bounds of 𝑓H0H1(𝑛|𝑠). In addition, the approximation method 

applies buffers and heuristic partial ATPs to generate bound values, which is also computationally 

demanding. These limitations are remedied in the goal-directed TBS and SBS methods.  

Fourth, in terms of running time, the class of goal-directed methods is evaluated differently 

depending on the formation of the potential functions. As the goal-directed searches are equivalent 

to the standard shortest path searches using feasible lower bounds, it is claimed that the running 

time complexity is no worse than 𝑂(2|𝐴| ∙ |𝑁| ∙ log |𝑁|) in 𝑆𝑁𝐾 for all aforementioned methods. 

Similar to evaluating the performances of speedup techniques for P2P routing, the search space is 

a major indicator. One point worth noting is that the SBS searches are run in parallel and naturally 

support parallel computing even in personal computers. 
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4. Numerical examples 

This section illustrates the bidirectional search methods for constructing the STPs of APs. To 

compare the search spaces of different method variants, the examples concern two APs with one 

flexible activity and three activities respectively in a grid network. In addition, computational 

efficiency is tested for random anchor pairs in grid networks of different sizes. All methods are 

executed with C++ on a PC using one core of Intel® CPU 2.67 GHz, 8 G RAM.  

 

4.1 One flexible activity  

In this example, the gird network is a geographically square area with 101 by 101 (or 10201) nodes 

and 40400 directed travel links of an equal length (1 km). All links are located either horizontally 

or vertically and have travel times (link speeds) randomly generated from three possibilities, i.e., 

2 min (30 km/h), 1.2 min (50 km/h), and 0.75 min (80km/h) to emulate a road network. The left-

bottom and right-top corners correspond to coordinators (0, 0) and (100, 100) respectively. This 

AP specifies 𝑡0 = 0, 𝑡1 = 120 min, two anchors H0 at coordinator (30, 50) and H1 at (70, 50), and 

an arbitrary flexible activity 𝛼 (𝑑𝛼 =40 min) that can be conducted at any node in the network. For 

the goal-directed search using A*, the maximum speed is 80 km/h and the distance between nodes 

is Euclidean based on coordinators. For using ALT, based on Goldberg and Harrelson (2005), 

landmarks scattered at the borders normally result in good lower bounds; accordingly, six 

coordinators at the border, namely, (0, 0), (0, 50) (50, 0) (100, 0), (0, 100), and (100, 100), are 

selected as the landmarks. The ALT method preprocesses the landmarks once by running six one-

to-all shortest path searches.  

 

 

 
Figure 6 Search spaces of different methods. 

 

Based on the setup, the search spaces of different methods are shown in Figure 6. Subgraphs (a-b) 

show the actual and planar PPAs covering 2,095 and 8,171 nodes respectively. The STP can be 

obtained by attaching time ranges in the 3-D space over the actual PPA. Like other prism shapes, 

the central areas of the PPA have wider time ranges than other areas. Subgraphs (c-f) correspond 

(b) (c) 

(d) (e) (f) 

(a) 
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to the search spaces of the naïve SBS, TBS with A* (Chen et al., 2016), TBS with ALT, and SBS 

with ALT, which cover 5,231, 4,076, 2,343, and 2,471 nodes respectively. Their search areas 

should additionally encompass the actual PPA for checking the time feasibility. Recall that the 

preprocessing method of Kuijpers and Othman (2009) searches the planar PPA twice. TBS and 

SBS with ALT explore less than 2% extra nodes that do not belong to the actual PPA, while TBS 

with A* and naïve SBS explore up to 95% and 150% redundant nodes beyond the actual PPA. The 

computation times are positively correlated with the search space. It takes 0.002 second by 

searching twice in the planar PPA, 0.001 second by the naïve SBS and TBS using A*, and less 

than 0.001 second by the TBS and SBS using ALT (excluding the preprocessing time). The results 

in this setup indicate the superiority of goal-directed methods over the counterparts and ALT over 

A*. 
 

4.2 Three activities 

In the same grid network, this AP consists of three activities: work, shopping, and leisure with the 

minimum durations of 480, 10, and 50 minutes respectively. Suppose the locations are at the 

following coordinators: home at (50, 30), office at (50, 70), shopping at {(5 × 𝑖, 5 × 𝑗 )|0 < 𝑖, 𝑗 <
20, 𝑖, 𝑗 ∈ ℕ+} , and leisure at {(10 × 𝑖, 10 × 𝑗 )|0 < 𝑖, 𝑗 < 10, 𝑖, 𝑗 ∈ ℕ+} . Shopping and leisure 

activities have 361 and 81 alternative locations with service time windows [8:00, 18:00] and [9:00, 

20:00], respectively, and work activity has an exact time window [9:00, 17:00]. This AP specifies 

conducting the three activities and returning home between 7:45 and 19:00 (𝑡𝐵 = 675 min).  With 

the setup, a unimodal SNK is first constructed, which has 6 rather than 8 activity states due to the 

time window constraints, i.e. work prior to leisure, resulting in 61,206 nodes and 243,286 links.   

Figure 7 shows the activity state-dependent PPAs (1st column) and search spaces of different 

methods (2nd–5th columns) labeled at the bottom. Due to space limitation, only primary method 

variants are shown. Each row represents one activity state. States 1-6, respectively, refer to activity 

states “none is done”, “work is done”, “shopping is done”, “work and shopping are done”, “work 

and leisure are done”, and “all activities are done”. The same syntaxes are used for the colored 

areas. The actual activity state-dependent PPAs vary because of activity location time window 

constraints. Particularly, the PPA at state 5 consists of only a few nodes since shopping can only 

be conducted at coordinator (50, 70), where work and leisure are also conducted, due to the activity 

chain and time window constraints. It implies that removing the time windows at all activity 

locations lead to equal state-dependent PPAs. In addition, the search spaces vary with different 

methods. As the time budget is large, the planar PPA covers the entire the network and the entire 

SNK is explored when combining twice one-to-all shortest path search. The naïve SBS method 

cancels out a large number of infeasible areas in states 2 and 4. Furtherly, the TBS with A* removes 

many infeasible nodes at states 5 and 6. Utilizing the spatial information and preprocessing 

sufficiently, TBS and SBS with ALT* explore less space, where ALT* stands for the consideration 

of a trip to the office in the ALT method at state 1 and 3. Accordingly, Table 2 displays the 

computation times and numbers of nodes explored in Figure 7. The results in this example show 

that the TBS with ALT* has the best performance and the SBS with ALT* ranks second.  It is 

worth noting that TBS and SBS with ALT* need to explore more than 55% extra nodes, signifying 

the room to derive better lower bounds of activity-travel times. 
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Table 2 Numbers of nodes explored and computation times 

 Actual PPA Naïve SBS TBS with A* TBS with ALT* SBS with ALT* 

Number of  nodes explored 5,877 45,970 26,824 9,145 10,475 

Extra nodes beyond actual PPA N/A 674% 365% 55% 78% 

Computation time (second) N/A 0.008 0.007 0.003 0.004 

 
Figure 7 State-dependent PPAs and search spaces of different methods. 

State 1  

State 2  

State 3 

State 4 

State 5 

State 6 
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4.3 Computational efficiency 

As indicated in section 3, |𝑁| is the main determinants of the running time complexity of the above 

methods given that |𝐴| is usually small. To show the computational efficiency, the search methods 

are run for the above two representative APs in grid networks of four different sizes, i.e., 101 by 

101, 251 by 251, 501 by 501, and 1001 by 1001. For making the comparisons intuitive, the link 

lengths are decreased proportionally to 0.4 km, 0.2 km, and 0.1 km in the latter three grid networks, 

while the three random link travel speeds remain unchanged. Moreover, the numbers of shopping 

and leisure locations and their physical locations are roughly the same as specified in section 4.2 

for the second AP. 1000 random H0-H1 anchor pairs for the first AP and home-office pairs for the 

second AP are respectively generated in each grid network. The computation times of different 

methods in the four grid network scales are shown in Table 3, of which invalid pairs resulting in 

empty PPAs are removed with replacement. Combing with the above analyses, the results show 

that the naïve SBS is computationally efficient despite larger search spaces for the first AP; 

however, TBS with ALT* is obviously more efficient than others for the second AP.  

The results comply with the remark in section 3 that goal-directed search methods, in general, 

explore fewer nodes, especially when the time budget is tight. For the first AP, naïve SBS uses 

slightly shorter computation times than TBS with ALT in three cases simply because it needs the 

least processing time at a node. For the second AP, the plausible large time budget renders a planar 

PPA covering the entire networks; however, due to the chained time windows, the time budget is 

compressed so that the naïve SBS loses the advantage. Notably, SBS with ALT(*) does not achieve 

the efficiency as expected for P2P routing as it does not have an absolute lead in reducing search 

space. The fourth grid network has more 1 million nodes and 4 million links, and the corresponding 

SNK has more than 6 million nodes and 24 million links. The sizes are enough to accommodate 

the majority of urban areas and APs. Therefore, the suggested methods, especially TBS with 

ALT(*), are all feasible large-scale prism-based analyses, such as space-time accessibility analysis 

and choice set formation. 

 
Table 3 Computation times for 1000 random pairs (in second, the least times are in bold) 

1st AP 2nd AP 

               Size 

Method    
101 251 501 1001 

               Size 

Method    
101 251 501 1001 

Naïve SBS 0.481 3.77 20.24 93.32 Naïve SBS 6.48 45.93 219.9 995.4 

TBS with A* 0.634 4.88 28.06 117.5 TBS with A* 5.29 32.78 143.7 602.8 

TBS with ALT 0.497 3.73 27.49 94.16 TBS with ALT* 3.06 18.41 85.66 355.7 

SBS with ALT 0.627 4.69 20.73 114.0 SBS with ALT* 5.34 34.07 173.2 816.2 

 

5. Conclusions and discussions of future research 

 

STP modeling for APs, as opposed to single flexible activities, is a challenging research topic. 

This paper proposed a bidirectional search scheme to construct the exact STP of an individual’s 

AP in a multi-state supernetwork, which structurally represents the action space and path set for 

conducting the activities. It is proved that the TBS methods that have been developed for 

constructing trip-based STPs are also effective. It is also found that the suggested SBS methods 
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are capable of sufficiently utilizing the results of the forward and backward search directions. The 

goal-directed TBS and SBS methods overcome the limitations of the unidirectional search method 

in Liao (2019). In terms of space exploration and computation time, the goal-directed TBS with 

ALT(*) on average has the most superiority, as demonstrated by numerical examples. 

Nevertheless, a few issues regarding the model extensions and applications are worth further 

investigation. First, as STP modeling highlights mobility constraints, besides the temporal 

dimension, it is important to incorporate other mobility related constraints such as interpersonal 

interactions and monetary costs to improve model realism. Second, the SBS schemes should be 

extended to accommodate supply dynamics related to temporal variations and stochasticity in the 

multimodal transport networks and location facilities. Such extensions should be viable given the 

existence of corresponding P2P routing algorithms. To that effect, dedicated search adjustments 

should be made. Third, in addition to space–time accessibility measures, the findings of this study 

have vast applications in urban and transport studies. For example, the method can be embedded 

in travel demand analysis models for location choice set formation; in combination with revealed 

mobility data, the method can be applied to measure quality-of-life indices such as social exclusion 

and equity to access the built environment. For the above issues, it should be noted that the multi-

state supernetworks remain a powerful representation of the action space and path set. These issues 

will be addressed in future work. 
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Abstract: Some years ago the Dutch Highway authority introduced the unbundled highway 

segments to facilitate traffic flows on regional and/or local routes. To help car drivers in making 

the right decision regarding the route to follow, Variable Message Signs (VMS) are placed at the 

start of each unbundled segment to provide the necessary information. The current paper focuses 

on car drivers’ route choice decisions based on this traffic information provision. The choices of 

car drivers are collected using a stated choice experiment in which car drivers are asked to choose 

for a regional (A) or local (N) route based on the road specific, situational, and display related 

attributes. The road specific attributes included delay time on A-route, amount of truck traffic on 

A-route, delay time on N-route, and the number of exit lanes on N-route. The situational attributes 

covered moment of driving, cause of the delay, length of the segment, familiarity of the car driver 

with the segment, and the weather conditions. The display related attributes referred to if a system 

(VMS, navigation, and radio) was active or inactive. 

The experiment was included in an on-line questionnaire that was filled out by 231 respondents. 

The car drivers’ route choices are related to the independent attributes using a mixed logit model. 

The model shows that all road specific attributes significantly contribute to the probability of 

choosing a specific route. The same is valid for almost all situational attributes. For the 

availability of information source, only the VMS and in-car radio matter. 

 

Keywords: Information, Unbundled, Stated, Choice, Dutch 

 

1. Introduction 

 

The increase of traffic on Dutch highways has been leading to major congestion problems. To 

handle the increased flows of cars and minimize delays on highways, the Dutch Highway 

Authority (Rijkswaterstaat) has introduced the principle of ‘unbundling’; i.e. the separation of 

traffic flows (e.g. Transpute, 2012, Hodenius, 2017). The principle is applied in an attempt to solve 

bottlenecks in the road infrastructure. One of the main reasons to apply unbundling is to take away 

regional traffic from the traffic lanes where weaving movements of local traffic takes place. In the 

context of highways, the principle of unbundling occurs in two different ways: a hard or soft 

separation of regional and local traffic flows (e.g. Van Loon et al, 2015). A hard separation is 

established with physical barriers such as guardrails and zipper barrier. In the case of a soft 

separation, traffic is separated using lines or painted buffers. Especially in the context of a hard 

separation, car drivers have to decide in time which route to follow to smoothly continue their 

route or to reach the correct exit. This decision making process might require special forms of 

travel information distribution to direct the car drivers on the most optimal route from the 

perspective of both car drivers and road management. 

                                                 
1 Eindhoven University of Technology, Urban Planning and Transportation Group, p.j.h.j.v.d.waerden@tue.nl 
2 Eindhoven University of Technology, Construction, Management & Engineering Group 
3 Eindhoven University of Technology, Real Estate Management & Development Group  
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Figure 1: Example of a Static Information Panel (source: Van Loon et al, 2015) 

 

Most emphasis is put on road signing, static or dynamic. Static signs include fixed information 

regarding routes, roads, locations, and more (Figure 1). In contrast, dynamic signs (e.g. Variable 

Message Signs – VMS - or Dynamic Route Information Panels – DRIP) provide relevant 

information based on the actual traffic situation. They inform car drivers about alternative routes, 

causes of accidents, travel time delays, etc. In the Netherlands, the highway authorities follow the 

guidelines for dynamic information panels (generally called Variable Message Signs) that are 

provided by the Dutch organization CROW (2016). The guidelines give details concerning what 

to present on the panels (message) and how to present this information (style). In general, the 

message includes what is happening, where it is happening, and what advice is given (see Figure 

2). The style covers rules regarding writing style (e.g., preferred words, abbreviations and 

punctuation marks), pictograms, and control symbols. 

In the Netherlands, the use of unbundled roads is relatively new, and it is still unclear how car 

drivers react on messages presented at the VMS and what kind of information or way of 

presentation triggers them to react. In the past, many car drivers make wrong decisions when 

selecting the route to follow (Hodenius, 2017; Van Loon et al, 2015). Some ad hoc solutions were 

suggested as changing the signing and waiting for updates of car navigation systems. It seemed 

that both solutions helped the car drivers and that the number of wrong choices decreased. There 

was no indication what exactly stimulated the decrease. The latter solution directs car drivers to 

obstacle free routes. However this holds especially for car drivers who are not familiar with or are 

regular user of the situation and for this case keep their navigation on. 
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Figure 2: Example of a Dynamic Information Panel (Source: CROW, 2016) 

 

The aim of this paper is to provide more insight into road and context related attributes that affect 

route choice decisions of car drivers in the context of unbundled highways with the presence of 

different traffic information systems. In the study three different traffic information systems are 

included: dynamic route information panels, navigation system with real-time traffic information, 

and traffic information distributed through car radio. The paper is based on the master study of 

Van Oirschot (2016). 

The remainder of the paper is organized as follows. First, a brief overview is given of previous 

studies regarding car drivers’ responses to Variable Message Signs. Next, the adopted research 

approach is outlined. This section is followed by some details of the data collection and the 

research sample. Thereafter special attention is paid to respondents’ experiences with VMS. The 

next section presents the results of the model estimation. The paper ends with the conclusions and 

recommendation for practice and future research. 

 

2. Car drivers’ responses to VMS 

 

Despite the fact that there are different protocols for information distribution through Variable 

Message Signs (VMS), it is still not very clear what the most required information for car drivers 

is and how they use this information in their route decision making process (e.g. Chatterjee et al, 

2002; Erke et al, 2007; Guattari et al, 2012; Kusakabe et al, 2012; Zhong et al, 2012; Ma et al, 

2014; Curnu et al, 2015). Up to this point, several studies have been conducted regarding the car 

drivers’ response to provided traffic information. Most of these studies focus on VMS and 

investigate the response by using a stated preference experiment. The experiments focus on 

different traffic conditions such as accidents (e.g. Chatterjee et al, 2002, Kusakabe et al, 2012; 

Cornu et al, 2015), road works (e.g.Wardman et al, 1997), and congestion (Dia, 2002). Also some 

revealed preference studies are carried out on car drivers’ responses on for example closed road 

section (Erke et al, 2007) and congestion (e.g. Zhong et al, 2012). 

Almost all studies show that various personal characteristics can influence car drivers’ responses 

to VMS to change routes and/or adapt driving speed. Personal characteristics include basic 

characteristics such as gender, age, education, occupation, income, and driving vehicle. 

Additionally, personal related characteristics have been found to play an important role; including 

familiarity with the network (e.g. Wardman et al, 1997, Chatterjee et al, 2002, Ma et al, 2014), 
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annual mileage (e.g. Chatterjee et al, 2002), and driver’s personality (e.g. Ma et al 2014), and 

driver’s attitude and perception (e.g. Ma et al, 2014). 

In addition to personal characteristics, Wardman et al (1997) found that the impact of VMS 

depends on the content of the message and local circumstances. Also, Chatterjee et al (2002) 

emphasize the importance of the message content (e.g. cause of accident). Furthermore, they 

mention location of the incident (e.g. distance between problem occurring and normal route) and 

journey specific attributes (journey origin) as being important in the context of diversion. 

Kusakabe et al (2012) investigated the influence of the presence of local circumstances on car 

drivers’ off-ramp choice after facing traffic incident information. The local circumstances were 

defined in terms of the distance of driving at the arterial road, the distance of congestion, and the 

distance in ordinary situation. It appeared that distance of congestion is most influential. 

Alternatively, some studies pay attention to various display related issues. Guatarri et al (2012) 

investigated the understandability of VMS in relation with lateral position of the vehicle and the 

speed profile. The experiment that was carried out using a driving simulator included different 

number of pictograms (one or two displayed) and sentences (one, two or three sentences 

presented). Regarding the understandability of the messages presented on the VMS, the authors 

concluded that the understandability does not only depend on qualitative characteristics 

(pictograms and lines) of messages. Also the familiarity of the car drivers with the type of 

pictograms and the way messages are formulated play a role. 

Dia (2002) looked at two different ways of message specification on VMS: qualitative and 

quantitative. The first way covers simple messages like ‘Unexpected congestion on your route’. 

The quantitative information includes also details about expected delay and travel time of 

alternative routes. The results of Dia’s study show that the more specific the quantitative 

information is the more willing the car drivers are to take the alternative route. 

In their study, Ma et al (2014) included beside earlier mention attributes also the influence of 

displaying range of covered network (large, medium, and small) and mode (character, graph, both) 

of VMS on car drivers’ decision to divert or not. It appeared that car drivers tend to divert when 

the range is medium and the presentation mode included both character and graphs. 

Cornu et al (2015) investigated the effectiveness of different types of messages (pictogram and 

text based) and two types of digital display (gantry and cantilever). The types of messages included 

instructions to take the exit and follow a calamity route to final destination. It appeared that only 

minor differences in route choice decisions were found between the type of message and type of 

display. 

In conclusion, in the past attention has been paid to various aspects of the content and style in 

which VMS can present information. In addition, some attention is paid to car drivers’ responses 

on displayed messages. This was mainly done in the context of accidents, road works and/or 

congestion. So far, no attention has been paid to the situation of unbundled highways where 

regional and local traffic is physically separated in parallel lanes. The same is valid for the 

influence of a combination of different means of communication (for example VMS in 

combination with car navigation and in-car radio) on car drivers’ route choice decisions. 

 

3. Research approach 

 

To get more insight into car drivers’ route choice decisions in the context of unbundled highway 

segments, a stated choice experiment is developed (Hensher et al, 2005). The experiment consists 

of hypothetical descriptions of two highway segments: an A-route segment and an N-route 
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segment. The A-route is defined using some fixed attributes: presence of only through traffic, a 

maximum speed of 120 km/hour, the presence of 2 driving lanes and 1 emergency lane, and no 

exits (see Figure 5: left bottom corner). In addition, two dynamic attributes are included namely 

the amount of trucks and the delay time. The fixed attributes of the N-route are the presence of 

both through traffic and local traffic, a maximum speed 80 km/hour, and presence of 2 driving 

lanes and 1 emergency lane. Two dynamic attributes are defined for the N-route: number of exits 

present along the segment and the delay time (see Table 1: road specific attributes). 

In addition, five situational attributes are included in the experiment: the time period when segment 

is entered by car driver, the cause of the delay, the length of the segments (presented at displays in 

minutes travel time), number of times the segment is used, and the weather conditions (see Figures 

4 and 5). The last part of the experiment consists of the presence of the various displays 

possibilities: Variable Message Signs; Car navigation with real time traffic information, and In-

car radio announcing traffic information. Table 1 summarizes the different attributes with their 

corresponding attribute levels. Figure 3 gives some explanation that was also included in 

combination with the pictograms in the questionnaire. This latter was done to introduce the stated 

choice experiment to the respondents. 

 

 

Table 1: Overview of attributes and corresponding attribute levels 
Groups Attributes Attribute levels 

Road specific 

attributes 

 

 

 

 

 

 

 

 

 

 

 

Situational 

attributes 

 

 

 

 

 

 

 

 

 

 

 

 

 

Display related 

attributes 

 

Delay time A-route 

 

 

Truck traffic A-route 

 

 

Delay time N-route 

 

 

Number of exit lanes N-route 

 

 

 

Section starting time 

 

 

Delay cause 

 

 

Segment length 

 

 

Usage of segment (familiarity) 

 

 

Weather conditions 

 

 

Variable Message Signs 

Car navigation, real time information 

In-car radio traffic information 

0 minutes 

4 minutes 

8 minutes 

Low amount (5 percent) 

Normal amount (10 percent) 

High amount (15 percent) 

0 minutes 

3 minutes 

6 minutes 

2 exit lanes 

3 exit lanes 

4 exit lanes 

 

Morning peak hours (6:00-10:00 am) 

Off-peak hours 

Evening peak hours (3:00-7:00 pm) 

Daily traffic jam 

Roadworks 

Accidents 

5 kilometer (A-route: 3; N-route: 4 mins) 

10 kilometer (A-route: 6; N-route: 8mins) 

15 kilometer (A-route: 9; N-route: 12 mins) 

Monthly use 

Weekly use 

Daily use 

Clear view 

Unclear view 

 

Active, Inactive 

Active, Inactive 

Active, Inactive 
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Based on a fractional factorial design of 38*24, the attributes and corresponding levels are 

combined into 27 hypothetical choice situations. Figure 4 shows an example of the choice task 

including a short description of the situation the car driver has to assume (top of figure), situational 

specific attributes (left upper corner), road specific attributes (left lower corner), and a visual of 

the active display methods and the presented travel and delay time related information (right part 

of the figure). Based on this situation, respondents were invited to select the regional A-route or 

the local N-route. After an extensive explanation and a trial task, each respondent was asked to 

evaluate 9 different situations. 

 

 
Figure 3: Pictorial images used in the stated choice task (source: Van Oirschot, 2016) 
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Figure 4: In-car visualization with unclear view (source: Van Oirschot, 2016 
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Figure 5: Example of a choice task, with clear view (source: Van Oirschot, 2016 

 

 

4. Data collection 

 

Due to time and budget reasons, the invitations to participate to the online questionnaire were 

distributed following the principles of snowball sampling. This resulted into a varied composition 

of the sample. In total, 231 respondents fully completed the questionnaire. Some details of these 

respondents are presented in Table 2. All respondents have a driver’s license and drive a car on a 

regular base. 

 

Table 2: Overview characteristics of the respondents 
Characteristics Levels Frequency Percentage 

Gender 

 

Age 

 

 

 

Education 

 

 

Driving experience 

 

Male 

Female 

29 years or younger 

30 – 49 years 

50 – 64 years 

65 years or older 

Vocational 

Professional  

University 

10 years or less 

11 – 29 years 

173 

58 

55 

61 

88 

27 

68 

86 

77 

51 

62 

74.9 

25.1 

23.8 

26.4 

38.1 

11.7 

29.5 

37.2 

33.3 

22.1 

26.9 
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 30 years or more 118 51.1 

Total 231 100.0 

 

 

 

  

5. Descriptive analyses 

 

To set the respondents’ background, the questionnaire also included some questions regarding the 

respondents’ familiarity with Variable Message Signs (VMS). In fact, the following four questions 

were included in the questionnaire. 

1. How often did you notice a VMS while driving on a highway? 

2. How often did you read the information presented on a VMS? 

3. How often did you follow up the advices displayed on the VMS? 

4. Do you experience the information displayed on the VMS as credible? 

Figure 6 shows the results of the first three questions. Approximately 94 percent of the respondents 

indicated that they have ever have noticed a VMS. The same amount of respondents has read the 

information presented by the VMS. More than 35 percent of the respondents indicated that they 

always read the messages displayed on a VMS. In contrast, almost 40 percent of the respondents 

say that they never follow up the advices, while another 50 percent only follow the advices 

sometimes. This is a remarkable finding because almost 65 percent of the respondents trust the 

information presented at a VMS (Figure 7). Less than 10 percent indicated to experience the 

information provided by a VMS as incredible. 

 

 

 
Figure 6: Respondents’ experiences with VMS (N=231) 
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Figure 7: Car drivers’ trust of VMS (N=231) 

 

 

6. Model analysis 

 

The individual choices have been analyzed using a Mixed Logit (ML) model with panel effects. 

This model takes into account random taste variation in the population of decision makers 

(standard deviations) and the fact that one decision maker makes more than one decision (panel 

data). In the current experiment a respondent evaluated 9 choice situations (see Research Approach 

and Figure 5). The model is flexible enough to completely relax the independence and identically 

distributed error structure of the standard Multinomial Logit (MNL) model (e.g. Bhat et al, 2008). 

Several examples show that ML models perform better than the standard MNL models (e.g. Hess 

& Polak, 2009; Borgers et al, 2010). The ML models involve the integration of the MNL equation 

(equations 1 and 2) over the distribution of unobserved random parameters (e.g. Hess & Polak, 

2009; Train, 2003): 

 

𝑃qi(𝜃) = ∫ 𝑃qi(𝛽)𝑓(𝛽|𝜃)𝑑(𝛽)
+∞

−∞
,       (Equation 1) 

 

Where, 

 

𝑃qi(𝛽) =
𝑒
∑ 𝛽𝑘⋅𝑥qik𝑘

∑ 𝑒
∑ 𝛽𝑘⋅𝑥qik𝑘

𝑗

         (Equation 2) 
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Where, 

Pqi is the probability that individual q chooses alternative i; 

xqik represents for each individual q the value of each attribute k of alternative i; 

βk represents parameters of attribute k which are random realizations from a density function 

f(.); 

θ is a vector of underlying moment parameters characterizing f(.). 

 

The structure of the ML model can be derived from a need to accommodate unobserved 

heterogeneity across individuals in their sensitivity to observed exogenous variables. It is related 

to the so-called random-parameters structure model and it is mostly used because of its compact 

formulation (Bhat et al, 2008). In the case of random-parameters structure, the utility that an 

individual q derives from alternative i is written as (equation 3): 

 

𝑈qi = ∑ 𝛽𝑘
′𝑥qik + 휀qik𝑘         (Equation 3) 

 

Where, 

xqik represents the value of attribute k of alternative i for individual q, 

βk represents parameters of attribute k which are random realizations from a density function 

f(.); 

εqik is assumed to be an independent and identically distributed (across alternatives) type I 

extreme value error term. 

 

The density f(β) is a function of parameters θ that represents, for example, the mean and 

(co)variance of the β’s in the population. In previous applications f(β) has been specified to be 

normal or lognormal: β~N(b,σ) or ln β~N(b, σ) with parameters b and σ that are estimated. For a 

large selection of parameters the normal distribution is a valid choice. The lognormal distribution 

is useful when the parameter is known to have the same sign for every decision maker, such as a 

price parameter that is known to be negative for everyone (Train, 2003). Also other distributions 

can be used such as uniform, triangular, and gamma distribution. 

The specification of the ML model can be generalized for repeated choices by each sampled 

decision maker (Train, 2003). Repeated choices are common practice in stated preference surveys. 

The utility of alternative i in choice situation t by person q is presented in equation 4. 

 

𝑈qit = 𝛽𝑘𝑥qikt + 휀qikt         (Equation 4) 

 

with εqikt being independent and identically distributed extreme value over individual, alternative, 

attribute, and choice situation. The only difference between a ML with repeated choices and one 

with only one choice per individual is that the integrant involves a product if logit formulas, one 

for each choice, rather than just one logit formula. 

 

The 231 respondents evaluated in total 2,079 choice situations. The software package NLOGIT 

5.0 (2012) was used to estimate the model parameters (Table 3). To represent the effects of the 

attribute levels on the probability of the road segments, effect coding was used. The model includes 

road specific attributes, situational attributes, display related attributes and four background 

attributes: gender, age, trust in VMS (from Figure 7), and experiences with VMS (from Figure 6). 

The latter three groups of attributes do not vary between the alternatives (A-route and N-route) 
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and are considered in relation to the alternative specific constant. In this model, the alternative 

specific constant represents the A-route alternative. 

The estimated model was tested against the model with all coefficients equal to zero (null-model) 

using the Log-likelihood Ratio Statistic (LRS). The LRS-value in combination with the critical 

chi-square value indicates that the estimated model performs significantly better than the null 

model (for details see Table 3). The model is also well able to back forecast the observed choices 

(see McFadden’s Rho square values). 

Looking at the parameters, the following findings can be noticed. The estimated parameter of the 

alternative specific constant shows that, in advance, car drivers prefer to choose the A-route. The 

significant parameter for the standard deviation indicates that there exist taste differences between 

the car drivers. Regarding the road specific attributes, it appears that almost all have expected 

influences: a positive sign means an increase of the utility and a negative sign results into a 

decrease of the utility. The only unexpected parameter concerns the negative contribution of a low 

amount of trucks to the utility of the A-route alternative. It might be that respondents expect that 

a low amount of trucks makes the traffic flow less regular. 

 

Table 3: Parameter estimates of mixed logit model 
Attributes Attribute levels Meana Std.Dev.a 

Constant 

 

Road specific 

Truck traffic A-route 

 

 

Delay time A-route 

 

 

Number of exit lanes N-route 

 

 

Delay time N-route 

 

 

Situational 

Section starting time 

 

 

Delay cause 

 

 

Segment length 

 

 

Usage of segment (Familiarity) 

 

 

Weather conditions 

 

Display specific 

Variable Message Sign 

 

Navigation, real time information 

 

Radio traffic information 

 

Background 

A-route 

 

 

Low amount (5 percent) 

Normal amount (10 percent) 

High amount (15 percent)b 

0 minutes 

4 minutes 

8 minutesb 

2 exit lanes 

3 exit lanes 

4 exit lanesb 

0 minutes 

3 minutes 

6 minutesb 

 

Morning peak hours (6:00-10:00 am) 

Off-peak hours 

Evening peak hours (3:00-7:00 pm)b 

Daily traffic jam 

Roadworks 

Accidentsb 

5 kilometer (A-route: 3; N-route: 4 mins) 

10 kilometer (A-route: 6; N-route: 8mins) 

15 kilometer (A-route: 9; N-route: 12 mins)b 

Monthly use 

Weekly use 

Daily useb 

Clear view 

Unclear viewb 

 

Active 

Inactiveb 

Active 

Inactiveb 

Active 

Inactiveb 

 

1.2368*** 

 

 

-0.1798* 

-0.0559 

0.2357 

1.6574*** 

0.1675* 

-1.8249 

0.1828 

0.3172*** 

-0.5000 

1.1111*** 

0.2016** 

-1.3127 

 

0.4690*** 

-0.1987* 

-0.2703 

0.2688*** 

-0.1822* 

-0.0866 

-0.1291 

0.1472 

-0.0181 

0.2217** 

-0.4796*** 

0.2579 

0.2377*** 

-0.2377 

 

-0.4400*** 

0.4400 

-0.0107 

0.0107 

-0.1388* 

0.1388 

 

1.7189*** 

 

 

0.0043 

 

 

0.7612*** 

 

 

0.4359 

 

 

0.6410*** 
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Gender 

 

Age 

 

Credibility of VMS 

 

Change route 

 

Male 

Femaleb 

Young 

Oldb 

Totally incredible - neutral 

Credible – totally credibleb 

Never 

Sometimes – often - alwaysb 

0.0582 

-0.0582 

-0.0728 

0.0728 

0.2103 

-0.2103 

-0.0279 

0.0279 

Goodness-of-Fit 

LL(β) 

LL(0) 

LRS (test value for 30 degrees-of-freedom: 43.77) 

Rho2 

Adjusted Rho2 

 

-980.902 

-1441.053 

920.302 

0.319 

0.309 
a Significance levels: *** significant at 99%; ** significant at 95%; * significant at 90% confidence level 
b Calculated based on -1*β1 + -1* β2 

 

Almost all situational attributes contribute significantly to the utility of the A-route. The only 

exception is the length of the involved segment. A positive sign means an increase of the utility of 

the A-route, while a negative sign implies a decrease or the utility. This means that respondents 

will choose the A-route in the case that they travel in the morning peak, the cause of the delay is a 

daily traffic jam, they travel on a monthly or weekly basis, and the view is clear. If the VMS and 

the in-car radio are active, respondents tend to choose the N-route. Finally, it appears that none of 

the background attributes contribute significantly to the utility of the A-route. 

 

7. Conclusions 

 

This papers aims to provide more insight into car drivers’ responses on traffic information 

provided through various sources: Variable Message Signs (VMS), car navigation system and/or 

in-car radio. A stated choice experiment was set up in the context of an unbundled highway where 

regional and local traffic are physically separated in two times two parallel lanes. Respondents 

were invited to evaluate situations in which information was provided regarding the regional (A) 

and the local (N) route. The provided information included the delay time on the A-route, the 

amount of trucks on the A-route, the delay time on the N-route, and the number of exit lanes at the 

N-route. In addition, a situation was defined using the following attributes: the time period in 

which the respondent has to make the decision; the cause of the delay, the length of the segment, 

the level of the respondents’ familiarity with the segment, and the weather conditions. The final 

information provided to the respondents was the availability of the information sources. The 

experiment was included in an online questionnaire that was filled out by 231 respondents who 

evaluated 2,079 choice situations. 

The respondents’ evaluations are analyzed using a mixed logit model that included road specific, 

situational, and background related independent attributes. All road specific attributes significantly 

contribute to the probability of choosing a specific route. The same is valid for almost all 

situational attributes (except length of segment). For the availability of information source, only 

the VMS and in-car radio matter in the context of route choice decisions in unbundled road 

situations. None of the included background attributes contributed significantly to the probability 

of choosing one of the routes. Figure 8 shows the relative important scores that indicate the 

maximal change within one attribute. It appears that delay time on both routes is the most important 

attribute in car drivers’ route choice decisions. 
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Figure 8: Relative importance scores of significant attributes 

 

Practitioners can use the results of this study to estimate the effects of presenting the cause of a 

delay (congestion, accidents, and road works) on VMS and the amount of travel time delay on 

traffic flows given the length of the trajectory and the time of day. Road management can influence 

car drivers’ route decisions by changing the number of trucks that are allowed to enter the regional 

route and/or the number of exits that are opened (or closed) on the local route. The most optimal 

situations regarding the A-route and the N-route are presented in Table 4. 

 

Table 4: Optimal situations for A-route and N-route alternatives 
Attributes A-route N-route 
Road specific 

Truck traffic A-route 

Delay time A-route 

Number of exit lanes N-route 

Delay time N-route 

Situational 

Section starting time 

Delay cause 

Segment length 

Usage of segment (Familiarity) 

Weather conditions 

Display specific 

Variable Message Sign 

Navigation, real time information 

Radio traffic information 

 

High amount of trucks 

0 minutes 

4 exit lanes 

6 minutes 

 

Morning peak 

Traffic jam 

10 kilometer 

Daily use 

Clear view 

 

Inactive 

- 

Inactive 

 

Low amount of trucks 

8 minutes 

3 exit lanes 

0 minutes 

 

Evening peak 

Roadworks 

5 kilometer 

Weekly use 

Unclear view 

 

Active 

- 

Active 
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Despite the careful considerations the study has some limitation that could be handled in future 

research. The study is based on static images, while dynamic images for example in a driving 

simulator (including sound) could present a more realistic picture of the decision context. Also the 

possibilities of new smartphone applications has investigated in the future because these offer easy 

and reliable access to real time traffic information combined with route advice. Finally, more 

attention could be paid to the composition of the sample to make it more representative of the 

actual users of the highways. 
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Implicit Acyclic Full Route Set for Stochastic Route Choice Modelling 
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Abstract: When working with an implicit full route set with a logit based route choice model like 

Recursive Logit, cycles form a threat to the quality of the assignment. This is due to the fact that 

logit sees two routes as completely independent and is assigns probability only based on the utility 

of the possibilities. Two identical paths that differ only by a small cycle will have almost the same 

probability, hence their combined probability increases at the expense of other paths. In other 

words, cycles attract traffic, whereas in contrast cycles should be behaviourally undesired outputs 

for a route choice model. 

In this paper, an exact method to eliminate cycles while preserving all acyclic routes is proposed. 

This full acyclic route set is constructed by duplicating each cycle into one or multiple layers. 

Some of these layers need to be connected to preserve all acyclic routes. Duplicating each cycle 

for each of its entry points extends the graph rapidly. This renders the exact method unpractical, 

hence better scalable approximations are needed. 

 

Keywords: “Route Choice”, “Route Set” 

 

1. Problem with Route Sets 

 

A route choice model predicts which routes people take to their destination. The model computes 

probabilities over the subset of all possible routes of a network that the traveller is likely to 

consider. 

In traffic assignment models, two ways exist to handle the route set during equilibration. Either, 

the route set is determined before the first iteration and remains fixed throughout iterations. Or, 

alternatively, the route set changes flexibly during equilibration. An example of a widely applied 

algorithm with flexible route set is Dial’s algorithm (Dial and Voorhees, 1971). It defines the route 

set implicitly by the topological order of the nodes. Each nodes receives a unique ranking and only 

links that connect a lower to a higher ranked node are considered. Since congestion levels alter the 

ranking, the topological order and hence also the route set may change during equilibration. 

Both flexible and fixed route sets have their advantages and disadvantages. A flexible route set 

complicates convergence to equilibrium, as not only the route choice probabilities, but also the 

route set need to converge. A fixed route set does not have this problem. However, it is difficult to 

define a priori (i.e. before congestion levels at equilibrium are known) which fixed subset of routes 

is attractive to the traveller and whether all relevant route alternatives are included. 

A fixed full route set containing all existing route alternatives avoids both problems. For example, 

Recursive Logit (Bell, 1995; Fosgerau, Frejinger and Karlstrom, 2013) considers an implicit full 

route set for the estimation of route choice models. Verstraete, Himpe, and Tampère (2017) 

integrated Recursive Logit as a route choice model in a static or dynamic traffic assignment. Their 

model calculates for each turn the probability of being chosen while traveling towards a 
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destination. The probability of a path is then obtained as the product of probabilities of all turns 

along this path. 

A well-known weakness of logit is that it neglects correlations between overlapping paths (Vovsha 

and Bekhor, 1998). As a result, it overestimates probabilities along paths that largely coincide but 

only differ by a small detour. Various solutions exist to handle this correlation problem, for 

example path-size logit (Ben-Akiva and Bierlaire, 1999). However, the path-size is a non-link-

additive cost component and hence not suited for implicit route sets. Full-route-set approaches 

however are inevitably implicit and hence cannot use the path-size correction. This is problematic, 

especially since a full set includes many cycles (e.g. an extra turn around a roundabout or city 

block). Routes differing by just one or two cycles severely overlap (especially if the cycle is short 

compared to the total length). In addition, routes with cycles are also illogical from a behavioural 

point of view. 

In this paper, we construct full route sets excluding cycles (acyclic full route set). We define a 

cycle as a part of a path that uses the same link twice. In other words, a cycle occurs when the 

same possible actions, in this context turns, can be made.  

This paper presents an exact method that eliminates all cycles in a directed graph while preserving 

all acyclic alternatives. We do so by expanding the graph by duplicating and cutting cycles, 

regardless of the origin-destination patterns or route choice model considered. The resulting 

algorithm may be exact but is not scalable to networks of relevant practical size. Its role, however, 

is to serve as a starting point for developing and consequently benchmarking heuristic methods 

capable of eliminating cycles from practical networks but that may preserve some cycles and/or 

eliminate some acyclic alternatives. 

 

2. Methodology 

 

This section specifies how to eliminate cyclic routes while preserving all acyclic route alternatives. 

After a brief introduction, a simple example illustrates the concept of layers. Next, a second 

example illustrates how nested cycles should be handled as they make the problem more complex. 

The general method will be described by these two examples.  

Ideally, the route choice model should consider all possible routes without a cycle. We achieve 

this by duplicating (if need be many times) the links of a cycle, and consequently cutting the 

original cycle and some turns on its duplicates. The result is an extended, acyclic graph in which 

all non-cyclic paths still exist. The route choice model will then work on this extended graph. Note 

that there is only one graph regardless of the origins and destinations and of the route choice model, 

a characteristic that not all heuristic models will have. 

Since cycles should be prevented while preserving all other alternatives, only the turn completing 

the cycle shall be cut. As the turn completing the cycle depends on where one entered the cycle, 

we need to remember this entrance. We do so by eliminating the original cycle from the network, 

and duplicating it in as many ‘layers’ as there are entrances to the cycle. Each entry gives access 

only to its unique duplicated layer of the cycle. Once on that layer, at any of its nodes, one has 

three possible choices. First, one can continue on that same layer; this is possible at any turn, except 

for the last turn of the layer that would make the cycle complete. Second, one can leave the current 

layer and go ‘down’ to the original ground layer, which consists of links that do not occur on any 

cycle. Third and last possibility, one can also leave the current layer to go to another layer of 

another cycle.  
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We define two kinds of links: the original links on the ground level (not part of any cycle), and 

links on a layer (that are part of a cycle). There are three different kind of turns that form a 

connection between the different levels. First, there are entry turns from any layer (ground level 

or duplicated layer) to a duplicated layer. Second, there are exit turns from a duplicated layer to 

the ground level. Third and last, there are connections between the different layers of different 

cycles. A connection turn is a turn that is part of one cycle, but is also an entry turn to another 

cycle. The set of connection turns is thus a subset of the entry turns. 

The first example will explain the concept of layers, while the second example shows the 

complexity with nested cycles and the corresponding connection turns. 

 

 

A simple example 

 

To illustrate the idea of duplicating cycles to different layers, imagine the network illustrated in 

Figure 16. In this network, there is one cycle (3-6-7-8) that has two entry turns (1-2 and 7-10; turn 

1-2 represents the turn from link 1 to link 2).  

The first step is to duplicate the links of every cycle for each entry turn from the ground level, and 

thereby deleting the original links. These duplicated links are indicated by a subscript, hence, link 

32 is link 3 duplicate for someone who has entered the cycle through link 2. Likewise duplicate 

link 310 is only reachable through link 10. The original link 3 has no meaning anymore, since it 

can only be travelled on a duplicate layer corresponding to one’s entrance. On each layer, the last 

turn of the cycle is closed, which thus depends on its entrance point. E.g. on the cycle layer from 

link 2, the turn from link 82 to link 32 should not exist.  

The next step is to connect these layers with the ground layer through entry turns. There should be 

two entry turns (2-32 ; 10-810). As there are no nested cycles in this example, the method should 

not check for connection turns and can straight move to the exit turns. In this example, there should 

be two exit turns (32-4 ; 310-4). The visual representation of the extended graph is given in Figure 

17. Note that in the extend graph, the original cycle is gone. Many duplicated links are in this case 

dead ends and will thus never be used. Therefore, those links can be deleted again.  

 
Figure 16 Example network with one cycle 
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Figure 17 Extended graph of network 1 

 

 

 

Example of Nested Cycles 

 

 
Figure 18 Network with nested cycles 

Let us now introduce nested cycles. In the next example, the network, illustrated in Figure 18, 

contains three cycles (cycle 1: 2-5-6-7 ; cycle 2: 3-8-9-10 and cycle 3: 2-3-8-9-6-7). Before we 

start the method, we first look into more detail on the network. The first cycle has two entry turns 

(1-2 and 9-6) and one exit turn (6-11). The second cycle has one entry turn (2-3). There is, however, 

no entry turn from the ground layer to this cycle, as link 2 is part of a cycle. This means that cycle 

2 will not be accessible directly from the ground layer, it is only accessible through another cycle’s 

layer. The second cycle has one exit turn (to link 4). The third cycle does have three entry turns 

(1-2, 10-3 and 5-6), but only one entry turn from the ground level (from link 1), and two exit turns 

(3-4 and 6-11).  

The first step is to create the layers for each entry turn from the ground level. We define link 21:1 

as link 2 on the duplicated layer 1:1, which is the layer of cycle 1 with entry turn from link 1. For 

this example, layer 1:1 and 3:1 are created. Next, all entry turns from the ground level are made. 

In this example turns 1-21:1 and 1-23:1 are the only entry turns from the ground level. The 

intermediate graph is plotted in Figure 19. Note that links of the same layer are connected, except 

for their last turn, which is indicated by the black road block. Turns between different layers have 

explicitly been drawn. 
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Figure 19 Intermediate step of the nested network 

As there are nested cycles, there can be connection turns. The next step consist of going over all 

the currently created layers and searching for connection turns. A connection turns is a turn part 

of the cycle, but is also an entry turn to another cycle. In this example, there is no connection turn 

on layer 1:1. On layer 3:1 there is a connection turn: turn 2-3 is part of cycle 3 and is an entry turn 

to cycle 2. Layer 2:2 is created together with the connection turn 23:1-32:2. Turn 9-6 is also a 

connection turn, but here an exception comes into play. A connection between 93:1-61:9 would make 

cycles still a possibility, as the turn 7-2 is open on layer 1:9. Prior to reaching layer 3:1, one had 

also the opportunity to go to a layer 1:1 of cycle 1. Therefore, another connection is not required; 

actually to avoid cycles layer 3:1 should never reach back to a layer of cycle 1. In order to guarantee 

this, the method should keep track of all the cycles that a layer should not connect to. Once all 

created layers have been handled, one should redo this step for all the newly created layers until 

there are no connection turns unhandled. The result of this step is visualized in Figure 20. 

 
Figure 20 Intermediate step 2 of the nested network 

In the last step, the exit turns to the ground level are made. In this example turns, 33:1-4, 32:2-4, 61:1-

11 and 63:1-11 are exit turns. If we would add them all to the network, there would exist parallel 

routes on the extended graph that represent the same route on the normal network. For example, 

route 1-2-3-4 can be represented in the extend graph by route 1-23:1-33:1-4 and by route 1-23:1-32:2-

4. These parallel routes would be seen as independent from each other according to a logit choice 

model, giving each route the same probability of occurring. In this way, the route choice results 

would not be accurate. To avoid this, the following rule is added to the method to eliminate parallel 

routes: if there are different layers that overlap from the beginning (of one of them) to an exit, only 

connection and exit turns on the layers of exactly one of the cycles of the link may be made. The 

criterion to guarantee picking exactly one is arbitrary, for instance the layers of the cycle with the 

lowest ID can always be chosen. This means that in this example first layers 3:1 and 2:2 need to 

be considered. These layers overlap completely from the beginning of one of them (layer 2:2) until 

the end. Because layer 2:2 has a lower cycle ID than layer 3:1, the exit turn chosen is 32:2-4. When 

considering layers 1:1 and 3:1, we see that these layers do not overlap completely. Therefore, both 

exit turns are kept as this does not introduce parallel paths. The final extended graph can be seen 

in Figure 21. It contains all acyclic paths, but cycles are removed. 
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Figure 21 Extended graph of network with nested cycles. With the small arrows indicating 

a connection between layers. 

3. Heuristic Models 

 

By appropriate duplication of cycles and elimination of turns, an extended acyclic graph emerges 

that still has all acyclic alternatives. However, in this process, the number of (duplicate) links of 

the graph increases rapidly. In general, the number of additional links needed is ∑ (𝑀𝑐 − 1)𝑁𝑐
𝐶
𝑐=1  

(with 𝐶 the (usually very large) number of cycles in the graph, 𝑀𝑐 the number of entries to cycle 

𝑐 and 𝑁𝑐 the number of links of that cycle). Note that 𝑀𝑐 is not calculated easily beforehand, as it 

only becomes clear during execution if a connection turn is to be considered as entry or not. This 

duplicating makes the resulting acyclic graph much larger than the original one and hence not 

practically usable in a route choice algorithm on any real-sized network. However, based on this 

exact method, heuristic rules and models can be derived and evaluated. 

There are two different kind of heuristic models in this context. First, a heuristic model can contain 

all acyclic paths, but fails to eliminate all cyclic paths. Second, a heuristic model can eliminate all 

cyclic paths, but by doing so also eliminates some acyclic paths. Of course, there can also exist a 

combination of the two, a model that contains some cyclic paths and does not have all acyclic ones. 

An example of heuristic models of the first kind is using the exact method but with a budget 

constraint on the amount of links one can duplicate. Based on some criteria, an order of the cycles 

is needed to determine which cycles will be eliminated and which ones not. In the full paper, we 

will discuss candidate criteria, ranging from very simple ones (e.g. based on length) to more 

complex ones. In general, cycles with high utility (low cost) that are located on a path with high 

flows (high probability) will influence the assignment the most and thus the criteria should 

guarantee the limited computational budget to be spent on these worst cases. 

An example of heuristic models of the second kind that eliminate all cyclic paths, but also some 

acyclic paths, is to close some turns from the graph. Figure 22 shows that closing a turn can have 

the consequence of losing some acyclic paths. Whichever turn of the cycle is closed, one of the 

route alternatives will no longer be possible. In general, it is impossible to find turns to close 

without removing acyclic paths that may be very plausible for some OD-pairs. It is then natural to 

turn to heuristics that leave turns open or closed depending on the destination. We elaborate that 

in the full paper. It suffices here to indicate that considering different turns per destination can 

easily be combined with Recursive Logit, as it is a destination-based route choice model. 
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Figure 22 Example network that illustrates that closing a turn can eliminate acyclic paths. 

 

4. Conclusion 

 

When working with an implicit full route set with a logit based route choice model like Recursive 

Logit, cycles form a threat to the quality of the assignment. This is due to the fact that logit sees 

two routes as completely independent and is assigns probability only based on the utility of the 

possibilities. Two identical paths that differ only by a small cycle will have almost the same 

probability, hence their combined probability increases at the expense of other paths. In other 

words, cycles attract traffic, whereas in contrast cycles should be behaviourally undesired outputs 

for a route choice model. 

In this paper, an exact method to eliminate cycles while preserving all acyclic routes is proposed. 

This full acyclic route set is constructed by duplicating each cycle into one or multiple layers. 

Some of these layers need to be connected to preserve all acyclic routes. By duplicating links and 

connecting some of them, duplicated routes can occur. To prevent this, an extra rule was added to 

the method that avoids this by restricting the amount of connections and exit turns. Duplicating 

each cycle for each of its entry points extends the graph rapidly. This renders the exact method 

unpractical, hence better scalable approximations are needed. This abstract suggests two kind of 

heuristic methods that will be elaborated further in the full paper.  

Further research will investigate heuristic rules for closing turns on destination-based graphs. It is 

not always so simple to know the best turn of each cycle to close. Especially when closing a turn 

also eliminates an acyclic alternative. 
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Abstract: Long-distance travel contributes significantly to climate change. One of the mitigation 

options is a shift to more sustainable modes. An efficient policy on modal choice demands 

knowledge on which market segments are promising for a mode. The paper describes a method 

for breaking down the travel market into segments that are homogeneous with respect to the 

appropriateness of a mode for the travellers; the method is applied to all typical long-distance 

modes. The appropriateness of a mode depends on the demanded standards and the extent the 

standards of a mode meets the demand. A number of variables that define the appropriateness are 

identified, and by crossing the most important variables a large number of small, elementary 

market segments are defined. These are building stones for the mode-specific larger segments with 

a certain standard of a mode. Based on the explanatory power of a variable for modal choice and 

the standard of a mode for journeys in the variable category, a standard score of each mode is 

calculated for each elementary segment. Segments where the score of a mode compared to the 

score of the best performing alternative is similar (that is: within defined limits) are clustered into 

one of five segments with a certain standard of the mode. Some results: the proportion of long-

distance journeys where a mode has at least a comparable standard is 79% for the car, 60% for 

the train, and 30% for the airplane. Expressed in mileage, the proportions are 40%, 33%, and 

75% respectively. 

 

Keywords: “market segment”, “long-distance travel”, “Western Europe”, “modal standard”. 

 

1. Introduction 

 

The transport sector is faced with a number of problems. Currently, climate change receives a lot 

of attention. The discussion of transport problems is in passenger transport focussed on daily 

travelling. Considering the contribution to climate change, the incidentally made long-distance 

journeys should be taken into account as well. This long-distance travel market accounts for a large 

and increasing share of the GHG emissions of passenger transport (Aamaas et al, 2013, Van 

Goeverden et al, 2016). The EU addresses the problem and aims at a shift to the most energy 

efficient modes, particularly the train (EC, 2011). 

An efficient policy on modal choice demands knowledge on the travel market: which market 

segments are promising for the separate modes. The paper addresses this question by describing a 

method for breaking down the long-distance travel market into segments that are rather 

homogeneous with respect to the appropriateness of a mode and applying this for each typical 

long-distance mode. A high appropriateness of a mode makes it promising for attracting 

passengers from other modes. The result is some mode-specific classifications of the long-distance 

travel market and the current travel volumes by mode and market segment. This is both helpful for 

defining policy measures that aim at influencing the modal split, and can be used for an exploration 
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of the market of a new mode, like the Hyperloop. However, the usefulness for the latter can be 

limited because some characteristics of the new mode may ask for a somewhat adapted 

classification. 

Long-distance journeys are defined in the paper as journeys to destinations ≥100 km away as the 

crow flies. This is in Europe a generally accepted standard and matches with the data used for the 

analyses. The major data source for the analysis are the microdata of the DATELINE project. 

DATELINE was a survey on long-distance travelling by EU residents, carried out in 2001 and 

2002 in the 5th Framework Programme of the EU. The survey covered all 15 EU-countries at that 

time and Switzerland (DATELINE, 2001). We made an update of these data to 2017 using 

statistics of Eurostat on the development of aviation and travel of tourists since 2001. 

The breakdown analysis has two phases. First, the market is broken down into a large number of 

small segments with homogeneous standards for all long-distance modes. Second, all small 

segments with a similar standard for a mode are clustered into a larger segment that includes all 

trips where the mode has a certain standard. The small segments will be indicated as ‘elementary’ 

segments; these are building stones for the definition of the larger mode-specific segments with 

homogenous standards for the modes. 

The breakdown into the elementary segments starts with an analysis of the variables that affect the 

appropriateness of the modes; this is described in Section 2. In Section 3, a selection is made of 

variables that in the paper are used for definition of the segments, and relevant categories of the 

variables are defined. The elementary segments are defined by crossing the categories of all 

selected variables. The clustering into the larger segments is described in Section 4. Five segments 

are considered: the standard of a mode is inferior, poor, common, good or superior when compared 

with the best performing alternative mode. The section includes a test of the plausibility of the 

resulting breakdown by comparing the market shares of a mode in each of the five defined 

segments; the share should significantly increase when moving to the next segment with higher 

standards. The conclusions are summarized in Section 6. 

 

2. Variables affecting the appropriateness of long-distance travel modes 

 

The appropriateness of a mode for a journey depends on the demanded travel standards by the 

traveller and the extent the modal standards meet the demand. The better a mode meets the 

demands, the higher is the appropriateness and the more promising a mode will be. Next the 

demanded standards and the supplied standards by the separate modes will successively be 

discussed. Three attributes for the standards of travelling are considered: time, comfort, and 

price. 

 

Demanded standards 

We consider six variables that influence the demanded standards. These are listed in Table 1. A 

positive correlation with the demand is indicated by ‘+’, a negative correlation by ‘-‘, and no 

clear correlation by ‘0’. 
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Table 6 : Demanded attribute standards 

Variable/Attribute Time Comfort Price 

Trip duration 0 + 0 

Duration of the activity - 0 0 

Time constraints + 0 0 

Physical condition traveller 0 - 0 

Income 0 0 - 

Luggage 0 + 0 

 

A longer trip duration increases the demands on comfort. A longer duration of the activity might 

make a short travel time less important because the time spent on travelling is relatively small in 

the whole trip. The opposite is true in the case of time constraints. The physical condition of the 

traveller is negatively related to the comfort demand; particularly persons whose physical 

condition is poor will make high demands. A higher income increases the willingness to pay a 

higher price. Taking along luggage increases the demands on comfort. The comfort demands may 

regard different comfort aspects. Comfortable seating will be demanded in the case of a long trip 

duration and by travellers with a poor physical condition. The latter as well as people with a lot of 

luggage will demand for no (or a low number of) transfers, which we consider as another aspect 

of comfort. People with luggage will additionally demand sufficient space for the luggage. 

 

Supplied standards by travel mode 

The extent to which the service level of a mode meets the demand depends on a number of 

variables. The variables are derived from the differences in the standards by travel mode for 

components of the three attributes (Table 2). Five long-distance modes are considered: airplane, 

train, public bus, private bus, and car. Public buses are express bus services that run according to 

a timetable, private buses are buses that are chartered by a group for dedicated use. The ferry, that 

sometimes accounts for a significant part of the distance travelled, is not considered as a separate 

mode. Generally the ferry is used as a complementary mode to land modes. However, the need to 

take a ferry for a part of the trip affects the standards of the land modes, and therefore the need to 

cross a sea barrier will be included as one of the variables in the analysis. 

 
Table 2 : Standards by travel mode and attribute component 

Attribute Component Airplane Train Bus public Bus private Car 

Time Cruising speed ++ 0/+ 0 0 0 

 Leaving/ approaching -- 0/+ 0 0 0 

 Space accessibility - 0 0 + ++ 

 Time availability 0/- 0/- 0/- + ++/-- 

 Alternative time use 0 + 0 0 - 

Time/comfort Transfers - - - 0 + 

Comfort Room 0 + 0 0 0 

Price  +/- 0/- + + +/- 

 

The cruising speed indicates the speed between the acceleration and deceleration phases, or 

between the LTO phases in air travel. The cruising speed of airplanes is much higher than that of 

the other modes. The cruising speeds of the land modes are in the same order of magnitude, except 

for the faster high speed train services. 

Leaving and approaching time is high for the airplane and marginal for the other modes. The 

exception is leaving or penetrating urban areas by the road modes; this can take a substantial 
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amount of time and give these modes a lower quality than the train with respect to this time 

component. 

Space accessibility regards the vicinity of modal access points, like airports and (major) railway 

stations. Space accessibility influences access and egress times. The accessibility is generally low 

for the air mode and high for the private modes, in particular for cars that often can be parked close 

to the origin and destination addresses. 

Time availability is defined by the operating period, the service frequency, and the admittance to 

the system. System admittance is limited if seat reservation is obligatory and persons are not 

admitted to fully booked services. In that case the experienced frequency is reduced to the 

frequency of services that still have seats available. Time availability can even be zero if a mode 

is not available at all. Generally, time availability is limited for modes with scheduled services 

(airplane, train, and public bus); the service frequency is rather low on many long-distance 

connections, and seat reservation is frequently obligatory. The two private modes have a higher 

time availability. However, sometimes a car is not available for a journey. Then the time 

availability of the car is zero and inferior to that of the other modes. 

The train performs best with respect to alternative time use. Trains are the most spacious vehicles 

and have the best possibilities to offer facilities that take a lot of room, like dining and sleeping 

facilities. In particular the provision of good sleeping accommodation in overnight trains gives this 

mode a strong position for trips on longer distances (at least 8 hours by train). 

Passengers with modes that have a scheduled service sometimes have to make transfers during the 

journey, both transfers between the main mode and the access/egress modes, and transfers between 

vehicles of the main mode. Transfers usually enlarge the travel time, and lower the comfort of 

travelling. 

Comfort is additionally related to the available room, and this aspect makes the train the most 

comfortable mode. Room for seating can be somewhat larger, and there are good possibilities for 

stretching one’s legs. 

A final attribute that affects the competitiveness of the modes is the cost of travelling. The airplane 

is sometimes expensive and sometimes extremely cheap (low cost carriers), the train is generally 

expensive, the bus is generally cheap. The price of the car depends on the number of travellers. 

For someone travelling alone, the car may be the most expensive mode, but if four persons travel 

together, the car could be the cheapest of all modes, especially when the traveller considers only 

the marginal travel costs. 

The analysis of the different characteristics of the modes gives rise to define next variables: 

- Distance. The large differences of the modal standards with respect to the different time 

components implies that the distance is an important explaining factor for the travel time 

by mode. 

- The need to leave or penetrate urban areas, particularly urban centres. This affects the 

leaving/approaching time. 

- The need to cross a sea barrier. This was explained before Table 2. 

- The number of travellers that participate in a journey. This affects the price (per person) of 

the car. 

- Car availability. This is obviously relevant for the car being an alternative or not. 

Table 3 displays the appropriateness of the different modes for categories of the mentioned 

variables. The demand variables from Table 1 are added to the table as well, except for the trip 

duration. The relation of this variable with the modal standards is rather complicated. Trip duration 
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affects the demand on comfort and depends on the distance (which is included in the table) and 

the actual mode choice. The demand is relatively low for the fastest mode. 

 
Table 3 : Appropriateness of travel modes for trip/traveller categories 

Variable Category Airplane Train Bus 

public 

Bus 

private 

Car Fastest 

mode 

Distance Short -- 0 0 + +  

Medium 0 0 0 0 0  

Long ++ 0/- - - -  

Location origin or 

destination 

Central urban 0 + + + -  

Suburban 0 0 0 0 0  

Rural - - - + +  

Sea barrier Yes 0 - - - -  

No 0 0 0 0 0  

Number of 

travellers 

Small 0 0 0 -- -  

Family 0 0 0 -- +  

Group 0 0 0 + +  

Car available Yes 0 0 0 0 0  

No 0 0 0 0 --  

Duration of the 

activity 

Short      + 

Long      0 

Time constraints Yes      + 

No      0 

Physical condition 

traveller 

Good 0 0 0 0 0  

Poor 0/- +/- 0/- 0 0/+  

Income Low +/- - + 0 0  

Medium, high 0 0 - 0 0  

Luggage Little 0 0 0 0 0  

Much 0 0 0 + +  

Large - 0 - - -  

 

The distance is predominantly relevant for the competitiveness of the airplane. The airplane is 

inferior to the other modes on rather short distances due to the high ‘fixed’ time costs 

(leaving/approaching and access/egress). On the other hand, on very long distances the airplane is 

superior because of its much higher cruising speed.  The train performs somewhat better than the 

other land modes on very long distance because of the good alternative time use; e.g. there is no 

need to stop at a restaurant if there is a dining car. On short distances the private modes perform 

better because of the better space accessibility. 

The train and bus modes have generally good standards for trips to or from central urban areas. 

The major railway stations, bus stations and parking areas for coaches are usually located in or 

close to such areas. Airports are often located outside the urban areas, and for car drivers riding 

through large cities is not so convenient and they can be faced with parking problems. 

The need to cross an important sea barrier reduces the standards of the land modes. 

The number of persons travelling together affects the appropriateness of the car and private bus. 

An  increasing number of travellers decreases the costs per car user significantly, and it increases 

the probability that at least one traveller owns a car and has a driver’s license. Chartering a private 

bus is only feasible for groups. 

Absence of a car makes car use more difficult. Ownership of a driver’s license (by at least 20-25% 

of the journey participants) is essential for car use. 
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An increasing duration of the activity lowers the demand on time and the preference for the fastest 

mode. Time constraints may increase the preference for the fastest mode. 

Persons that have a poor physical condition demand good seating comfort (which is highest in the 

train), comfortable boarding and alighting (the car might here perform best, but the accessibility 

of other modes is being improved), and no or a limited number of transfers (making the private 

modes preferable). 

Travellers that have a low income are likely to prefer the cheapest modes, that are low-cost carriers 

and buses. For those who can afford to pay higher fares, we assume that comfort will be more 

important than price and that particularly the bus will lose attractiveness. 

Transporting a lot of luggage is not convenient for the scheduled public modes that require 

transfers. An advantage of the spacious train is that it affords transporting luggage with large 

dimensions, like bicycles. Transport of large luggage by train is still not convenient, but 

transporting by other modes can be impossible (except for sending separately). 

 

Studied impacts on modal choice 

The so far theoretical derivation of the variables that define the appropriateness of modes to 

traveller demands can be compared with the results of studies on the influence of trip/traveller 

characteristics on modal choice in long-distance travel. A number of European studies on modal 

choice in long-distance travel has been conducted. Nearly all of them are limited to the analysis of 

travel behaviour of residents of one country (in most cases Germany, e.g. Zumkeller et al, 2005, 

Reichert and Holz-Rau, 2015) and sometimes to relatively short-distance trips by excluding 

international trips or trips by airplane (e.g., Dargay and Steven, 2012, Arbués, P. et al, 2016). We 

are aware of just one study that has a European scope (Van Goeverden and Van Arem, 2010). 

For the analysis of this paper, we selected two studies: Zumkeller et al (2005), and Van Goeverden 

and Van Arem (2010). These studies have little limitations, inform about the explanatory power 

of the variables considered, and are based on a dedicated long-distance travel survey. Zumkeller 

et al analysed the modal choice of German inhabitants on journeys > 100 km separately for 

different travel purposes. They excluded commuting and intercontinental journeys. Van 

Goeverden and Van Arem investigated modal choice of the residents of 16 European countries for 

journeys 100-1500 km crow-fly with a focus on train choice. They excluded commuting as well. 

For the current paper, we did an additional analysis on mode choice by Dutch residents using 

microdata of the SDV-survey on leisure travelling by Dutch residents (Structuuronderzoek Dag- 

en Verblijfsrecreatie), conducted in 1982. We analysed the journeys with one or more overnight 

stays to destinations 100-1500 km away (crow-fly) as well as the domestic journeys >= 50 km; the 

reason for the latter is that information on the destination city is only available for domestic 

journeys. 

Based on the Χ2-values, we indicated the variables as highly influencing, important, of secondary 

importance but still statistically significant, or not significant. The principle for marking a variable 

as one stage less influencing is a fall of the Χ2-value in the order of 50%. However, the ratios 

between the Χ2-values may differ substantially in different studies, and within a study for different 

modes or different purposes; the indications of the influence (in Table 4) are a kind of average 

based on the author’s judgement. Table 4 lists the most important variables according to the 

different studies as well as the remaining variables that were defined in the Tables 1 and 3. Some 

variables that are missing in the studies are represented by variables that are correlated with them. 

Trip duration is correlated with distance, duration of the activity with the number of overnight 

stays, time constraints with the travel purpose (time constraints apply more frequently for business 
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journeys), and the physical condition of the traveller with age. We added weights to each variable 

indicating the explaining power for modal choice and ranked the variables according to decreasing 

importance. Results on the impact of a sea barrier are not provided in any study and not (strongly) 

correlated with any other variable that could be used as a proxy; DATELINE data demonstrate 

that the need to cross a sea barrier reduces the share of land modes by about a factor 4. We assume 

a weight equal to that of other variables that are indicated as highly important in some studies. 

 
Table 4 : Impacts of variables on modal choice in LD travel 

Variable (1) (2) (3) Weight 

Car ownership HI HI HI 100 

Number of participants in the 

journey/group composition 

SI HI IP 80 

Crossing sea barrier - - - 80 

Country of residence - HI - 80 

Number of stages in the trip HI - - 80 

Size of the destination city - IP  SI 60 

Destination abroad IP IP SI 60 

Distance (excl. very long distances) SI IP IP 60 

Travel purpose IP SI - 60 

Employment status traveller - IP - 60 

Age traveller(s) IP SI - 60 

Number of luggage items/lodging 

that needs a lot of luggage 

IP - SI 60 

Gender traveller SI SI - 40 

Large luggage (“Sondergepäck”) SI - - 40 

Drivers’ license traveller(s) SI SI - 40 

Income household - - SI 40 

Size of the home city - SI NS 20 

Number of overnight stays - SI NS 20 

Column headings: 

(1): Zumkeller et al. (2005) 

(2): Van Goeverden and Van Arem (2010) 

(3): Analyses of  journeys from the SDV-survey 

Content of the table: 

 HI: highly influencing 

 IP: important 

 SI: of secondary importance 

 NS: not significant 

 -: not included in the analysis 

 

3. Selection of variables and categories for the definition of the segments 

 

The principle of the breakdown analysis is the definition of elementary segments by crossing the 

relevant variables and clustering these segments into larger segments with a homogeneous 

appropriateness of a mode for each travel mode. In Section 2, a large number of relevant variables 

is defined. Crossing all these variables would produce a huge number of elementary segments (it 

could be between 10 million and 100 million, depending on  the number of defined categories per 

variable). In order to reduce this number, and partly for other reasons, we left out a number of 

variables. Next, the selection of variables that are used for the analysis and the definition of 

categories is described. 
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3.1 Selected variables 

 

Starting from the variables listed in Table 4, we left out a number of variables. These are: 

• All person characteristics (except for driver’s license); the majority of long-distance 

journeys are made by several people travelling together that may have different 

characteristics. 

• Number of stages in a trip; this variable is likely more the result of modal choice than an 

explanatory factor; travelling by a public mode on longer distances usually impels the 

traveller to use other modes for access and egress, unlike travelling by a private mode. 

• The country of residence and the domestic/international character of the journey; the 

influence of these variables is not related to the system characteristics of the modes but to 

differences in historical developments that created differences in particularly train and bus 

standards in different countries as well as between domestic and international services. 

• Trip purpose and number of overnight stays; these variables are not related to the standards 

of specific modes, but to those of the fastest mode. 

• The two luggage variables and income; these variables are missing in the data that are used 

for assessing the volumes. 

The variables “car ownership” and “driver’s license” are combined into one new variable that we 

call “car availability”. The definition of car availability in the paper is car ownership of the 

household combined with at least one traveller that has a driver’s license. Summarizing, next six 

variables are used for the segment definition: 

• Car availability. 

• Number of participants in the journey. 

• Crossing important sea barrier. 

• Distance. 

• Size of the destination city. 

• Size of the home city. 

 

3.2 Definition of categories and category limits 

 

In this section, the categories of the selected variables will be specified. Additionally, some 

attention will be paid to the treatment of some missing values. 

 

Car availability 

This variable has two categories: yes or no. A car is available if a car is owned by the household 

and at least one traveller has a driver’s license. 

 

Number of participants in the journey 

The study of van Goeverden and van Arem (2010) demonstrates that single travellers have 

outstanding choice behaviour; they are much more inclined to choose the train or bus, and much 

less inclined to travel by car. For that reason, the category “small” in Table 3 will be split up into 

two categories: one traveller and two travellers. The defined limit between family and group is 15 

persons. A family includes 3-14 travellers, a group ≥15 travellers. Groups should be large enough 

to make chartering a private bus feasible. 

 

Sea barriers 



BIVEC/GIBET Transport Research Days 2019 

249 

 

An important sea barrier on the route is assumed if there is a distance of at least 20 km between an 

isle and the mainland. No barriers are assumed if there is a bridge or tunnel, or if a direct train 

service is provided using a ferry. A barrier is also assumed in the case a sea barrier can only be 

avoided by making a long detour. Examples are journeys from Cornwall to Bretagne, and from 

South Finland to Central Sweden. 

 

Distance 

The definition of distance categories is predominantly relevant with respect to the competitiveness 

between the land modes and the airplane. As indicated in Table 3, the airplane is not competitive 

on short distances because of too long travel times, the other modes are not competitive on very 

long distances for the same reason. The definition of the limits between the distance categories is 

based on observed modal market shares. 

The Figures 1a and 1b show how the market shares of airplane, car, train and bus are correlated 

with distance. The figures are based on DATELINE data. These data give not the opportunity to 

distinguish between public and private bus trips. For a good illustration of the correlation, the 

figures exclude domestic journeys and journeys that need to cross a sea barrier. The modal shares 

by distance class differ largely between domestic and international journeys, while the proportion 

of domestic journeys is strongly correlated with distance. The modal shares for journeys that cross 

the sea differ significantly from those for other journeys as well (as reported in Section 2). 

The curves of the airplane and car in Figure 1a are continuously rising or falling up to their 

maximum and minimum at ca 2200 km (with remarkably a small increase of the car market share 

between 2500 and 3000 km). The steep increase of the air curve starts at 200 km. 

The curves of the train and bus show an increase to 200 km, a more or less stable (though 

fluctuating) course to ca 900 km (train) and 1500 km (bus), and a decline to ca 1800 km. The train 

curve shows a clear dip for the distance class 500-600 km which marks presumably the division 

between the markets for day and night trains. High-speed trains that could fill the gap generally do 

not serve international connections. 

Based on these observations, we define three distance classes: 100-200 km with rising shares of 

train and bus and hardly no travel by airplane, 200-1200 km where train and bus have their highest 

shares, 1200-2000 km with declining shares for all land modes to nearly zero, and >2000 km which 

is the typical market for the airplane. 
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Figure 23a (above) and 1b (below) : The market shares of car, airplane, bus, and train by distance 

for international journeys without a sea barrier in Europe; source: DATELINE survey 

 

Location of origin or destination 

In Table 3 three types of origin or destination are defined: central urban, suburban, and rural. A 

location is defined as “central urban” if it is in a city that has at least 200,000 inhabitants and is 

the main city in the agglomeration. The other cities/municipalities in agglomerations that have a 

core city with at least 200,000 inhabitants are defined as “suburban”. In order to get rather 

comparable agglomeration figures all over Europe, we defined the agglomerations by viewing 

maps (Google earth). 

 

Missing values of car availability and number of travellers 

The variables ‘car availability’ and ‘number of travellers’ are missing in the data for a substantial 

number of journeys. Car availability is missing in the case surveyed persons have no car available 

and travel together with non-surveyed persons for who information about car ownership and 

driver’s license is missing. The number of travellers is missing for commuting journeys. For both 

variables, we did not treat missing values as missing, but assumed a category based on observed 

market shares of the train; the market share of this mode is strongly associated with both car 

availability and number of travellers. 

In the case persons that have no car available travel together with non-surveyed persons, we 

assume that no car is available for the journey.  The reason is that the modal share of the train for 

this group is similar to that of others who indicate that they have no car available, and quite 

different from those who have a car available (see Table 5). Presumably, if people of different 

households travel together, those who have no car available often join others who have no car 

available as well. 

In the case of commuting journeys, we assume that people travel alone. The share of the train is 

for commuters comparable to that for other travellers that travel alone (also shown in Table 5). 

The DATELINE-data suggest that anyway a large majority of the commuters travels alone. 

Commuters by car were asked to report whether they travelled as a driver or as a passenger, and 

they indicated travelling as a driver for 94% of the car trips. 
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Table 5 : Market share of the train by car availability, number of travellers, and main purpose; 

source: DATELINE survey 
Distance Car 

availability 

All purposes except for commuting Commuting 

1 traveller 2 travellers 3-14 

travellers 

≥15 

travellers 

100-200 km Yes 15% 7% 5% 4% 21% 

 No 74% 55% 6% - 39% 

 No?* - 37% 19% 3% - 

200-1200 km Yes 24% 9% 8% 6% 22% 

 No 52% 27% 47% - 90% 

 No?* - 28% 23% 20% - 

1200-2000 km Yes 1% 1% 1% 0% 0% 

 No 1% 3% 0% - - 

 No?* - 5% 3% 0% - 

*: No car available for surveyed traveller(s), and car availability missing for accompanying traveller(s) 

 

There are two other problems with respect to the number of travellers. The first problem is that 

sometimes respondents might indicate that they travel alone or with a small group while the mode 

choice is made for a large group. This can happen in the case of organized group travel for persons 

that individually sign up for the trip and are not familiar with the other group members (before 

travelling). 

A second serious problem is missing information about the group size for journeys of DATELINE 

respondents living in countries where the survey was on person level. Therefore, the analyses are 

limited to the countries where the survey was on household level. These are Austria, Flanders, 

Germany, Ireland, Italy, Luxemburg, the Netherlands, Sweden and the United Kingdom. Most of 

the Mediterranean countries are excluded, particularly those where the bus is the dominant public 

transport mode for long-distance trips. They will not be fully representative for Europe, but will 

represent Western Europe fairly well. 

 

3.3 Overview and size of the elementary segments 

 

Crossing the defined categories of the selected six variables produces the 184 elementary segments 

that are indicated in Table 6. If there is a sea barrier or if the distance is longer than 1200 km, we 

did not distinguish between the locations of origin or destination. We assume that the impact of 

the sea barrier or very long distance is dominant compared to that of the location types. The table 

shows the size of the segments in terms of journey numbers in 2017 for residents living in the 9 

studied countries. The calculation of the journey numbers is based on the updated data of 

DATELINE. 

 
Table 6 : Number of journeys by elementary segment in 2017 (millions) 

   Car available No car available Total 

 Number of travellers One Two 3-14 ≥15 One Two 3-14 ≥15  

Distance Origin Destination          

100-200 

km 

Core city Core city 40,3 16,1 11,7 0,0 2,5 2,1 0,6 0,0 73,3 

Suburb 6,3 1,3 0,7 0,0 0,3 0,3 0,0 0,0 8,8 

Rural 65,2 32,3 41,7 0,9 5,0 3,9 8,2 1,1 158,3 

Suburb Core city 21,3 8,3 7,9 0,0 2,8 0,0 0,0 0,0 40,3 

Suburb 1,7 0,8 1,9 0,0 0,1 0,5 0,0 0,0 5,0 

Rural 27,2 15,2 35,5 2,7 0,9 1,7 0,7 0,2 84,0 

Rural Core city 86,0 51,4 61,5 2,4 4,1 3,8 2,0 0,4 211,6 
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Suburb 13,5 4,0 7,4 0,2 1,8 0,2 0,5 0,3 27,9 

Rural 142,6 125,6 151,0 5,7 8,2 4,2 5,4 2,2 444,9 

Sea barrier >20 km 0,8 0,6 1,1 0,1 0,1 0,1 0,1 0,0 3,0 

200-1200 

km 

Core city Core city 24,8 10,1 11,3 0,3 4,7 3,0 1,3 0,1 55,6 

Suburb 1,3 0,6 0,7 0,0 0,3 0,4 0,1 0,0 3,4 

Rural 15,3 20,9 29,2 0,9 2,9 4,0 2,7 0,5 76,5 

Suburb Core city 9,1 4,5 5,7 0,2 0,6 0,7 0,2 0,0 20,9 

Suburb 2,1 0,3 0,3 0,2 0,1 0,1 0,0 0,0 3,1 

Rural 10,7 9,1 14,9 0,4 1,0 1,2 1,5 0,1 38,9 

Rural Core city 52,3 36,5 40,3 1,3 4,3 2,6 1,8 0,3 139,3 

Suburb 3,2 2,9 3,5 0,0 0,1 0,2 0,0 0,0 10,0 

Rural 57,1 64,0 99,7 3,0 4,6 3,0 2,9 0,9 235,3 

Sea barrier >20 km 5,6 7,3 9,2 0,6 1,3 0,7 0,9 0,0 25,7 

1200-2000 

km 

No sea barrier >20 km 5,4 12,1 17,5 0,6 1,2 2,5 1,5 0,2 41,0 

Sea barrier >20 km 1,5 8,1 14,5 0,2 0,6 0,6 1,2 0,1 26,8 

>2000 km All 11,9 35,7 37,4 1,1 3,0 3,7 3,2 0,3 96,3 

Total 605,2 467,7 604,6 20,9 50,4 39,4 34,7 6,8 1829,8 

 

4. Definition of the (large) mode-specific segments 

 

The elementary segments shown in Table 4 are the building stones for the large segments of a 

mode. The large segments are built by clustering all elementary segments that have a similar 

appropriateness of the mode. Five large segments are distinguished: the mode is inferior, poor, 

common, good or superior when compared with the best performing alternative mode. The method 

of attaching one of the five standards of a mode to an elementary segment is as follows: 

1. If a mode is indicated by ‘--' in Table 3 or another mode is indicated by ‘++’, the mode is 

assessed as inferior. 

2. If a mode is the only mode indicated by ‘++’ in Table 3, the mode is assessed as superior. 

3. In the other cases, an appropriateness score is calculated for each elementary segment and 

the assignment to one of the five standards is based on the difference of the score from the 

scores of both the best performing and the worst performing alternatives. This will be 

explained next. 

The assignment of the standard of a mode (that is not inferior or superior) to the elementary 

segments could principally be based on the market shares of a mode in these segments. However, 

an accurate estimation of modal shares requires a lot of observations (preferably several hundreds), 

and for many elementary segments, the observation number is too small. The total number of 

independent observations behind the figures of Table 8 is 32.000, representing the total of 1.830 

million journeys. 

We calculated scores by summing for each variable category the product of the variable weight 

and the modal appropriateness (Equation 1). 

( )

1

j
i c v

m v m

v

S W A
=

=           (1) 

where 
i

mS : score indicating the appropriateness of mode m in elementary segment i 

vW : weight of variable v (according to Table 4) 

( )c v

mA : appropriateness of mode m for category c of variable v (valid for segment i) 
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The score 
( )c v

mS  is calculated from the standards indicated in Table 3. The standards are 

transformed into numbers: ‘--' into -2, ‘-‘ into -1, ‘0’ into 0, ‘+’ into +1, and ‘++’ into +2. Then, 

the standard of the mode for an elementary segment is assessed by comparing the score of the 

mode with the scores of both the best and the worst performing modes. The largest differences 

from the scores of the best/worst performing modes are between 200 and 300 (depending on the 

mode). The standard of a mode is defined by next algorithm: if the score is more than 150 below 

that of the best performing mode, the standard is assessed as poor; if it is between 75 and 150, the 

standard is assessed as common; otherwise, the standard is assessed as either good or common, 

depending on the difference with the worst performing mode; if this difference exceeds 75 and the 

worst performing mode is not assessed as inferior, the standard is assessed as good, otherwise it is 

assessed as common. 

The resulting standards of a mode are indicated in the tables in the appendix. The standards for 

train and the public bus are presented in one table. Their standards are similar, except for comfort 

(the train is more comfortable) and price (the bus is cheaper). The choice between the two modes 

will predominantly be explained by income: those who can afford to pay the higher prices will 

travel by train, others by bus. This is supported by Dargay and Steven (2012) who analysed long-

distance travel within Britain and estimate a very low income elasticity for the bus (0,10, compared 

to 0,83 for the train). However, income is not selected as a variable for the segment definition. 

Furthermore, the ‘superior’ standard is not defined for both the private bus and the car in any 

elementary segment. These modes are assumed to be never superior to the best performing 

alternative. 

The figures 2a and 2b show the volumes of the modal segments, in journey numbers and mileage 

respectively. The presented volumes are the volumes for all modes in a segment with a certain 

standard for the indicated mode. For example, the airplane is inferior for ca 1 billion journeys, and 

ca 500 billion kilometres are travelled for journeys where the train/public bus standard is common. 

Here we remark, that the breakdown for the private bus is predominantly based on the reported 

number of persons travelling together by DATELINE respondents. As we indicated in Section 3.2, 

this will likely underestimate the journeys with group travel and hence the market for the private 

bus. The total journey numbers will then be lower in the segment where the private bus is inferior 

and higher in the other segments. 
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Figure 2a (above) and 2b (below) : The volumes of the segments in terms of journey numbers and 

mileage in 2017; source: updated DATELINE survey 

 

The figures show that, if we ignore the private bus, most journeys are made in segments where the 

airplane is inferior, the train is poor or common, and the car is good. The mileage picture is quite 

different. Most kilometres are made in segments where the airplane is superior and the train and 

car are inferior. If a ‘promising’ market for a mode is defined as the market where the standard is 

common or better than that of the best performing alternative, we find that 79% of the journeys 

are promising for the car, 60% for the train and public bus, and 30% for the airplane. Expressed in 

the mileage of the markets, the shares are 40% for the car, 33% for the train/public bus, and 75% 

for the airplane. 

One might expect that the market share of a mode correlates with its standard. Calculation of the 

market shares of a mode for all defined segments can then be used for a check of the breakdown 

result for this mode. Figure 3 shows the market shares for the airplane, train, and car in the 

segments where the mode has a certain standard. The shares for the public and private buses could 

not be produced because the data do not specify these two bus types. The figure shows that indeed 

a strong correlation exists for all three modes. We remind the reader that no superior standard for 

the car was defined. 
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Figure 3 : The market shares by standard segment; source: updated DATELINE survey 

 

One might wonder why the share of the train is only ca 50% for the journeys where this mode is 

superior. However, in fact, the train is not superior, but the public land modes (train and public 

bus) together are superior. The market share for train and bus (public and private) is 66% in this 

segment. 

 

5. Conclusion 

 

The paper presents a rather straightforward method for a breakdown of the long-distance travel 

market into segments with a certain level of appropriateness of a mode. The starting point is the 

notion that the appropriateness of a mode for a journey depends on the demanded travel 

standards by the traveller and the extent the standards of a mode meet the demand. The standard 

of a mode is assumed to be defined by time, comfort, and price. Variables that define either the 

demanded or the supplied standards are identified, and a selection of them are used for the 

definition of the segments. In the selection process all the variables that define the demanded 

standards were excluded for various reasons. The final breakdown is therefore fully based on the 

variables that define the supplied standards of the different long-distance modes. These include 

the most influencing variables with respect to modal choice. The breakdown can be used for the 

definition of policies on modal shifts or the exploration of the market of a new transport mode. 
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Incorporating temporal and spatial dependencies in a stochastic time-dependent 

multi-state supernetwork for individual activity-travel scheduling 
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Abstract: Multi-state supernetworks have been expanded in space and time for modeling 

individual activity-travel scheduling (ATS) behavior. Any path in a time-expanded supernetwork 

represents an activity-travel pattern (ATP) at a high level of detail. To alleviate the limitation of a 

deterministic network representation, time uncertainty has been incorporated in multi-state 

supernetworks. However, the extension unrealistically assumed that all uncertain travel times are 

time-invariant and spatially independent. In this study, temporal and spatial dependencies among 

uncertain link travel times are considered in a stochastic time-dependent (STD) context using 

uncertain support points. ATS under uncertainty is formulated as a path finding problem in a 

stochastic multi-state supernetwork, given the individual’s decision rule, which for illustrative 

purposes is assumed to be the minimization of expected disutility in this paper. Recursive dynamic 

programming is applied to find the non-dominated paths, subject to time window constraints at 

the activity locations.  

 

Keywords: Activity-travel scheduling, uncertainty, temporal and spatial dependencies, support 

point, multi-state supernetworks. 

 

1. Introduction 

 

Reflecting the increasing interest in activity-based travel demand models that emerged in the late 

1990s (Rasouli & Timmermans, 2014), Arentze and Timmermans (2004), and Liao et al. (2010, 

2011, 2013) developed a multi-state supernetwork framework for modeling individual activity-

travel scheduling (ATS) decisions by interconnecting integrated multimodal transport networks 

across different activity-travel stages. In a multi-state supernetwork, nodes denote physical 

locations in space and links connect different nodes at the same state or the same nodes at different 

states representing travel and state transitions respectively. A desirable feature of a multi-state 

supernetwork is that any path from a node in the first state to a node in the last state expresses a 

feasible way of conducting multiple activities possibly using multiple transport modes. Thus, the 

ATS process in multi-state supernetworks is captured as a path choice through networks of 

different states, according to some decision rule. Liao (2016) further expanded the spatial multi-

state supernetwork representation as a time-dependent bipartite network to incorporate duration 

choices at the activity locations. 

Since the deterministic representation of space and time is unrealistic, Liao et al.  

(2014) incorporated travel time uncertainty in multi-state supernetworks. However, it was assumed 

in their study that all uncertain variables are mutually independent and follow normal distributions 

for algorithmic convenience, ignoring empirical dependencies of uncertain link travel times in time 

and space. A number of studies have addressed travel time dependencies at the trip level in finding 

                                                 
1 Eindhoven University of Technology, Urban Planning and Transportation Group, j.lyu@tue.nl 
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the shortest path in stochastic time-dependent (STD) networks. For example, limited temporal and 

spatial dependencies have been assumed for adjacent links or nodes (Waller & Ziliaskopoulos, 

2002; Fan, et al., 2005). Chen et al. (2012) assumed that the travel time of a link is spatially 

correlated only with the neighboring links within an ‘impact area’, and that the correlation exists 

between every two links’ stochastic travel speed distributions (Chen et al., 2013). Huang and Gao 

(2012, 2017) assumed complete dependencies of all link travel times and applied uncertain support 

points to capture the correlations of random link travel times, where a support point corresponds 

to a probability and a realization of link travel times of the entire transportation network.  

However, these algorithms are not yet applicable to ATS in stochastic multi-state supernetworks. 

First, space-time constraints and duration choices are not considered, which are essential in ATS. 

Second, a more realistic and efficient representation of uncertain travel times is needed given that 

ATS usually has a much longer time frame than single trips. In addition, the principle of first-in-

first-out (FIFO) in the STD context, which means that for every link,  individuals entering the link 

earlier cannot arrive at the end of link later (Chen et al., 2013) is not satisfied in activity-travel 

behavior..   

In view of the above, the aim of this study is to incorporate correlated link travel times in a STD 

multi-state supernetwork for ATS. Uncertain link travel times are represented using support points 

in multiple time zones to differentiate major travel time periods, extending Gao and Chabini 

(2006). Based on the state-of-the-art time-expanded multi-state supernetwork representation, 

duration choice, departure choice, waiting, and space-time constraints are considered in the STD 

context. The transfers between private vehicles and public transport represented by transition links 

are also extended in time and space. We apply the flow speed model (FSM) (Sung et al. 2000) to 

generate correlated link travel times. ATS under uncertainty is formulated as a path-finding 

problem, dependent on a specific decision rule. For illustrative purposes, in this paper we assume 

that individuals choose the ATP that has the minimum expected disutility. Dynamic recursive 

programming formulations are applied to find the non-dominated paths. 

The remainder of this paper is organized as follows. The next section defines the STD multi-state 

supernetwork and the problem definition of ATS. Section 3 presents an improved ATS model 

incorporating activity duration and departure time/waiting choices in the presence of correlated 

link travel times. In section 4, a solution algorithm based on the recursive formulations is 

suggested. Finally, conclusions and plans for future work are given.  
 

Notation List 

 

𝐺 a stochastic transport network  

𝑗, 𝑘 nodes of 𝐺  

| ∙ | an operator to calculate the number of elements in a set 

𝐭 a set of equally divided time intervals within a day 𝐭 = {1, 2, … , |𝐭|} 
𝑡 a discrete time, 𝑡 ∈ 𝐭  
𝑠 a state in multi-state supernetwork 

𝑆𝑁𝐾 a STD multi-state supernetwork 

𝑚 the 𝑚-th element of a time zone set m ,  𝑚 = 1,… |𝐦|. 
𝑛 the 𝑛-th support point of link travel times/speeds in a time zone  

𝑐𝑗𝑘
𝑚𝑛(𝑡) travel time of link (𝑗, 𝑘) at 𝑡, the n-th support point in time zone 𝑚. 

𝐫 the set of time zone-dependent support point combinations 

𝑟 a combination of time zone-dependent support points  
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𝑝𝑟 the probability of the support point  𝑟, ∑ 𝑝𝑟𝑟 = 1, 𝑟 ∈ 𝐫 
𝑙𝑗𝑘 the physical length of travel link (𝑗, 𝑘) 

𝑣𝑚𝑛(𝑡) The time-dependent travel speed in the n-th support point in time zone 𝑚 

H0, H1 the origin and destination nodes of daily ATPs 

𝑆𝜆(𝑗, 𝑡, , 𝑟) the time expenses of path 𝜆 departing from H0 and arriving at node 𝑗 at 

time 𝑡 in support point 𝑟 

𝐷𝜆(𝑗, 𝑡, 𝑟) the associated disutility of 𝑆𝜆(𝑗, 𝑡, 𝑟) 
𝑒𝜆(𝑗, 𝑡) the expected disutility of path 𝜆 from the origin to 𝑗 with arrival time 𝑡 
𝑎𝑗𝑘
𝑟 (𝑡) the arrival time at node 𝑘 by departing 𝑗 at 𝑡 in support point 𝑟  

𝑑𝑗𝑘
𝑟 (𝑡) the disutility of a link (𝑗, 𝑘) in support point 𝑟 

[𝑢𝑜𝛼 , 𝑣𝑜𝛼] determinstic time window for conducting activity 𝛼 at location 𝑜 

[𝑢H, 𝑣H] time window for conducting out-of-home activities 

𝛽𝑤 the marginal disutility of waiting time 

𝜏 an activity duration choice 

𝑡𝑤 the waiting time or a waiting duration choice 

𝑧𝑠𝑜𝛼(𝑡, 𝜏) disutility of conducting 𝛼 at 𝑜 with start time 𝑡 and duration 𝜏 at state 𝑠  
𝓧(𝑗) the set of potential optimal paths from the origin to 𝑗 
𝓛𝑗 the sub-paths from the origin to 𝑗 

𝜞+1(𝑗) the set of successor node of node 𝑗 
 

2. Problem definition 
 

Stochastic time-dependent multistate supernetwork 
 

Activity-travel scheduling (ATS) aims at finding an activity-travel pattern (ATP) and includes the 

choice of activity squence, route, activity locations, transport modes and parking locations for 

conducting an daily activity program (AP) according to some decision-making principle. The 

multi-state supernetwork is constructed for representing the ATP space, traversing every possible 

combination of activity and vehicle states. In the multi-state supernetwork, the ATS process is 

considered as a path choice through networks of different states (Liao et al., 2013). Three states in 

a multi-state supernetwork are distinguished: 

(1) Activity state: which activities have already been conducted.  

(2) Vehicle state: where the private vehicles are being in used or parked somewhere.  

(3) Activity-vehicle state: the combination of activity and vehicle states.  

The nodes in a multi-state supernetwork denote physical locations. Three types of links are 

defined: 

(1) Travel links: connecting different nodes representing the movement of an individual, staying 

in the same state. 

(2) Transition links: connecting the same nodes of different transport modes (i.e., parking/picking-

up a PV, boarding/ alighting public transport). 

(3) Transaction links: connecting the same nodes of different activity states representing the 

implementation of activities. 

A general supernetwork exclusive of time dimension is represented as Figure 1, 𝐴1 and 𝐴2 are two 

activities, car and bike are two private vehicles (PVs). 𝑃1 & 𝑃2  and 𝑃3 & 𝑃4  are the parking 

locations for car and bike respectively, and all PVs must be parked when conducting activities. In 

Figure 1, columns denote vehicle states and rows denotes activity states. The vertices of PVNs and 
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PTNs are locations of home, activities and parking, and undirected links are bi-directed. Any path 

from  H to H′ represent a full ATP potentially including multi-modal multi-activity trip chaining. 

For example, the bold path represents the ATP that the individual leaves home by car with parking 

car at 𝑃2 and travels through PTN to conduct 𝐴1, then returns home and rides bike which parking 

at 𝑃4 for conducting 𝐴2, and finally returns home.  

 

 
Figure 1 Multistate supernetwork representation (Liao et al., 2013) 

 

In the deterministic representation of the space-time multi-state supernetwork, ATPs in the time-

dependent context have deterministic link time expense and disutilities. The link disutility can be 

defined in a state- and time-dependent way as: 

 

𝑑𝑖𝑠𝑈𝑠𝑚𝑙 = 𝑢(𝜷𝑠𝑚𝑙, 𝒙𝑠𝑚𝑙(𝑡)) (1) 
 

where 𝑑𝑖𝑠𝑈𝑠𝑚𝑙 is the disutility of link 𝑙 at state 𝑠 with transport mode 𝑚 at arrival time 𝑡. 𝒙𝑠𝑚𝑙(𝑡) 
denotes the vector of static or time-dependent link travel times or durations. For the sake of 

simplicity, a linear additive utility function can be applied. In reality, however, non-linear utility 

functions better represent the (dis)utility of travel time, cost, activity duration and other attributes 

influencing activity-travel decisions. Thus, given this assumption, the individual’s ATS is to find 

an ATP with the minimum disutility  

 

min{𝑑𝑖𝑠𝑈𝑠𝑚𝑙(𝑝H0→H1)} , 𝑝𝑝H0→H1 ∈ 𝑃𝐴𝑇𝐻
(2) 

  

where 𝑝H0→H1 denotes a path from H0 to H1 in path space 𝑃𝐴𝑇𝐻. 

Based on STD network 𝐺 , a stochastic multi-state supernetwork is constructed for an AP to 

incorporate uncertainty in the link attributes. Let 𝑆𝑁𝐾 = (𝐯, 𝐞, 𝐭) denote the stochastic multi-state 

supernetwork which is expanded in space-time as a time-dependent network. 𝐯 is a finite set of 

nodes, 𝐞 is a finite set of links, and 𝐭 is a set of discrete times within a day {1, 2, … , |𝐭|}. The travel 

times on travel links in a stochastic network are time-dependent random variables. Any path from 

H0 to H1 represents a ATP with stochastic time expense and disutility subject to time window 

constraints at the locations. Similarly, any path λ encompasses the activity-travel choices and 

space-time constraints at a high level of detail. Let 𝑆𝜆(𝑗, 𝑡, 𝑟) be the time expenses of path 𝜆 

departing from origin node H0 and arriving at node 𝑗 at time 𝑡 support point 𝑟, which covers the 
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entire time frame 𝐭 in a day. 𝐷𝜆(𝑗, 𝑡, 𝑟) is the corresponding disutility. The paths departing from 

origin node H0 to j with the expected time expense and disutility, respectively denoted by 𝑠𝜆(𝑗, 𝑡) 
and 𝑒𝜆(𝑗, 𝑡). To seek the minimum expected disutility, the ATS problem in the STD multi-state 

supernetwork is formulated as follows:  

 

min{𝑒𝜆(H1, 𝑡)} , λ ∈ 𝑃𝐴𝑇𝐻 (3) 
 

Note that minimum expected disutility is a commonly behavioral principle applied in the 

scheduling literature, but the principle has limited empirical support. More realistic behavioral 

principles can be applied in ATS modelling.  

 

3. Modelling 
 

In this section, we first represent the STD multi-state supernetwork considering correlated travel 

speeds/times in multiple time zones. Second, we discuss the incorporation of activity and waiting 

duration choices with time window constraints. Finally, we propose a solution algorithm based on 

dynamic programming to find the optimal ATPs. 
 

STD multi-state supernetwork  

 

Taking into account stochastic dependencies, Huang and Gao (2012) assumed complete 

dependencies between all travel times of all links at all time periods. They applied a set of support 

points which can be transformed into joint distributions of link travel times to capture the temporal 

and spatial dependencies of random variables. This solution is efficient on the trip level that usually 

has a short time span. When the time span is long, for example, covering a full-day, this assumption 

necessitates a large set of support points to represent the complete correlations. To avoid this, we 

suggest support points of multiple time zones of a long time frame, assuming that the support 

points of a time zone are independent of those in another, which is a realistic assumption (A1). For 

example, link travel times in the morning peak hours are largely independent of those in the non-

peak hours. Formally, suppose a time frame is divided in to |m| time zones. The m-th (𝑚 =
1,… |𝐦|) time zone covers a time period and has distinct support points of uncertain time-

dependent link travel times. Given time zone 𝑚, for travel link (𝑗, 𝑘) in 𝑆𝑁𝐾, a deterministic value 

of link travel time 𝑐𝑗𝑘
𝑚𝑛(𝑡) is known in the n-th support point at time 𝑡 ∈ 𝑚 with probability 𝑝𝑚𝑛, 

∑ 𝑝𝑚𝑛 = 1𝑛 .  
 

Assumption A1 The link travel times or travel speeds are mutually independent across multiple 

time zones. 

 

With A1, it is possible to form a set of general support points that covers entire time frame 𝐭.  Let 

𝑟 be a combination of support points of multiple time zones with probability 𝑝𝑟, ∑ 𝑝𝑟𝑟 = 1, 𝑟 ∈ 𝐫. 
𝑝𝑟 can be obtained by multiplying the probabilities of time zone-dependent support points 

𝑝𝑚𝑛, ∀𝑚. Thus, |𝐫| = ∏ |𝐧𝑚| 𝑚 , where 𝐧𝑚 is the set of support points in time zone 𝑚. In support 

point 𝑟, the travel times of all travel links at all discrete times are correlated in each time zone and 

captured by time zone-dependent support points. The flow speed model (FSM) (Sung et al. 2000) 

is applied to generate the time-dependent link travel times.  
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Suppose that the length of link (𝑗, 𝑘) is 𝑙𝑗𝑘 and the travel speeds are STD variables taking the 𝑛-th 

support point in time zone 𝑚. Travel speeds in time intervals [𝑡𝑖, 𝑡𝑖+1) and [𝑡𝑖+1, 𝑡𝑖+2) are 𝑣𝑚𝑛(𝑡𝑖) 
and 𝑣𝑚𝑛(𝑡𝑖+1,)  respectively, and they are correlated in support point 𝑛  of 𝑚 , 𝑡𝑖 , 𝑡𝑖+1, 𝑡𝑖+2 ∈
𝑚. 𝑡𝑖  is the 𝑖-th discrete time in 𝐭, 𝑖 = 0,1, … , |𝐭| − 1. 𝑎𝑟𝑟𝑚𝑛(𝑡𝑖) denotes the arrival time at node 

𝑘 departing from node 𝑗 at time 𝑡𝑖 in the 𝑛-th support point. If  𝑙𝑗𝑘 − 𝑣
𝑚𝑛(𝑡𝑖)(𝑡𝑖+1 − 𝑡𝑖) < 0 (see 

in Figure 2 the red line),  𝑎𝑟𝑟𝑚𝑛(𝑡𝑖) is calculated under FSM as follows: 

 

𝑎𝑟𝑟𝑚𝑛(𝑡𝑖) = 𝑡𝑖 +
𝑙𝑗𝑘

𝑣𝑚𝑛(𝑡𝑖)
(4) 

 

If 𝑎𝑟𝑟𝑚𝑛(𝑡𝑖) ∉ [𝑡𝑖, 𝑡𝑖+1), the travel speed is updated such that if  𝑙𝑗𝑘 − 𝑣
𝑚𝑛(𝑡𝑖)(𝑡𝑖+1 − 𝑡𝑖) > 0, 

and the remaining length of the link 𝑙𝑗𝑘 − 𝑣
𝑚𝑛(𝑡𝑖)(𝑡𝑖+1 − 𝑡𝑖) that is traversed after 𝑡𝑖+1 is denoted 

as 𝑙𝑖+1 . If 𝑙𝑖+1 − 𝑣
𝑚𝑛(𝑡𝑖+1)( 𝑡𝑖+2 − 𝑡𝑖+1) < 0  (see in Figure 2 the blue line). 𝑎𝑟𝑟𝑚𝑛(𝑡𝑖)  is 

calculated as: 

 

 𝑎𝑟𝑟𝑚𝑛(𝑡𝑖) = 𝑡𝑖+1 +
𝑙𝑖+1

𝑣𝑚𝑛(𝑡𝑖+1)
(5) 

 

Following the same logic, the time-dependent link travel times can be obtained.  

 

 
Figure 2 Travel along the link with time-varying speeds 

 

The above calculation is under the assumption that 𝑡𝑖 , 𝑡𝑖+1, 𝑡𝑖+2 ∈ 𝑚 , since a link may cross 

multiple time zones, 𝑡𝑖+1 may be in the subsequent time zone and the time-dependent link travel 

speed can be taken at any support point 𝑛 for ∀𝑚 and ∀𝑡𝑖 ∈ 𝑚. For a general representation, let 

𝑚(𝑡𝑖) denote the the time zone which 𝑡𝑖  is in, then 𝑣𝑚(𝑡𝑖)𝑛  represents the time-dependent link 

travel speed at 𝑛-th support point in 𝑚(𝑡𝑖) with time 𝑡𝑖. Assuming that (𝑗, 𝑘) starts at 𝑡𝑖 ∈ 𝑚 at the 

𝑛-th support point, the corresponding link travel time of (𝑗, 𝑘) is 𝑎𝑟𝑟𝑚𝑛(𝑡𝑖) − 𝑡𝑖. Given support 

points in ∀𝑚 and ∀𝑡𝑖 ∈ 𝑚, the stochastic time-dependent link travel times can be calculated as 

follows: 
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𝑐𝑗𝑘
𝑚𝑛(𝑡𝑖) =

{
 
 

 
 𝑙𝑗𝑘

𝑣𝑚𝑛(𝑡𝑖)
   ,                                      𝑖𝑓  𝑙𝑗𝑘 − 𝑣

𝑚𝑛(𝑡𝑖)(𝑡𝑖+1 − 𝑡𝑖) < 0 

𝑡𝑖+1 +
𝑙𝑖+1

𝑣𝑚(𝑡𝑖+1)𝑛(𝑡𝑖+1)
− 𝑡𝑖  ,      𝑒𝑙𝑠𝑒𝑖𝑓  𝑙𝑖 − 𝑣

𝑚(𝑡𝑖)𝑛(𝑡𝑖)(𝑡𝑖+1 − 𝑡𝑖) < 0

(6) 

 

where  𝑙𝑗𝑘 is the initial 𝑙𝑖, for ∀𝑚(𝑡𝑖), 𝑙𝑖+1 = 𝑙𝑖 − 𝑣
𝑚(𝑡𝑖)𝑛(𝑡𝑖)(𝑡𝑖+1 − 𝑡𝑖).  

 

Activity duration choice  

 

This study assumes that an individual’s activity duration choices in the time-dependent context are 

subject to time window constraints (Liao et al., 2013; Liao, 2016). The duration of conducting 

activity 𝛼 at activity location 𝑜 is represented as an individual’s choice at arrival time 𝑡 under 

activity state 𝑠 by time-expanded transaction links in 𝑆𝑁𝐾. 

Suppose [𝑢𝑜𝛼, 𝑣𝑜𝛼]  is the time window of activity location 𝑜  for conducting activity 𝛼 . The 

individual has to wait for 𝑢𝑜𝛼 − 𝑡 if the arrival time 𝑡 < 𝑢𝑜𝛼 and is allowed to wait until a later 

time to start activity 𝛼  in the situation 𝑢𝑜𝛼 ≤ 𝑡 < 𝑣𝑜𝛼 . For the individual, waiting for a later 

departure time to traverse travel links after finishing activities may also cause less disutility. 

Waiting time choices are represented as start time choices for activity participation or departure 

time choice for travel. 

As link travel times and travel speeds are time-dependent random variables, the arrival times at 

activity locations are also random variables. We assume (A2) that duration choice and time 

window constraints for conducting activities of the activity location are deterministic, which 

implies that the later the individual arrives at the activity location, the fewer activity duration 

choices are left. 

 

Assumption A2 Activity duration choices are deterministic and the number of choice options 

depends on the arrival time relative to the time window at the activity locations. 

 

Suppose an individual arrives at activity location 𝑜 for 𝛼 through travel link (𝑗, 𝑘) with departure 

time 𝑡. With different support points of link travel times, 𝑐𝑗𝑘
𝑚𝑛(𝑡) and 𝑐𝑗𝑘

𝑚𝑛′(𝑡), 𝑐𝑗𝑘
𝑚𝑛(𝑡) < 𝑐𝑗𝑘

𝑚𝑛′(𝑡), 

the arrival times at 𝑜 are 𝑡 + 𝑐𝑗𝑘
𝑚𝑛(𝑡) and 𝑡 + 𝑐𝑗𝑘

𝑚𝑛′(𝑡), where 𝑛’ is another support point in time 

zone 𝑚. With the time window constraints at 𝑜, the activity duration choices may be less for arrival 

time 𝑡 + 𝑐𝑗𝑘
𝑚𝑛′(𝑡). 

 

Recursive formulation of travel links 

 

𝑎𝑗𝑘
𝑟 (𝑡) is the arrival time at node 𝑘 in a general support point 𝑟 and 𝑎𝑗𝑘

𝑟 (𝑡) = 𝑡 + 𝑐𝑗𝑘
𝑚𝑛(𝑡),  where 

𝑟 corresponds to 𝑛 and 𝑚 at 𝑡. The relationship between the travel times of a path and of its sub-

path in support point  𝑟 is given by the following recursive formulation: 

𝑆𝜆(𝑘, 𝑎𝑗𝑘
𝑟 (𝑡), 𝑟) = 𝑆𝜆′(𝑗, 𝑡, 𝑟) + 𝑐𝑗𝑘

𝑚𝑛(𝑡) (7) 

where 𝜆′ is the sub-path path departing from origin H0 and arriving at 𝑗 at time 𝑡 ∈ 𝑚 in support 

point 𝑟, path 𝜆 is constructed by taking sub-path 𝜆′ and the value 𝑐𝑗𝑘
𝑚𝑛(𝑡) as the link travel time 
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departing from 𝑗 to 𝑘. The representation of Equation (7) is shown in Figure 3 in the space-time 

network. 

 
Figure 3 Representation of traveling in the space-time  network 

 

Denote 𝐷𝜆(∙) as the travel disutility function of path 𝜆 and 𝑑(∙) as the disutility function of travel 

link , 𝐷𝜆(𝑘, 𝑎𝑗𝑘
𝑟 (𝑡), 𝑟) = 𝐷(𝑆𝜆(𝑘, 𝑎𝑗𝑘

𝑟 (𝑡), 𝑟)). The travel disutility is represented in the form of 

recursive formulation as: 

𝐷𝜆(𝑘, 𝑎𝑗𝑘
𝑟 (𝑡), 𝑟) = 𝐷 (𝑆𝜆′(𝑗, 𝑡, 𝑟) + 𝑐𝑗𝑘

𝑚𝑛(𝑡)) (8) 

where the disutility travel time on link (𝑗, 𝑘) with time zone-dependent support point 𝑚𝑛 in 𝑟, 

could be represented as 𝑑(𝑐𝑗𝑘
𝑚𝑛(𝑡)). 

 

Recursive formulation of activity links 

 

Activity scheduling decisions are made under time window constraints that represent the opening 

hours of facilities and the start/end times of particular events. The disutility of conducting the 

activity 𝛼 with start time 𝑡 and duration 𝜏 at state 𝑠 is denoted as 𝑧𝑠𝑜𝛼(𝑡, 𝜏) under time window 

[𝑢𝑜𝛼 , 𝑣𝑜𝛼]. Activity duration choices can be incorporated in 𝑆𝑁𝐾 in a discretized scheme and the 

duration can be chosen from the finite number of alternatives at discrete time within the feasible 

time window. Let 𝜏𝛼 denote the minimum duration for conducting activity 𝛼 and ∆𝑡 denote the 

smallest time unit for activity scheduling, Given 𝜏𝛼 and ∆𝑡, there are 
𝑣𝑜𝛼−𝑡−𝜏𝛼

∆𝑡
 time steps from 𝑡 to 

𝑣𝑜𝛼  which defines the maximum number of activity duration alternatives, the corresponding 

duration choices at time 𝑡 for the individual are a set of alternatives {𝜏𝛼 + ∆𝑡, 𝜏𝛼 + 2∆𝑡,… , 𝑣𝑜𝛼 −
𝑡} subject to 𝑢𝑜𝛼 ≤ 𝑡 < 𝑣𝑜𝛼. 

As illustrated above, if the individual arrives at 𝑜 when 𝑡 < 𝑢𝑜𝛼, the earlier arrival leads to waiting 

time 𝑢𝑜𝛼 − 𝑡 until the service at 𝑜 is open. The disutility of waiting duration 𝑡𝑤 at location 𝑜 is 

denoted as 𝛾𝑠𝑜𝛼(𝑡, 𝑡𝑤). Assuming that the disutility function of waiting time is linear, the disutility 

of waiting equals 𝛽𝑤 × (𝑢𝑜𝛼 − 𝑡). Since waiting until a later time to start the activity is allowed 

for an individual, the individual may wait longer even if 𝑢𝑜𝛼 ≤ 𝑡 < 𝑣𝑜𝛼. The new activity start 

time is 𝑡 + 𝑡𝑤  with waiting time 𝑡𝑤 , then there are 
𝑣𝑜𝛼−𝑡−𝜏𝛼−𝑡𝑤

∆𝑡
 activity duration choices to 

conduct. With the overall waiting time 𝑡𝑤 , 𝛾𝑠𝑜𝛼(𝑡, 𝑡𝑤) can be used to denote the disutility of 

overall waiting duration and 𝑧𝑠𝑜𝛼(𝑡 + 𝑡𝑤, 𝜏) the disutility of conducting the activity when the 
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waiting time making the new start time for activity duration choice 𝜏 to be 𝑡 + 𝑡𝑤. If the arrival 

time 𝑡 ≥ 𝑣𝑜𝛼, time window constraints do not allow to conduct activity 𝛼 at 𝑜 at time 𝑡. 
By incorporating activity duration and waiting choices in the STD multi-state supernetwork, the 

disutility of a transaction link (𝑗, 𝑘) at support point  𝑟 in a recursive formulation equals: 

 

𝐷𝜆(𝑘, 𝑎𝑗𝑘
𝑟 (𝑡), 𝑟) = {

      
𝐷𝜆′(𝑗, 𝑡, 𝑟) + 𝑧𝑠𝑜𝛼(𝑡,  𝑡𝑤, 𝝉𝑗𝑘),               𝑖𝑓  𝑎𝑗𝑘

𝑟 (𝑡) < 𝑣𝑜𝛼
    +∞,                                              𝑖𝑓 𝑡 ≥ 𝑣𝑜𝛼 𝑜𝑟 𝑎𝑗𝑘

𝑟 (𝑡) ≥ 𝑣𝑜𝛼  
(9) 

 

where 𝑎𝑗𝑘
𝑟 (𝑡) = 𝑡 + 𝑡𝑤 + 𝜏𝑗𝑘 at support point 𝑟 , 𝑧𝑠𝑜𝛼(𝑡,  𝑡𝑤, 𝜏𝑗𝑘) includes the disutility of waiting 

𝛾𝑠𝑜𝛼(𝑡, 𝑡𝑤) and conducting the activity 𝑧𝑠𝑜𝛼(𝑡 + 𝑡𝑤,  𝜏𝑗𝑘).  

After activity 𝛼 is conducted, due to the uncertainty of link travel times, waiting at the activity 

location until a better departure time for travel may decrease the overall disutility and making the 

network non-FIFO, which is represented at the time-expanded nodes in SNK 

Suppose that 𝛼 has been finished at time 𝑡′ ∈ 𝑚, an individual has the choice to immediately start 

to traverse travel link (𝑗, 𝑘) or wait and start at a later time 𝑡 ∈ 𝑚. Link travel time is 𝑐𝑗𝑘
𝑚𝑛(𝑡′) and 

𝑐𝑗𝑘
𝑚𝑛′(𝑡) given the 𝑛-th and the 𝑛′-th support point in time zone 𝑚, since the link travel times are 

FIFO consistent, 𝑡′ + 𝑐𝑗𝑘
𝑚𝑛(𝑡′) ≤ 𝑡 + 𝑐𝑗𝑘

𝑚𝑛′(𝑡). It can be proven that if the disutility function of 

waiting and travelling is assumed to be linear, waiting before traveling will cause equal or less 

disutility than departing immediately when the disutility of waiting times is equal or less than 

travel time, making the network non-FIFO.  

Assuming that the disutility 𝛾𝑠𝑜𝛼(𝑡, ∆𝑡𝑤) of waiting or staying at activity location 𝑜 at time 𝑡 for 

duration ∆𝑡𝑤 is additive, the waiting duration choices at 𝑜 after activity 𝛼 is conducted can be 

represented in a recursive formulation as: 

 

𝐷𝜆(𝑘, 𝑡, 𝑟) = 𝐷𝜆′(𝑘, 𝑡 − ∆𝑡𝑤, 𝑟) + 𝛾𝑠𝑜𝛼(𝑡 − ∆𝑡𝑤, ∆𝑡𝑤) (10) 
 

Based on Liao (2016), activity and waiting duration choices at activity locations in an time-

expanded bipartite network can be visualized as in Figure 4. 

 

 
Figure 4 Activity duration and waiting time choices in a space-time network (Liao 2016) 
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Let 𝑡 = 𝑎𝑗𝑘
𝑟 (𝑡′), Taking into account the travel and activity duration choices, given support point 

𝑟  and the time window of out-of-home activities is [𝑢H, 𝑣H],  the recursive formulation is 

represented as: 

 

𝐷𝜆(𝑘, 𝑡, 𝑟) = {
𝐷𝜆′(𝑗, 𝑡

′, 𝑟) + 𝑑𝑗𝑘
𝑟 (𝑡′),                     𝑡 ≤ 𝑣H

+∞,                                                     𝑡 > 𝑣H
(11) 

 

𝑑𝑗𝑘
𝑟 (𝑡′) is the disutility of a travel or transaction link in support point 𝑟, if (𝑗, 𝑘) is a travel link, 

𝑑𝑗𝑘
𝑟 (𝑡′) = 𝑑(𝑐𝑗𝑘

𝑚𝑛(𝑡′)), 𝑡′ ∈ 𝑚; if (𝑗, 𝑘) is a transaction link, 𝑑𝑗𝑘
𝑟 (𝑡′) is the disutility of duration 

and waiting choices within time window constraints, 𝑑𝑗𝑘
𝑟 (𝑡′) = 𝑧𝑠𝑜𝛼(𝑡

′,  𝑡𝑤, 𝝉𝑗𝑘); if waiting is 

considered for a better time to travel in transaction link, 𝑑𝑗𝑘
𝑟 (𝑡′) = 𝑧𝑠𝑜𝛼(𝑡

′, 𝑡𝑤, 𝝉𝑗𝑘) +

𝛾𝑠𝑜𝛼(𝑡
′ + 𝑡𝑤 + 𝝉𝑗𝑘 , ∆𝑡𝑤).  

Thus, in order to achieve the objective in Equation (3), the expected disutility is obtained by 

calculating the expectation over the support points 𝑟 for path 𝜆 between the origin node and node 

𝑗 with arrival time 𝑡: 

𝑒𝜆(𝑗, 𝑡 ) = ∑𝑝𝑟 ∙ 𝐷𝜆(𝑗, 𝑡, 𝑟)

𝐫

𝑟

(12) 

 

4. Algorithm 

 

The standard shortest path algorithms have been adapted for addressing the problems of finding 

the “shortest” paths in time-dependent or stochastic networks (e.g., Dean, 2004; Miller-Hooks & 

Mahmassani, 2000). In STD networks where the link travel times are STD variables, Bellman’s 

principle of optimality is violated and there may exist several non-dominated paths with the 

minimum expected disutility. By incorporating the activity and waiting duration choices in the 

time-dependent multi-state supernetwork, the network is non-FIFO. Thus, the standard label-

setting algorithm is not applicable in the STD multi-state supernetwork. However,  a label-

correcting algorithm can be applied for finding the optimal activity-travel schedule in STD multi-

state supernetworks with time window constraints. 

Taking into account the complete dependency, Huang and Gao (2012) designed an exact label-

correcting algorithm to find the optimal pure path with the minimum expected utility  (MED). 

Under the assumption of stochastic dependencies, Huang and Gao (2012) indicated that if only 

considering the expected travel times for defining non-dominance, the generation of non-

dominated paths set is wrong in the STD network. Thus, the complete time-support point set 𝛺 is 

developed for checking the non-dominance of the paths, 𝛺 = {(𝑡, 𝑟)|𝑡 ∈ 𝑚, 𝑟 ∈ 𝐫}, ∀ 𝑚. 

 

Definition 1 (The dominance rule) A path 𝜆 from origin node H0 to destination node H1 is non-

dominated with respect to subset 𝛺′ of 𝛺 iff ∃ no other path 𝜆′ between the same OD pair such 

that 

𝐷𝜆′(H1, 𝑡, 𝑟)  ≤ 𝐷𝜆(H1, 𝑡, 𝑟), ∀(𝑡, 𝑟) ∈ 𝛺
′ 

 

In this study, the uncertain travel speeds are assumed to be spatially and temporally correlated 

within each time zone and independent with any other zones. Activity duration and waiting 

duration choices are incorporated under time window constraints. For waiting at the same node in 
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the same state, the labels are self-corrected. When finding the MED-Path for each node 𝑗 , 

backtracking is implemented to check the non-dominated path set. The remaining paths set and 

the path with the MED can be found for each node 𝑗 and each arrival time 𝑡. The departure time at 

origin node H0 can be obtained by backtracking the optimal path from H1. The pseudo-code of the 

label-correcting algorithm based on the recursived formulation is given below. Particularly, 

calculation 𝐷𝜆(𝑘, 𝑡, 𝑟) involves exploring the full space of the temporal dimension and support 

points. In SNK, the algorithm has an exponential run-time complexity to record the subpaths to 

any node 𝑗. 
 

 The  pseudo-code of the label-correcting algorithm: 

 

1. input: 𝛽𝑤, 𝑆𝑁𝐾, [𝑢𝑜𝛼, 𝑣𝑜𝛼], [𝑢H, 𝑣H], travel speeds at different support points. 

2. initialization: ScanList = {(H0, 1)} 
3. 𝓧(𝑗) ⇐ +∞,𝓛𝑗 ⇐ +∞, 𝑆𝜆(𝑗, 𝑡, 𝑟) = +∞, 𝑒𝜆(𝑗, 𝑡) = +∞ 𝑓or ∀𝑗 ∈ 𝑉\{H0}, ∀𝑡, ∀𝑟, ∀𝜆  

4. 𝓧(H0) = {1}  𝓛H0 = {1}, 𝑆𝜆(H0, 𝑡, 𝑟) = 0, 𝑒𝜆(H0, 𝑡) = 0 for H0 ∈ 𝑉, ∀𝑡, ∀𝑟, ∀𝜆 

5. scan node and update node labels: 

6. while ScanList ≠ ∅ 

7.    select the first node-path pair (𝑗, 𝜆′) from ScanList, and ScanList = ScanList − {(𝑗0, 𝜆0)} 
8.    for each 𝑘 ∈ 𝜞+1(𝑗) 
9.        𝓛𝑗 ⇐ 𝜆

′, construct a new path 𝜆 from H0 to 𝑘 

10.        calculate 𝐷𝜆(𝑘, 𝑡, 𝑟), ∀𝑡, ∀𝑟 in terms of link type of (𝑗, 𝑘) by Eq. (11) 
11.        if 𝑡 < 𝑣H 

12.            add 𝜆 to 𝓧(𝑗) and check dominance among the set. Remove dominated path. 

13.            if 𝜆 is non-dominated by any other path in 𝓧(𝑗) 
14.                 add node-path pair (𝑘, 𝜆) to the ScanList, and ScanList = ScanList + {(𝑘, 𝜆)} 
15.            end if 

16.         end if 

17.     end for 

18. end while 

19. find the Path with Minimum Expected Disutility (MED) 

20. backtrack the optimal path from H1 to H0 to get departure time 𝑡H0.  

 

The uncertain and correlated link travel times, which are the input of label-correcting algorithms 

satisfy the FIFO property are generated by function 𝑇𝑟𝑎𝑣𝑒𝑙𝑇𝑖𝑚𝑒 by applying FSM.  

 

 The  pseudo-code of the FIFO link travel time generation function: 𝑇𝑟𝑎𝑣𝑒𝑙𝑇𝑖𝑚𝑒  
 

1. Input: 𝑙𝑘𝑗  for each travel link (𝑗, 𝑘) ∈ 𝐸  in 𝑆𝑁𝐾 , support points of time-

dependent link travel speed  𝑣𝑚(𝑡𝑖)𝑛, [𝑡𝑖, 𝑡𝑖+1), ∀𝑚(𝑡𝑖), ∀𝑛, ∀𝑖,  
2. Arrival time and link travel time calculation: 

3. 𝐿 = 𝑙𝑘𝑗 

4.    if 𝑡(𝑗) ∈ [𝑡𝑖, 𝑡𝑖+1) 
5.        for each time-dependent 𝑣𝑚𝑛 

6.             𝐿 = 𝐿 − 𝑣𝑚(𝑡𝑖)𝑛 × (𝑡𝑖+1 − 𝑡(𝑗)) 
7.             while 𝐿 > 0 
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8.                  𝑖 =  𝑖 + 1 

9.                  𝐿 = 𝐿 − 𝑣𝑚(𝑡𝑖)𝑛 × (𝑡𝑖+1 − 𝑡𝑖) 
10.             end while 

11.             𝑎𝑟𝑟𝑚𝑛(𝑡(𝑗)) = 𝑡𝑖+1 + 𝐿/𝑣
𝑚(𝑡𝑖)𝑛 

12.             𝑐𝑗𝑘
𝑚𝑛(𝑡(𝑗)) = 𝑎𝑟𝑟𝑚𝑛(𝑡(𝑗)) − 𝑡(𝑗) 

13.        end for 

14.    end if 

15. Return 

 

5. Conclusions and future work 

 

This paper addressed the problem of finding the optimal ATP in a STD multi-state supernetwork, 

subject to time window constraints, in which the uncertain link travel times are temporally and 

spatially correlated within each time zone and assumed to be independent between time zones. The 

stochastic dependencies of link travel times are captured by using the FSM model. It  generates 

link travel times given support points of stochastic travel speeds. Dynamic recursive formulations 

are applied to find the non-dominated paths, from which the ATP with the minimum expected 

disutility is chosen. 

It should be emphasized that this paper reports work in progress. Many aspects need to be 

elaborated and some principles assumed for simplicity in the current paper will be replaced with 

empirically more realistic ones. For example, empirical research on decision-making under 

uncertainty has shown the relative poor empirical performance of the mimimization of expected 

disutility principle (see Rasouli & Timmermans, 2014 for an overview). Thus, the final version of 

the suggested approach will include a more realistic mechanism for the analysis of individuals’ 

ATS behavior under uncertainty. In addition, we plan to include dependencies between the travel 

times and activity duration choices, allow for time-varying correlations, and include reprentations 

of individuals’ ATS behavior under information provision. 
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Appendix: Modal standards of the elementary segments 

 

The Tables 7 to 10 show the standards of the airplane, train/public bus, private bus and car for the 

elementary segments. The standards are indicated by a number: 1 is inferior, 2 is poor, 3 is 

common, 4 is good, and 5 is superior. 

 
Table 7 : Standards of the airplane 

  Car available No car available 

 Number of travellers One Two 3-14 ≥15 One Two 3-14 ≥15 

Distance Origin Destination         

100-200 

km 

Core city Core city 1 1 1 1 1 1 1 1 

Suburb 1 1 1 1 1 1 1 1 

Rural 1 1 1 1 1 1 1 1 

Suburb Core city 1 1 1 1 1 1 1 1 

Suburb 1 1 1 1 1 1 1 1 

Rural 1 1 1 1 1 1 1 1 

Rural Core city 1 1 1 1 1 1 1 1 

Suburb 1 1 1 1 1 1 1 1 

Rural 1 1 1 1 1 1 1 1 

Sea barrier >20 km 1 1 1 1 1 1 1 1 

200-1200 

km 

Core city Core city 3 3 3 2 3 3 3 2 

Suburb 4 3 3 3 3 3 3 3 

Rural 3 3 2 2 3 3 3 2 

Suburb Core city 4 3 3 3 3 3 3 3 

Suburb 4 3 3 3 3 3 3 3 

Rural 3 3 2 2 3 3 3 2 

Rural Core city 4 3 3 2 3 3 3 2 

Suburb 3 3 3 3 3 3 3 3 

Rural 3 2 2 2 3 3 3 2 

Sea barrier >20 km 4 4 4 4 4 4 4 4 

1200-

2000 km 

No sea barrier >20 km 4 4 4 4 4 4 4 4 

Sea barrier >20 km 4 4 4 4 4 4 4 4 

>2000 km All 5 5 5 5 5 5 5 5 
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Table 8 : Standards of the train and public bus 
  Car available No car available 

 Number of travellers One Two 3-14 ≥15 One Two 3-14 ≥15 

Distance Origin Destination         

100-200 

km 

Core city Core city 4 4 3 3 5 5 5 3 

Suburb 3 3 3 3 5 5 5 3 

Rural 3 3 2 2 5 5 5 2 

Suburb Core city 4 3 3 3 5 5 5 3 

Suburb 3 3 3 3 5 5 5 3 

Rural 3 2 2 2 5 5 5 2 

Rural Core city 4 3 3 2 5 5 5 2 

Suburb 3 3 2 2 5 5 5 2 

Rural 3 2 2 2 5 5 5 2 

Sea barrier >20 km 3 3 3 3 5 5 5 3 

200-1200 

km 

Core city Core city 4 4 4 3 4 4 4 3 

Suburb 4 3 3 3 3 3 3 3 

Rural 3 3 2 2 3 3 3 2 

Suburb Core city 4 4 3 3 3 3 3 3 

Suburb 4 3 3 3 3 3 3 3 

Rural 3 3 2 2 3 3 3 2 

Rural Core city 4 4 3 3 3 3 3 3 

Suburb 3 3 3 3 3 3 3 3 

Rural 3 2 2 2 3 3 3 2 

Sea barrier >20 km 3 3 3 3 3 3 3 3 

1200-

2000 km 

No sea barrier >20 km 3 3 3 3 3 3 3 3 

Sea barrier >20 km 2 2 2 2 2 2 2 2 

>2000 km All 1 1 1 1 1 1 1 1 

 
Table 9 : Standards of the private bus 

  Car available No car available 

 Number of travellers One Two 3-14 ≥15 One Two 3-14 ≥15 

Distance Origin Destination         

100-200 

km 

Core city Core city 1 1 1 4 1 1 1 4 

Suburb 1 1 1 4 1 1 1 4 

Rural 1 1 1 4 1 1 1 4 

Suburb Core city 1 1 1 4 1 1 1 4 

Suburb 1 1 1 4 1 1 1 4 

Rural 1 1 1 4 1 1 1 4 

Rural Core city 1 1 1 4 1 1 1 4 

Suburb 1 1 1 4 1 1 1 4 

Rural 1 1 1 4 1 1 1 4 

Sea barrier >20 km 1 1 1 4 1 1 1 4 

200-1200 

km 

Core city Core city 1 1 1 4 1 1 1 4 

Suburb 1 1 1 4 1 1 1 4 

Rural 1 1 1 4 1 1 1 4 

Suburb Core city 1 1 1 4 1 1 1 4 

Suburb 1 1 1 4 1 1 1 4 

Rural 1 1 1 4 1 1 1 4 

Rural Core city 1 1 1 4 1 1 1 4 

Suburb 1 1 1 4 1 1 1 4 

Rural 1 1 1 4 1 1 1 4 

Sea barrier >20 km 1 1 1 4 1 1 1 4 

No sea barrier >20 km 1 1 1 3 1 1 1 3 
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1200-

2000 km 

Sea barrier >20 km 1 1 1 2 1 1 1 2 

>2000 km All 1 1 1 1 1 1 1 1 

 

 

Table 10 : Standards of the private car 
  Car available No car available 

 Number of travellers One Two 3-14 ≥15 One Two 3-14 ≥15 

Distance Origin Destination         

100-200 

km 

Core city Core city 2 3 3 2 1 1 1 1 

Suburb 3 3 4 4 1 1 1 1 

Rural 3 4 4 4 1 1 1 1 

Suburb Core city 3 3 3 3 1 1 1 1 

Suburb 3 3 4 4 1 1 1 1 

Rural 4 4 4 4 1 1 1 1 

Rural Core city 3 3 3 3 1 1 1 1 

Suburb 3 4 4 4 1 1 1 1 

Rural 4 4 4 4 1 1 1 1 

Sea barrier >20 km 3 3 4 4 1 1 1 1 

200-1200 

km 

Core city Core city 2 2 3 2 1 1 1 1 

Suburb 3 3 3 3 1 1 1 1 

Rural 3 4 4 4 1 1 1 1 

Suburb Core city 2 3 3 3 1 1 1 1 

Suburb 3 3 4 4 1 1 1 1 

Rural 3 4 4 4 1 1 1 1 

Rural Core city 2 3 3 3 1 1 1 1 

Suburb 3 3 4 4 1 1 1 1 

Rural 4 4 4 4 1 1 1 1 

Sea barrier >20 km 2 3 4 4 1 1 1 1 

1200-

2000 km 

No sea barrier >20 km 3 3 3 3 1 1 1 1 

Sea barrier >20 km 2 2 2 2 1 1 1 1 

>2000 km All 1 1 1 1 1 1 1 1 
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Lifestyles and modal choices: A value-based approach 
 

 Veronique Van Acker1 

 Sazkia Sandoval2 

 Mario Cools3,2,4 

 

Abstract: Travel behaviour research has long been dominated by a rational perspective 

considering primarily objective factors such as price, travel time and speed. Only at the end of the 

1990s, attention was also paid to subjective factors such as perceptions and attitudes. Since then, 

a growing number of studies combine objective and subjective factors in explaining travel 

behaviour. This paper adds to this by focusing on the influence of lifestyles on modal choices. To 

this end, an online survey was carried out in Belgium, completed successfully by 334 respondents. 

Lifestyles were measured based on a psychographic or value-based approach using the Portrait 

Values Questionnaire (PVQ) developed by Schwartz. Results indicate that using value-based 

lifestyles adds new insights to modal choices. Personal values not only have a direct effect on 

modal choices, but also an indirect effect due to interactions with urban residential location 

choices, car ownership decisions and activity patterns. 

 

Keywords: modal choices, lifestyles, personal values, structural equation model 

 

1. Introduction 

 

Although sometimes people travel just ‘for fun’ (e.g., Mokhtarian et al., 2001; Mokhtarian and 

Salomon, 2001), they mainly travel to other locations to participate in desired activities (or have 

both intrinsic and utilitarian motivations for a given trip). Hence, travel is generally considered to 

be a derived demand. After all, activities such as living, working, shopping and leisure are in most 

cases spatially separated. Therefore, it seems common sense that travel behaviour of individuals 

and households changes in function of the location of these activities and the design characteristics 

of these locations. This suggests a strong relationship between the built environment and travel 

behaviour. Many studies try to model and measure this relationship, while controlling for socio-

economic and demographic (SED) differences among individuals and households. However, 

different travel patterns can still be found within similar neighbourhoods or within similar socio-

economic and demographic population groups. This is (partly) due to the existence of personal 

lifestyles. 

 

The impact of lifestyles has certainly increased. During the last decennia, prosperity increased, 

resulting in a higher number of possibilities to choose from. Moreover, the social burden to behave 

uniformly disappeared because of increasing individualization and decreasing social control. 

These processes resulted in people leading different personal lifestyles (Bootsma et al., 1993; 

Ferge, 1972). Consequently, taking lifestyles into account besides the traditionally used variables 

in travel modelling, might provide us with interesting insights in explaining variations in travel 
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behaviour. Although the first empirical lifestyle studies already date back to the 1960s-1980s, it 

was until the 2000s that travel behaviour researchers became interested in the link between 

lifestyles and travel behaviour. Since then, many researchers claim to have studied travel behaviour 

in relation to lifestyles, but actually use very different approaches. Van Acker (2015) therefore 

presented a structured overview of definitions and measurement methods.  

 

From this overview, it becomes clear that a distinct definition of ‘lifestyles’ is hard to find. 

Lifestyles are often elaborated pragmatically, rather than theoretically. Especially marketing 

studies (e.g., Mitchell, 1983) use the concept of lifestyle in order to retrieve market sectors. These 

studies generally cluster analyse numerous variables. Each cluster is then referred to as another 

lifestyle. Because a sound theoretical basis is lacking and results are data-dependent, each study 

“discovers” new lifestyles. This pragmatic approach is criticized by Sobel (1983) among others. 

Nevertheless, some theoretical contributions to the lifestyle concept are made by Weber (1972), 

Bourdieu (1984) and Ganzeboom (1988). They all agree on the communicative character of 

lifestyles, or the way by which an individual indicates his or her social position towards others.  

 

Many empirical studies focused on specific patterns of behaviour, mainly in consumption and 

leisure behaviour, through which individuals might portray their social position. However, 

academics like Ganzeboom (1988) argue that lifestyles include much more than only observable 

patterns of behaviour. It also refers to opinions and motivations, including attitudes, beliefs and 

values. This may confound our understanding of the lifestyle concept. For that reason, Munters 

(1992) distinguished lifestyles from lifestyle expressions. He considered lifestyles as the 

individual’s opinions and motivations, or orientations. Consequently, lifestyles are internal to the 

individual and, thus, are unobservable. A lifestyle, then, manifests itself in observable patterns of 

behaviour, or lifestyle expressions. In this way, observable patterns of behaviour (i.e., lifestyle 

expressions) are explained by underlying opinions and orientations (i.e., lifestyles).  

 

Empirical studies analysing the underlying lifestyle-based opinions and motivations are rather 

scarce in travel behaviour research. This paper therefore aims at contributing to the state-of-the-

art by using a value-based approach of the ‘lifestyle’ concept in explaining travel behaviour. More 

specifically, this paper analyses how personal values influence modal choices, while also 

accounting for the interaction with decisions related to residential location, car ownership and 

activity patterns.  

 

The remainder of this paper is structured as follows. First, the paper provides a brief literature 

review focusing on the measurement of ‘lifestyles’ in relation to modal choices. Then, data used 

to assess the impact of lifestyles on modal choices are described, followed by a brief discussion of 

the used methodology. Finally, the results are presented and discussed, and the main conclusions 

including recommendations and limitations are formulated. 

 

2. Literature review 

 

One of the first explicit references to the issue of ‘lifestyle’ in travel behaviour was work by 

Salomon (1980). Alongside Salomon, the work by Kitamura (Kitamura, 1988, reprinted in 

Kitamura, 2009) was also very influential in bringing this idea of lifestyles into travel behaviour 

research. Applications of lifestyle in travel behaviour research are mainly in activity-based travel 
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modelling studies. By using the concept of ‘lifestyle’, activity-based studies seek to make a 

significant progress toward a more behavioural framework for simulating individual and 

household travel behaviour. Within this behavioural approach to travel behaviour, daily travel 

patterns are often considered within a hierarchical decision structure (e.g., Ben-Akiva, 1973; 

Salomon and Ben-Akiva, 1983). This hierarchy ranges from short-term decisions on daily 

activities and travel (such as activity type, activity duration, destination, route and mode), to 

medium-term decisions on vehicle ownership, residential and workplace location, and long-term 

decisions on lifestyles (such as family formation, participation in labour force and orientation 

toward leisure). It is assumed that within each time block, decisions are made jointly, but decisions 

in the lower block are made conditional on those in the upper block. Furthermore, these decisions 

are determined by reasoned influences such as perceptions, attitudes and preferences (Van Acker 

et al., 2010) (see Figure 1).  

 

Since then, many researchers claim to study lifestyles in relation to travel behaviour but actually 

use very different approaches. This literature review therefore starts with an overview of different 

approaches to measuring lifestyles.   

 

 
 

Figure 1: Lifestyles and travel behaviour as part of a decision hierarchy 

 

Lifestyles can be measured in different ways (for an overview, see Van Acker, 2015 and Van 

Acker et al., 2016), but not all approaches are used equally frequently in travel behaviour research. 

The research field is dominated by a demographic, a mechanistic and a sociographic lifestyle 

approach. 

 

Various empirical travel behaviour studies (e.g., Cooper et al., 2001; Hildebrand, 2003) analyse 

what they would call lifestyles, but in fact combine various objective socio-economic and 

demographic (SED) characteristics of the individual and the household. Such studies are 

characterized by a demographic lifestyle approach and rather measure stage of life or household 

composition than lifestyles. Statistical techniques such as cluster and factor analysis are frequently 
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used to determine stage of life groups like youngsters, households with young children, single-

parent families and the elderly. The advantage of this approach is that data on SED characteristics 

are widely available. However, SED characteristics do not necessarily reflect how people want to 

socially represent themselves towards other people. It is therefore questionable whether a 

demographic approach can be considered appropriate to measure lifestyles.  

 

A mechanistic lifestyle approach is another frequently used approach in travel behaviour 

research. It considers the simplest content of the lifestyle concept by focusing on specific patterns 

in time use and activity behaviour. Studies like Bagley and Mokhtarian (2002) and Van Acker et 

al. (2011) asked respondents to indicate from a list with interests and activities, among others, 

what types of subjects they had read last month, how they spent their last weekend and what type 

of leisure activities they had conducted within the last year. These answers were factor analysed 

into lifestyle factors such as culture lover, family-oriented and adventurous.  

 

A third frequently used approach is a sociographic lifestyle approach. This approach goes beyond 

observable patterns of behaviour like in the mechanistic lifestyle approach, and focuses on the 

fundamental meaning of lifestyle by analysing individual opinions and attitudes. Studies like 

Collantes and Mokhtarian (2007) asked respondents their opinion on statements related to work, 

family, money, status and the value of time. The number of statements was then reduced by factor 

analysis in lifestyle factors such as status seeker, workaholic and family-oriented. 

 

Van Acker (2015) illustrated the usefulness of the three previously mentioned approaches. Using 

data of an Internet survey organized in 2007 in Flanders, she found no striking differences between 

the three lifestyle approaches in relation to active travel for leisure activities. Results were 

somewhat different for car use. A sociographic approach based on opinions and attitudes related 

to work, family and leisure time did not obtain significant results. Only a demographic and 

mechanistic approach indicated that differences in car use are partly due to personal lifestyles. 

Moreover, a mechanistic lifestyle approach was preferred based on a slightly better model fit. 

 

In addition to the sociographic approach using information on individual opinions and attitudes, 

two more lifestyle approaches exist using another type of subjective factor. A psychographic 

lifestyle approach analyses subjective characteristics of the individual such as personality traits 

and related norms and values. This is closely related to a cultural lifestyle approach, of which 

focus is more on common instead of personal norms and values. Both lifestyle approaches thus 

dig much deeper into the meaning of lifestyles. Contrary to a sociographic lifestyle approach that 

generally uses a set of individual opinion and attitude questions related to one specific domain of 

life, a psychographic and a cultural lifestyle approach highlights the importance of values as deeply 

rooted, abstract motivations. In doing so, a value based lifestyle approach should provide us with 

more integrated and less piece-meal understandings of socially meaningful issues. However, 

research on norms and values in travel behaviour is rather limited so far.  

 

In this paper, we will explore the usefulness of using other subjective factors than the frequently 

used opinions and attitudes in defining lifestyles. We will instead focus on personal values and, 

consequently, use a psychographic lifestyle approach. The next section therefore describes how 

we have measured personal values.  
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3. Research design 

 

3.1 Dataset 

 

In order to assess the impact of personal values on modal choices, an online survey was carried 

out in 2016 in Belgium. After data cleaning, we retained a final sample of 334 respondents. Table 

1 presents descriptive statistics of the sample. 

 

Table 1: Descriptive statistics of the sample 
 Frequency 

Gender 43% male; 57% female 

Education 16% low; 84% high 

Occupation 49% professional active; 51% not professional active 

Student 32% yes; 68% no 

Income 83% low; 17% high 

Partner 52% yes; 48% no 

Car driving license 83% yes; 17% no 

Season ticket for bus, tram, metro 57% yes; 43% no 

Season ticket for train 11% yes; 89% no 

 Min. Max. Mean Std. dev. 

Age 13 79 37,3 16,61 

Number of cars per household 0 6 1,2 1,04 

 

3.2 Measurement of personal values 

 

Our analysis on the influence of personal values is based on the Portrait Values Questionnaire 

(PVQ) of Schwartz (2003), which is a modification of the original Schwartz Values Survey (SVS). 

This is currently the most widely used scale by social scientists for studying individual differences 

in values. Previous research has indicated that Schwartz’s scale captures more aspects of values 

than those of others (Imm et al., 2007). 

 

The SVS included 56 value items and claims to embrace all the motivationally distinct values that 

are recognized across different cultures. Schwarz (1992) asked schoolteachers and college students 

from 67 countries to reflect on a list of 56 single values and to indicate the extent to which these 

values were important as ‘guiding principles of one’s life’. Based on his examination, he identified 

a value-based framework both at the level of an individual and a culture. The PVQ was then 

designed to measure the same values as the SVS but in a less complex way (Schwarz, 2006). The 

PVQ questions contain 21 short verbal portraits that describe a person’s goals, aspirations or 

wishes. Respondents are asked to compare the portrait stated to them and to answer ‘How much is 

this person like you?’ on a 6-point Likert scale (with 1 = very much like me, to 6 = not like me at 

all). The 21 items of the PVQ are: creativity/originality, wealth, equality for all, show abilities, 

secure surroundings, new experience, follow rules, understand/listening, inconspicuous/modest, 

good time/spoil self, free/own decisions, help others, successful, state protect, risk/excitement, 

behave properly, tell others, loyal/devoted, care for nature, tradition, and fun/pleasure. 

 

These 21 items can be organized and combined in a specific way so that they measure ten values 

at the individual level or seven values at the cultural level (see Table 2). In this paper, we focus on 
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modal choices of individuals. Consequently, we will use Schwartz’s framework at the individual 

level. 

 

Table 2: Schwartz’s value-based framework (Schwartz and Bardi, 2001) 
Value type Definition Specific values from 21-item 

instrument 

Individual level   

1. Power Social status and prestige, control or dominance over 

people and resource 

Wealth, tell others 

2. Achieveme

nt 

Personal success through demonstrating competence 

according to social standards 

Show abilities, successful 

3. Hedonism Pleasure and sensuous gratification for oneself 

 

Good time/spoil self, 

fun/pleasure 

4. Stimulation Excitement, novelty, and challenge in life 

 

New experience, 

risk/excitement 

5. Self-

direction 

Independent thought and action - choosing, creating, 

exploring 

Creativity/originality, free/own 

decisions 

6. Universalis

m 

Understanding, appreciation, tolerance, and protection 

for the welfare of all people and for nature 

Equality for all, understand/ 

listening, behave properly 

7. Benevolen

ce 

Preservation and enhancement of the welfare of 

people with whom one is in frequent personal contact 

Help others, loyal/devoted 

8. Tradition Respect for, commitment to, and acceptance of the 

customs and ideas that traditional culture or religion 

impose on the self 

Inconspicuous/modest, 

tradition 

9. Conformity Restraint of actions, inclinations, impulses likely to 

upset or harm others and to violate social expectations 

or norms 

Follow rules, behave properly 

10. Security Safety, harmony, and stability of society, of 

relationships, and of self 

Secure surroundings, state 

protect 

Cultural level   

1. Conservatis

m 

A society that emphasizes close-knit harmonious 

relations, the maintenance of status-quo and avoids 

actions that disturb traditional order 

Secure surroundings, follow 

rules, inconspicuous/modest, 

state protect, behave properly, 

tradition 

2. Intellectual 

autonomy 

A society that recognizes individuals as autonomous 

entities who are entitled to pursue their own 

intellectual interests and desires 

Creativity/originality, 

understand/listening, free/own 

decisions 

3. Affective 

autonomy 

A society that recognizes individuals as autonomous 

entities who are entitled to pursue their stimulation 

and hedonism interests and desires 

New experience, good 

time/spoil self, fun/pleasure 

4. Hierarchy A society that emphasizes the legitimacy of 

hierarchical roles and resource allocation 

Wealth, tell others 

5. Mastery A society that emphasizes active mastery of the social 

environment and individual’s rights to get ahead of 

other people 

Show abilities, successful, 

risk/excitement 

6. Egalitarian 

commitment 

A society that emphasizes the transcendence of 

selfless interests 

Equality for all, help others, 

loyal/devoted 

7. Harmony A society that emphasizes harmony with nature Care for nature 

 

3.3 Other key variables 

 

Next to personal values, other key variables in our analysis refer to residential location, car 

ownership, activity behaviour and travel behaviour: 
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- Residential location: Residential location was not questioned directly. However, the only 

survey included two questions that could be used as an indicators of residential location. 

Consequently, residential location will be operationalized as a latent variable in our SEM 

analysis. Respondents had to indicate the distance from their residence to the nearest public 

transport stop. 17,7% resides within 500m of a bus, tram or metro stop, whereas 47,9% resides 

within 2000m of a railway station. We used these two spatial variables as indicators of an urban 

location. 

- Car ownership: The online survey asked respondents about the number of cars owned in the 

household. On average, households own 1,2 cars (see also Table 1). 

- Activity behaviour: Respondents were asked how many work, school, leisure, shopping, 

service, business, drop off and pick-up, and touring activities they do on a weekly basis. Based 

on this, we calculated the weekly total number of activities. Respondents have on average 15 

activities per week. 

- Travel behaviour: The final outcome variable in our SEM analysis refers to modal choices. 

Respondents were asked to report their weekly number of trips by various transport modes. 

Based on this, we calculated the weekly total number of trips and the percentages of each 

transport mode. Respondents make on average 16 trips per week. The majority of these trips 

are by car as a driver (32,1%), followed by walking (25,3%) and local public transport (19,2% 

bus, tram, metro). The share of other transport modes is remarkably lower (10,5% car as 

passenger; 7,7% bicycle; 4,1% train; 1,1% moped/motorcycle).  

 

The online survey also included questions on the underlying motivation of modal choices and 

residential location choices. Respondents were asked to rate on a 7-point Likert scale (1 = not 

important at all, 7 = extremely important) how important various aspects are in modal choices 

and residential location choice. Since these aspects are highly correlated with each other, a factor 

analysis (principal axis factoring with promax rotation) was performed first. This resulted in four 

mobility related attitudes (i.e., privacy and comfort; time; green and healthy; weather protection 

– see Table 3) and four residential related attitudes (i.e., safe and pleasant environment; social 

interaction; accessibility of mandatory work and school activities; accessibility of non-mandatory 

leisure and social activities – see Table 4). 

 

Table 3: Pattern matrix with factor loadings of four attitudes towards transport mode 

choice 
 Privacy and 

comfort 

Time Green and 

healthy 

Weather 

protection 

Privacy-offering 0,734    

Comfortable 0,518    

Relaxing 0,516    

Time-saving 0,430    

Reliable  0,638   

Flexible   0,496   

Healthy    0,706  

Environment-friendly   0,628  

Cheap   0,317  

Safe   0,285  

Clothing    0,740 

Weather    0,690 

Explained variance: 39,6% 
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Table 4: Pattern matrix with factor loadings of four attitudes towards residential location 
 Safe and 

pleasant 

Social 

interaction 

Accessibility of 

mandatory 

work and school 

activities 

Accessibility of 

non-mandatory 

leisure and 

social activities 

Social safety, low crime 0,757    

Traffic safety 0,713    

Neatness, tidiness 0,550    

Sufficient parking 0,527    

Appearance of buildings, architecture 0,473    

Quietness  0,411    

Good contact with neighbours  0,772   

Frequent contact with neighbours  0,771   

Presence of bike paths  0,601   

Presence of green areas  0,433   

Presence of sidewalks  0,415   

Close to public transport   0,896  

Close to shops   0,683  

Close to work/school   0,383  

Close to family and friends    0,634 

Close to leisure activities    0,493 

Explained variance: 47,8% 

 

3.4 Methodology: structural equation model 

 

Based on the available data in our online survey, the complex relationships as depicted in Figure 

1 were slightly adjusted to the final model in Figure 2. This model was eventually tested.  

 

 
 

Figure 2: Final model to be tested 

 

The relationships as depicted in Figure 2 can be formalized as a series of regression equations. We 

advance a structural equation model (SEM) instead to simultaneously estimate these equations. In 

such an approach, a variable can be an explanatory variable in one equation (e.g., car ownership 
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influencing modal choices) but an outcome variable in another equation (e.g., car ownership 

influenced by lifestyles). Therefore, the concepts ‘exogenous’ and ‘endogenous’ variables are used 

(Byrne, 2001; Kline, 2005; Raykov and Marcoulides, 2000). Exogenous variables are not 

influenced by any other variable in the model, but instead exogenous variables influence other 

variables. Endogenous variables are influenced by exogenous variables, either directly or 

indirectly through other endogenous variables. 

 

SEM can be considered as a combination of regression analysis and factor analysis. The regression 

analysis aspect in a SEM refers to the modelling of all relationships between exogenous and 

endogenous variables. This is known as ‘the structural model’ in a SEM. In some cases, some 

variables cannot be observed directly. The so-called ‘measurement model’ in a SEM therefore 

defines the relationships between such an indirectly observed (or latent) variable and its observed 

(or manifest) indicators. In our analysis, we will have ‘urban residential location’ as a latent 

variable defined by two indicators referring to having a bus stop within 500m from the residence 

and having a train station within 2000m.  

 

A SEM is estimated by finding the coefficients that best match the resulting model-implied 

covariance matrix to the empirically-based covariance matrix of the data. As in other statistical 

techniques, a standard estimation technique is maximum likelihood (ML) which assumes a 

multivariate normal distribution of all endogenous variables in the model (Bentler and Dudgeon, 

1996; Kline, 2005). However, the final outcome variable in our analysis, being model choice in 

terms of modal shares, is not normally distributed. We therefore used ML with bootstrapping. This 

has been found to be a good alternative for analysis with non-normally distributed data (Byrne, 

2001; Nevitt and Hancock, 2001). In bootstrapping, multiple sub-samples of the same size as the 

original sample are drawn randomly to provide data for empirical investigation of the variability 

of parameter estimates and indices of model fit. 

 

A stepwise approach to modelling was undertaken, starting with modelling the interaction between 

modal choices (in terms of modal shares) and its direct influences of activity patterns (in terms of 

the weekly total number of activities) and the different attitudes towards transport mode choice (as 

described in Table 3). Only the significant relationships were retained by using a backward 

selection method. This means that the least significant relationship is dropped first, so long as it is 

not significant at the chosen critical level (in this case p < 0,10). The process then continues by 

successively refitting reduced models and applying the same rule until all remaining relationships 

are statistically significant. In a second step, we modelled the interaction with car ownership, then 

added the urban residential location factor with its underlying residential location attitudes, and 

eventually added the value-based lifestyles. After this, results were controlled for SED 

characteristics and finally covariances were added between all exogenous variables. This improved 

model fit without any change in the estimated coefficients. 

 

4. Results 

 

Table 5 summarizes various model fit indices of our final model. A widely used index to determine 

model fit is the Chi²-statistic, which measures the discrepancy between the observed and model-

based covariance matrices. However, Chi²-values increase with sample size and, thus, models 

based on large sample sizes might be rejected based on their Chi²-value even though small 
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differences exist between the observed and model-based covariance matrices. Therefore, most 

SEM programs report a dozen of alternative model fit indices (Byrne, 2001; Kline, 2005). Based 

on the model fit indices in Table 5, we can conclude that model fit of our final model is very good. 

 

Table 5: Model fit 
 Chi² (df) p Chi² / df CFI TLI RMSEA 

Cut-off value p > 0,05 < 2 > 0,90 > 0,90 < 0,05 

Model-based value 219,772 (190) 0,068 1,16 0,99 0,98 0,02 

 

Long-term lifestyles do indeed influence modal choices. First, we found that some personal values 

have a direct effect on modal choices (see Table 6). For example, values of benevolence (i.e., 

helping others, being loyal and devoted) are associated with higher public transport use (especially 

train use) and lower car use (as a passenger). On the other hand, values of hedonism (i.e., having 

a good time, spoiling yourself) are associated with lower public transport use (especially bus, tram, 

metro) and higher car use (as a driver). Rather surprisingly, we found that values of achievement 

(i.e., showing abilities and success) are not associated with more car use, but instead it is 

significantly associated with more walking. Values of tradition (i.e., being modest and 

inconspicuous) are associated with more cycling, but not with more walking. This might be related 

to the specific cycling culture in Belgium, where cycling is part of common mobility practice and 

not considered as a specific niche (e.g., for hipsters or sports fanatics only).  

 

Second, there is also an indirect effect of personal values on modal choices, via the interaction 

with decisions about urban residential location, car ownership and activity patterns. For example, 

values of tradition are associated with living in an urban location, and living in an urban location 

on its turn is directly related to less driving, more public transport use (bus, tram, metro in 

particular) and more walking. Because of this interaction, values of tradition thus also have an 

indirect effect on driving, public transport and walking. Furthermore, values of achievement seem 

to discourage car ownership in the first place, and lower car ownership on its turn is associated 

with less driving, more public transport use (again bus, tram, metro in particular) and more 

walking. Once more, thus interaction results in an indirect effect of personal values on modal 

choices. Finally, a third direction of indirect effects runs by the interaction with activity patterns. 

Rather surprisingly, values of stimulation (i.e., new experiences, risk excitement) are associated 

with fewer activities, and such less complicated activity patterns have an impact on public transport 

use with a higher use of local public transport (bus, tram, metro) and less use of regional public 

transport (train). Note that four personal values (i.e., power, self-direction, conformity and 

security) do not appear in Table 5. Based our data, we did not find any significant direct or indirect 

effect of these four personal values on modal choices. 

 

Hence, our findings clearly indicate a significant relationship between personal values and modal 

choices, even when we account for the interaction with residential location, car ownership and 

activity patterns. Nevertheless, although their influence is not to be neglected, personal values do 

not always have the strongest impact on modal choices compared to other variables. Standardized 

coefficients indicate that car use as a driver is mainly influenced by living in a suburban location, 

car use as a passenger by car ownership and not having a driving license, public transport (be it 

local public transport or train use) by the possession of a season’s ticket, cycling by a green and 

healthy mobility attitude, and walking by living in an urban location and a positive residential 

attitude towards accessibility. 
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Table 6: Direct, indirect and total effects on modal choices 
 % CAR DRIVER % CAR PASSENGER 

Direct Indirect Total Direct Indirect Total  

Value-based lifestyles       

Universalism - n/a n/a 0,011* 

0,049 

n/a 0,011* 

0,049 

Stimulation 

 

- n/a n/a - n/a n/a 

Achievement - -0,006** 

-0,021 

-0,006** 

-0,021 

- -0,006*** 

-0,039 

-0,006*** 

-0,039 

Tradition - -0,024** 

-0,071 

-0,024** 

-0,071 

- -0,005*** 

-0,029 

-0,005*** 

-0,029 

Hedonism 0,017* 

0,053 

n/a 0,017* 

0,053 

- n/a n/a 

Benevolence - n/a n/a -0,019*** 

-0,090 

n/a -0,019*** 

-0,090 

Urban location -0,923*** 

-0,369 

-0,255** 

-0,102 

-1,178*** 

-0,471 

- -0,239*** 

-0,192 

-0,239*** 

-0,192 

Residential attitudes       

Safe and pleasant - 0,019* 

0,052 

0,019* 

0,052 

- 0,004* 

0,021 

0,004* 

0,021 

Social interaction - 0,038*** 

0,104 

0,038*** 

0,104 

- 0,008*** 

0,043 

0,008*** 

0,043 

Accessibility work/school - -0,106*** 

-0,289 

-0,106*** 

-0,289 

- -0,021*** 

-0,118 

-0,021*** 

-0,118 

Car ownership 0,056** 

0,166 

n/a 0,056** 

0,166 

0,520*** 

0,313 

n/a 0,520*** 

0,313 

Number of activities 

 

- n/a n/a - n/a n/a 

Travel attitudes       

Privacy and comfort - n/a n/a 0,032*** 

0,164 

n/a 0,032*** 

0,164 

Time 0,064*** 

0,162 

n/a 0,064*** 

0,162 

-0,032*** 

-0,165 

n/a -0,032*** 

-0,165 

Green and healthy -0,044*** 

-0,109 

n/a -0,044*** 

-0,109 

- n/a - 

SED       

Male - n/a n/a -0,040*** 

-0,119 

n/a -0,040*** 

-0,119 

Age 0,037*** 

0,111 

0,038*** 

0,112 

0,075*** 

0,223 

- 0,008*** 

0,046 

0,008*** 

0,046 

Education, high -0,034** 

-0,037 

-0,096*** 

-0,105 

-0,130*** 

-0,142 

- -0,019*** 

-0,043 

-0,019*** 

-0,043 

Education, low - 0,024** 

0,027 

0,024** 

0,027 

- 0,022*** 

0,050 

0,022*** 

0,050 

Professional active 0,091*** 

0,136 

0,054*** 

0,080 

0,145*** 

0,216 

- 0,011*** 

0,033 

0,011*** 

0,033 

Student 

 

- n/a n/a - n/a n/a 

Partner 

 

- n/a n/a - n/a n/a 

Season ticket BTM 

 

-0,128*** 

-0,188 

-0,017** 

-0,025 

-0,144*** 

-0,212 

- -0,016*** 

-0,046 

-0,016*** 

-0,046 

Season ticket train 

 

- n/a n/a - n/a n/a 

Driving license 0,182*** 

0,202 

-0,045* 

-0,050 

0,137*** 

0,152 

-0,131*** 

-0.292 

-0,009* 

-0,020 

-0.140*** 

-0.313 

Explained variance 59,7% 22,5% 

Note: * p < 0,10 ; ** p < 0,05 ; *** p < 0,01; standardized coefficients in italics 

- = direct effect has been estimated but found insignificant and therefore excluded from the analysis 

n/a = no indirect or total effect has been found because of no significant interrelations 
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Table 6: Direct, indirect and total effects on modal choices (continued) 
 % TRAIN % BUS, TRAM, METRO 

 Direct Indirect Total Direct Indirect Total  

Value-based lifestyles       

Universalism - 0,002*** 

0,018 

0,002*** 

0,018 

- -0,003*** 

-0,009 

-0,003*** 

-0,009 

Stimulation 

 

- -0,002** 

-0,018 

-0,002** 

-0,018 

- 0,002** 

0,009 

0,002** 

0,009 

Achievement - n/a n/a - 0,006*** 

0,028 

0,006*** 

0,028 

Tradition - n/a n/a - 0,011*** 

0,043 

0,011*** 

0,043 

Hedonism - n/a n/a -0,019** 

-0,078 

n/a -0,019** 

-0,078 

Benevolence 0,015*** 

0,125 

n/a 0,015*** 

0,125 

- n/a n/a 

Urban location - n/a n/a 0,271* 

0,149 

0,253*** 

0,139 

0,524*** 

0,288 

Residential attitudes   n/a    

Safe and pleasant - n/a n/a - -0,003*** 

-0,032 

-0,003*** 

-0,032 

Social interaction - n/a n/a - 0,002** 

-0,064 

0,002** 

-0,064 

Accessibility work/school - n/a n/a - 0,006*** 

0,177 

0,006*** 

0,177 

Car ownership - n/a n/a -0,055*** 

-0,226 

n/a -0,055*** 

-0,226 

Number of activities 

 

0,011** 

0,114 

n/a 0,011** 

0,114 

-0,014** 

-0,055 

n/a -0,014** 

-0,055 

Travel attitudes       

Privacy and comfort 

 

- n/a n/a - n/a n/a 

Time -0,014** 

-0,123 

n/a -0,014** 

-0,123 

- n/a n/a 

Green and healthy 

 

- n/a  - n/a n/a 

SED       

Male 

 

- n/a n/a - n/a n/a 

Age - n/a n/a -0,027** 

-0,111 

-0,017*** 

-0,068 

-0,044*** 

-0,180 

Education, high 0,038*** 

0,144 

n/a 0,038*** 

0,144 

- 0,043*** 

0,064 

0,043*** 

0,064 

Education, low - n/a n/a - -0,024*** 

-0,036 

-0,024*** 

-0,036 

Professional active - n/a n/a - -0,024*** 

-0,049 

-0,024*** 

-0,049 

Student 

 

0,016* 

0,078 

n/a 0,016* 

0,078 

- n/a n/a 

Partner 

 

- n/a n/a - n/a n/a 

Season ticket BTM 

 

- n/a n/a 0,229*** 

0,462 

0,017*** 

0,033 

0,245*** 

0,496 

Season ticket train 

 

0,123*** 

0,401 

n/a 0,123*** 

0,401 

-0,124*** 

-0,158 

n/a -0,124*** 

-0,158 
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Driving license -0,035*** 

-0,138 

n/a -0,035*** 

-0,138 

- 0,020* 

0,031 

0,020* 

0,031 

Explained variance 28,2% 53,3% 

Note: * p < 0,10 ; ** p < 0,05 ; *** p < 0,01; standardized coefficients in italics 

- = direct effect has been estimated but found insignificant and therefore excluded from the analysis 

n/a = no indirect or total effect has been found because of no significant interrelations 

 

 

 

 

 

 

Table 6: Direct, indirect and total effects on modal choices (continued 2) 
 % CYCLING % WALKING 

 Direct Indirect Total Direct Indirect Total  

Value-based lifestyles       

Universalism 

 

- n/a n/a - n/a n/a 

Stimulation 

 

- n/a n/a - n/a n/a 

Achievement - n/a n/a 0,008** 

0,040 

0,004** 

0,021 

0,012*** 

0,061 

Tradition 0,017** 

0,109 

n/a 0,017** 

0,109 

-0,022*** 

-0,097 

0,020** 

0,089 

-0,002 

-0,009 

Hedonism 

 

- n/a n/a - n/a n/a 

Benevolence 

 

- n/a n/a - n/a n/a 

Urban location - n/a n/a 0,829*** 

0,485 

0,175* 

0,102 

1,003*** 

0,587 

Residential attitudes       

Safe and pleasant - n/a n/a - -0,016* 

-0,065 

-0,016* 

-0,065 

Social interaction - n/a n/a - -0,033*** 

-0,130 

-0,033*** 

-0,130 

Accessibility work/school - n/a n/a - 0,090*** 

0,361 

0,090*** 

0,361 

Car ownership 

 

- n/a n/a -0,038* 

-0,166 

n/a -0,038* 

-0,166 

Number of activities 

 

- n/a n/a - n/a n/a 

Travel attitudes       

Privacy and comfort 

 

-0,026*** 

-0,141 

n/a -0,026*** 

-0,141 

- n/a n/a 

Time -0,027** 

-0,144 

n/a -0,027** 

-0,144 

- n/a n/a 

Green and healthy 

 

0,049*** 

0,259 

n/a 0,049*** 

0,259 

- n/a n/a 

SED       

Male 

 

0,033*** 

0,103 

n/a 0,033*** 

0,103 

- n/a n/a 

Age - n/a n/a - -0,032*** 

-0,139 

-0,032*** 

-0,139 

Education, high - n/a n/a - 0,082*** 

0,131 

0,082*** 

0,131 

Education, low - n/a n/a - -0,016** 

-0,027 

-0,016** 

-0,027 

Professional active - n/a n/a -0,084*** 

-0,182 

-0,046*** 

-0,100 

-0,130*** 

-0,282 

Student 

 

- n/a n/a - n/a n/a 

Partner -0,016* n/a -0,016* - n/a n/a 
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 -0,049 -0,049 

Season ticket BTM 

 

-0,058*** 

-0,180 

n/a -0,058*** 

-0,180 

-0,044* 

-0,094 

0,011** 

0,025 

-0,032 

-0,069 

Season ticket train 

 

- n/a n/a - n/a n/a 

 

Driving license 

 

- n/a n/a - 0,038* 

0,062 

0,038* 

0,062 

Explained variance 11,2% 38,6% 

Note: * p < 0,10 ; ** p < 0,05 ; *** p < 0,01; standardized coefficients in italics 

- = direct effect has been estimated but found insignificant and therefore excluded from the analysis 

n/a = no indirect or total effect has been found because of no significant interrelations 

  

5. Conclusion 

 

Using a value-based approach of lifestyles adds new insights to modal choice research. One of the 

most striking findings is that, at least for our Belgian sample, car use seems to be a choice 

stemming from values associated with personal pleasure and not so much with social status as has 

been suggested in previous research (Steg, 2005). Personal values not only have a direct effect on 

modal choices, but also an indirect effect due to interactions with urban residential location 

choices, car ownership decisions and activity patterns.  

 

Although personal values have a significant effect on modal choices, its magnitude is relatively 

small when compared with other explanatory variables. This could be a sign that value-based 

lifestyles only play a marginal role. Besides, this could also be an indication that the chosen 

lifestyle approach is not capable of representing relevant differences in modal choices. In order to 

address this issue, survey data should be made available allowing a comparison of different 

lifestyle approaches. Furthermore, one should be careful by making any definite conclusion about 

the impact of value-based lifestyles on modal choices. The interaction between personal values 

and modal choices might be much more complex than modelled in this paper. Values might affect 

people’s perceptions and attitudes first, which in turn affect different types of behaviour (Syam, 

2014). Underlying explanations about these results also lie in the layout of Schwartz’s survey. 

Respondents might be prone to choose a more utopian answer when they are inquired about values, 

which may not be reflected in their actual behaviour (Dahl, 2014).  
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Free Transit in Luxembourg: A case of post-political urban governance through 

policy mobility 
 

Markus Hesse1 

Constance Carr2 

 

Keywords: policy mobility, free public transit, urban governance, Luxembourg 

 

Problem and Research Questions  

 

This paper addresses the scholarly literature on policy mobility, which examines how policy 

formulations developed in one place tend to ‘travel’ and inform and inspire plans elsewhere. This 

literature moves beyond traditional literature on policy transfer (McCann & Ward, 2010), because 

it recognizes that policy discourses unfold in specific spatial contexts, at various scales, and 

through different institutional mechanisms, that shift and change policies as they move. How 

policy frameworks manifest in space is thus rather varied. 

A number of scholars have traced the circulation of policies (ibid.). Policy templates have also 

orbited the institutional and actor networks that constitute the transport sector. Dutch and Swiss 

public transit or rail policies are considered model cases of infrastructure policy for the developed 

world, while the bus and rapid transit schemes of Bogota, Colombia, or Curitiba, Brazil, are highly 

regarded policy frames for the global south. 

The central message however, is not that these policies move but that this motion is inevitably 

problematic. Attempts to implement a policy developed elsewhere usually end with less than 

perfect results. Urban policies cannot be understood as one-size-fits-all, ready-for-wear, templates 

that can simply be transferred from one place to another. It is therefore unreasonable to expect that 

a policy developed in one context will be successful in another. Local context matters. Some have 

looked as these results, or lack thereof, and have spoken of policy immobility (Carr, 2014) or 

policy failure. 

In this paper, we argue that the promotion of policies may not even reflect a serious attempt to 

solve a problem. Rather, the institutions promoting a certain policy may be inspired by other issues, 

or have different targets in mind. This seems to have been the case with the policy of free public 

transit in Luxembourg, which is scheduled for March 2020.  

 

Methodology 

Our knowledge of the transport sector in Luxembourg is based on a nearly a decade of qualitative 

empirical work, observing spatial planning policy and practice in the Grand Duchy (see Carr, 2011; 

Hesse & Carr, 2013; Hesse, 2016). We are thus familiar with the policy and governance setting, 

the modes of discursive production, and the spatial planning contradictions that are produced is 

this rather liberal, fast growing services economy that has very little tradition in regulation and 

planning. Our analysis of the recent mobility of Luxembourg’s transport policy is based on 

observations of how events unfolded in Luxembourg and in the media after nationwide free transit 

was announced (Carr & Hesse, 2019). 
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2 University of Luxembourg, Institute of Geography and Spatial Planning. Constance.Carr@uni.lu 
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Major Findings - Tracing the mobility of free transit  

In recapitulating this story, some background is necessary first. The salient points are that it is a 

small sovereign state, comprised of its capital city, small towns, and countryside, with processes 

of regionalization that spill into France, Belgium and Germany. Moreover, its current urban 

configuration is the consequence of economic growth strategies designed to preserve stability and 

independence. 

These strategies turned Luxembourg into a profoundly international urban region, and an economic 

engine that attracts/requires labour from the border regions. Roughly 422,000 people work in 

Luxembourg that, itself, has a resident population of just over 600,000. Almost half the labour 

force is comprised of cross-border commuters. Because the high demand for housing is high, 

many—including Luxembourgish citizens themselves—find it more cost effective to live beyond 

the border. Housing is one of the central socioeconomic problems. 

It is a stated policy objective to maintain growth pressure, to preserve living standards. And, 

policy-makers have been rather effective: Luxembourg is experiencing a rapid population growth 

and an annual GDP growth between 2-4%. In addition to housing pressure, one of the primary 

consequences of this growth strategy is the overloaded traffic infrastructure. The system is 

overloaded, underfunded, slow, and unreliable. Roads, rail tracks, and stations are already in a dire 

state, so catching up with further growth is difficult. During rush hours, trains coming in from the 

border regions are standing room only and often late, meaning that connecting buses or trains are 

often missed. Furthermore, there are no signs of improvement. Rather, conditions have 

deteriorated because growth pressure also results in road blocks, diversions, and construction. In 

all, it renders the seamless journey into, out of, and around Luxembourg only difficult. 

In December 2018, officials in Luxembourg announced that public transport would be free, 

nationwide, in 2020. It was a planetary first, they claimed. Media agencies around the world—the 

BBC, The Guardian, the Neue Zürcher Zeitung, Frankfurter Allgemeine, Die Welt, The New York 

Times, Time Magazine, Business Insider, CNN, The Indian Express, Nairobi News and more—

quickly echoed the announcement. The news even ricocheted to Bernie Sanders who congratulated 

Luxembourg on Facebook—a post that still orbits the internet collecting 'likes'. Meanwhile, local 

users of the transit system looked on rather confused if not bemused; they knew the transit system 

was a mess. 

Luxembourg was suddenly in the limelight, and this time it wasn't about tax havens or information 

leaks. It was virtuous. It was certainly good for Luxembourg's image and local politicians basked 

in their notoriety. When the Minister of Transport held a press conference to release the details, 

the room was packed with new agencies from around the world. However, there, the message 

changed. Free transit wasn’t about increasing public transit use. Rather, it was just the cherry on 

top of an otherwise already solid transport infrastructure program (Luxembourger Wort, 2019); 

the biggest winners of free transit would be socially disadvantaged groups. Another message was 

that municipalities were not required to conform meaning that they might continue to charge for 

their local transit services. Some observers theorized that this might have been a call to the City of 

Luxembourg, the primary traffic node in the country, to change their position. 

The media storm also reached our faculty, as we and colleagues were called upon to comment, 

leading to exposure in CNN Hong Kong, the BBC, Luxembourger Wort, or the Dutch NRC 

Handelsblad. Here, we attempted to explain some difficulties of the proposed policy. We argued 

that free public transport would likely make the situation worse. First, it was not likely to have a 

significant social impact because fares are already heavily subsidised; a single fare is €2, day 
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passes are €4, and minors along with certain individuals on social assistance already ride free. 

Second, the low price is far outweighed by exploding housing costs—the country’s real inequality 

challenge. Third, price is only one factor in an individual’s choice of transport, meaning that 

pricing alone won’t likely trigger major changes in travel behaviour. Free transit could however 

come at the cost of walking and biking—detrimental to any sustainability strategy. Fourth, once 

users realise that the system doesn’t work, there will be no alternative public transport. Fifth, 

revenues lost from declining ticket sales, will be compensated by tax-payers—including cross-

border commuters, who won’t benefit from free transit inside Luxembourg, having paid their fares 

before the border. Sixth, the car is still a status symbol for many residents in Luxembourg, but 

addressing this would be politically taboo, given the high incomes and low gasoline prices, and 

possible lobbies from the auto industry. 

 

Takeaways 

The case of free transit in Luxembourg thus delivers two key messages to the literature on policy 

mobility: 

First, context matters. Even if nationwide free transit were a good idea in Luxembourg, it wouldn’t 

be reasonable to conclude that nations around the world should follow suit. Scale is significant, as 

the notion of “national” is misleading given the size of the country and its transport networks. 

Second, it seems that the attention-grabbing policy had less to do with solving public transport 

problems, and more to do with the government’s nation-branding campaign. This isn’t a case of 

policy immobility or fail: It was policy avoidance. The announcement of free public transport 

created a good news story which, circulating through the global media, already fulfilled its purpose 

by making Luxembourg look good. Real problems and the difficulties in solving them were not 

addressed. In an ironic twist, the global circulation of the free-transit policy made champions out 

of the Luxembourgish government on a problem they didn't even address—and that nobody was 

calling for. The call for free public transport was thus a case where a policy in motion reflected a 

“post-political” governance environment. 
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Road pricing for bus and coach. An exploration of the effects on demand for bus 

and coach and their competitors. 
 

Steven Lannoo1 

Jonas De Vos2 

 

Abstract: In our contribution we examine the effects of road pricing on the demand for bus and 

coach services in Belgium. We calculated effects for three specific cases of coach journeys and for 

three different pricing schemes.. For every journey a calculation is made of the effects on demand 

for coach/bus on the one hand and demand for its main competitor on the other. Calculations are 

based on a simple model that takes monetary and time costs into account, both for the coach and 

its main competitor for the specific journey. The results show that the introduction of a pricing 

scheme pricing bus use but exempting car use has a strong negative effect on demand for the first. 

The effects of a general smart distance-based charge for all road transport modes are positive, at 

least for those journeys were the coach competes mostly with the car. For journeys were the coach 

competes with the plane, the introduction of the smart pricing scheme has a negative impact. The 

consequences of the findings for the construction of real-world pricing schemes are discussed. 

 

Keywords: “road pricing”, “coach”, “bus”, “sustainable transport systems” 

 

1. Introduction 

 

From a theoretical-economic perspective road pricing is an instrument to internalise the many 

external costs that are associated with road transportation. Such an instrument should insure that 

the damage road transportation causes to the environment, to our health or to the economy is 

reflected in its price. In theory, overconsumption of mobility will consequently be avoided, 

resulting in welfare gains for all of us. From this perspective, the advantages of road-pricing are 

so self-evident that one can only wonder why such a system has not been generally implemented 

in our transportation system before. 

However, a few problems with this view exist, the most important one being that it is rather 

simplistic. As we are all aware of, in reality the world doesn’t function the way a classic economic 

model assumes. For one thing, human decision making is only partially guided by rationality. 

Habits, attitudes, emotions and even fear play an important role in our decisions about were to live 

and work, or about how and how often we choose to travel. Moreover, next to the presence of 

external costs, a number of other mechanism disturb the functioning of the transportation market. 

Government interventions in the industry are very common and take many forms. Market 

regulations, direct subsidies, fiscal benefits and monopolies by state-controlled institutes are the 

rule rather than the exception. Whether one supports these policies or not, they do influence the 

way the market functions and the way the introduction of a road pricing scheme will exert an effect 

on human behaviour. It is therefore important that, prior to the introduction of such a scheme, all 

possible effects are carefully examined and appropriate measures are undertaken to avoid 

undesirable outcomes.  

                                                 
1 Institute for Coach and Bus, steven.lannoo@icb-institute.be 
2 Ghent University, Department of Geography 
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In this chapter we will examine the effects of road pricing on the demand for bus and coach services 

in Belgium. Buses and coaches are an essential part of a sustainable transport system. Due to their 

collective nature and advances in zero emission technology, they have a carbon footprint that is 

comparable to rail transport (Borken-Kleefeld et al. 2013). Moreover, the effectiveness of Euro 

VI-emission standards for heavy duty vehicles have reduced NOx and particulate matter (PM) 

emissions in real-world operations to an absolute minimum (Muncrief 2016). Buses and coaches 

are also a very versatile mode of transport. They can move small or larger groups, and in Bus 

Rapid Transit-applications they can even be deployed for transporting large groups of passengers 

(Cervero 2013). Being a relatively inexpensive transport mode, they are especially interesting 

when metro or (light)rail applications are not economically viable. Because they offer transport 

operators with a green, cheap and flexible solution they are deployed in many different contexts: 

for public transport, commuting to school or work, tourism or occasional group transfers. 

Nevertheless, buses and coaches also suffer from several important drawbacks. In general, they 

are assumed to offer a less satisfying travel experience as compared to rail, air or the private car 

(e.g. Ettema et al. 2011; Morris & Guerra 2015). When deprived of segregated lanes, they get stuck 

in the same traffic jams as private cars do, which has an adverse effect on their punctuality and 

commercial speed. Investments in leg space and on-board facilities can improve comfort levels 

and attract passengers (Lannoo et al., in press), but on the downside they push operational costs to 

a higher level. And although buses and coaches are a cost-effective mode of transport, they often 

don’t have access to the same subsidy or tax shelter arrangements as their competitors from the 

rail or air transport sector. 

Given this specific position of busses and coaches in our transport system, we believe it is of 

pivotal interest to investigate the effects road pricing schemes will exert upon them. After all, 

undesirable outcomes are not at all unlikely and they can have consequences for all parts of our 

mobility system. 

 

2. Methodology 

 

2.1 Journey examples and road pricing scenario’s 

As mentioned above, buses and coaches are deployed in many different situations and for many 

different purposes. Dependent on such things as journey length, time of travel, location or travel 

motive, road pricing can be expected to exert a certain (positive or negative) effect on travel 

demand. We therefore calculated effects for three specific cases of coach journeys. 

In the first case, we consider a day trip from Bastogne in the Walloon region to the Belgian coast 

(De Panne). We will calculate effects on demand for the coach and for the car, the latter being 

considered the main competitor in this kind of excursions. The second case is an international four 

days trip from Lommel in Flanders to London. For the second example the plane is considered the 

main competitor (connection from the airport of Eindhoven in neighboring Holland, located 

approximately 40km from Lommel). The third and final case is a so-called Office Bus-line, a new 

concept that has been introduced by private bus companies. An office bus is a coach equipped with 

facilities allow passengers to work while traveling: a fast and reliable WiFi connection, a desk, 

ample space and a coffee machine. The lines make a connection between office areas tormented 

by heavy congestion problems and lacking well-served public transport connections on the one 

hand and several cities accommodating large numbers of commuters on the other. In this specific 

case, the line makes a connection between the periphery of Ghent and Brussels. Currently it is a 
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non-subsidized service to companies seeking to shift their employees from passenger car use to 

collective transport.  

We opted not to include any cases from a public transport context because it is unlikely that a 

public company would include a tax increase in the ticket price and therefore the example would 

be of no interest for our research questions. The specific journeys that were studied are described 

in Table 1. 

 

Not only are there very different kinds of bus and coach journeys, also road pricing schemes can 

take many different forms. For an overview of these different forms we refer to other contributions 

in this volume. In our contribution we took a closer look at three different scenario’s, the tariffs of 

which are shown in Table 2. 

 
Table 7 : Description of the three cases examined 

 
 

The three scenarios are, quite evidently, not chosen at random. The first scenario is based on the 

texts of the revision of the Eurovignette Directive that is currently on the table of European Union 

legislators. The text proposes to make the application of distance-based charges that are currently 

applicable for heavy duty goods vehicles mandatory for all heavy duty vehicles (Debyser 2018). 

This means the new legislation would introduce a kilometre based charge for buses and coaches, 

but not for private cars. The current scheme for heavy duty goods vehicles is a distance-based 

charge with different tariffs dependent on the maximum permissible mass of the vehicle and the 

euro norm of its engine, but not dependent on time of day or the specific road junction used. In our 

calculations we use the tariff applied to euro norm 5 and 6 and to weight class 12-32 tons, which 

is the weight class most buses and coaches would fall into. For the specific journeys studies in this 

example, the use of recent vehicles is very likely. 

Day trip 

Bastogne - 

De Panne

International 

trip Lommel - 

London

Office Bus 

Ghent - 

Zaventem

Total Distance (two way trip - km) 590 900 128

of wich:                   highway - peak 68 74 90

other roads - peak 0 16 4

city - peak 0 44 0

highway - off-peak 510 304 34

other roads - off-peak 4 0 0

city - off-peak 8 0 0

abroad 0 462 0

Cost of the journey (before road pricing) 650 € 3 000 € 498 €

Cost of road tax befor road pricing (eurocent/km) 1.44 1.44 0.00

Number of passengers 40 40 25

Commercial speed of the journey by coach (km/h) 65 65 38

Speed of the journey by car (km/h) 75 40

Fuel consumption of the car (l/km) 0.06 0.06

Fuel cost for the car (€/l) 1.6 € 1.6 €

Cost plane ticket + transport to and from airport 85.00 €

Total time of journey by air 270
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Table 2 : Tariff overview for three scenarios of road pricing 

 
 

 

 

2.2 Calculating effects on demand 

Combining three journey examples with three road pricing scenarios results in nine situation for 

which the effect of road pricing can be examined. For every situation a calculation is made of the 

effects on demand for coach/bus on the one hand and demand for its main competitor on the 

other.  
Table 3 : Elasticities used in the calculations 

 
 

Calculations are based on a simple model that takes four elements into account, i.e. (1) changes in 

monetary costs for the mode under consideration, (2) changes in time costs for the mode under 

consideration, (3) changes in monetary costs for the competing mode and (4) changes in time costs 

for the competing mode. 

Algebraically, the model can be represented by the following two equations: 

 

∆𝑄𝑏𝑢𝑠 = 𝐸𝑃𝑏𝑢𝑠 ∗ ∆𝑃𝑏𝑢𝑠 + 𝐸𝑇𝑏𝑢𝑠 ∗ ∆𝑇𝑏𝑢𝑠 + 𝐶𝐸𝑃𝑐𝑜𝑚𝑝. ∗ ∆𝑃𝑐𝑜𝑚𝑝. + 𝐶𝐸𝑇𝑐𝑜𝑚𝑝. ∗ ∆𝑇𝑐𝑜𝑚𝑝. 

∆𝑄𝑐𝑜𝑚𝑝. = 𝐸𝑃𝑐𝑜𝑚𝑝. ∗ ∆𝑃𝑐𝑜𝑚𝑝. + 𝐸𝑇𝑐𝑜𝑚𝑝. ∗ ∆𝑇𝑐𝑜𝑚𝑝. + 𝐶𝐸𝑃𝑏𝑢𝑠 ∗ ∆𝑃𝑏𝑢𝑠 + 𝐶𝐸𝑇𝑏𝑢𝑠 ∗ ∆𝑇𝑏𝑢𝑠 

 

in which ∆𝑄𝑏𝑢𝑠 represents changes in demand for the bus and ∆𝑄𝑐𝑜𝑚𝑝. changes in demand for the 

main competitor. Changes in monetary costs and time costs that are a consequence of the road 

pricing scheme are represented by ∆𝑃 and ∆𝑇 respectively. In order to determine ∆𝑃 we assumed 

that bus companies recharged the cost increase caused by the road pricing scheme entirely to their 

customers. Changes in ∆𝑇 are not based on calculations, but on estimations made by the authors. 

S1 S2 S3 S1 S2 S3 S1 S2 S3 S1 S2 S3

Highway 12.4 26.3 0.0 12.4 17.3 0.0 0.0 15.0 15.0 0.0 9.0 9.0

Other roads 12.4 26.3 0.0 12.4 17.3 0.0 0.0 15.4 15.4 0.0 9.4 9.4

City 12.4 24.9 0.0 12.4 18.9 0.0 0.0 14.8 14.8 0.0 10.8 10.8
S1= Scenario1, S2=Scenario2,  S3= Scenario3 

carbus/coach

Peak Off-peakOff-peak Peak

Elasticity

-0.85

-1.1

-1.15

-1.05

-0.24

-0.38

-0.36

-0.21

0.18

0.12

0.46

0.23

0.116

0.09

0.01

0.01

Demand car after change time cost bus (leisure+commute)

Demand air travel after change in prince bus

Demand air travel after change in time cost bus

Demand car after change  prince bus (leisure+commute)

Price elasticity Bus Commute

Price elasticity Bus Leisure

Time elasticity Bus Commute

Time elasticity Bus Leisure

de Jong & Gunn 2001 (table 3)

Litman, T. 2010 (table7)

Dargay 2010 (table 27)

Dargay 2010 (table 27)

Bogaert et al. 2006 (tabel 10)

Bogaert et al. 2006 (tabel 10)

de Jong & Gunn 2001 (table 7)

de Jong & Gunn 2001 (table 7)

Litman, T. 2010 (table 40)

Time elasticity Auto Leisure

Bogaert et al. 2006 (tabel 10)

Bogaert et al. 2006 (tabel 10)

de Jong & Gunn 2001 (table 3)

Price elasticity Auto Commute

Price elasticity auto Leisure

Time elasticity Auto Commute

Demand bus after change in price of car (commute)

Demand bus after change in price of car (leisure)

Demand bus after change time cost of car (leisure)

Demand bus after change time cost of car (commute)

Source

Dunkerley et al. 2018 (table A3)

Dunkerley et al. 2018 (table A3)

Dunkerley et al. 2018 (table A4)

Dunkerley et al. 2018 (table A4)
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 𝐸𝑃𝑏𝑢𝑠  represents a price elasticity for the bus and  𝐶𝐸𝑃𝑐𝑜𝑚𝑝.a cross price elasticity for the main 

competitor. Price elasticities are deduced from the literature. The values used and the sources 

from where they were collected are mentioned in Error! Reference source not found.. 

 

3. Results 

 

Table 4 shows us the results of the calculations. For the first case (daytrip Bastogne-De Panne) we 

had a marginal cost of € 15,25 for the coach and € 56,64 for the car. The marginal cost for the 

coach ticket is equal to the cost of renting the bus divided by the number of passengers (cf. Error! 

Reference source not found.). For the private car only fuel costs are included in the marginal 

cost. Cost of purchase, insurance etc. are fixed costs and should therefore not be included. 

Although maintenance costs are in fact variable costs, we believe that the cost structure is to 

obscure for travelers to take them in to account when deciding whether or not to take the car. 

Therefore they are excluded from external costs. Time costs for the journey were estimated at nine 

hours and five minutes for the coach and for the car journey at 7 hours and 52 minutes. 

In the first scenario the current heavy duty goods charge is applied to bus and coach. As can be 

read from Error! Reference source not found., this means a constant charge of 12,4 eurocent per 

kilometer. To calculate the increase in marginal cost for the passengers of the coach, we first 

divided the tax for  
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the journey by the number of passengers on board and subtracted the cost of the current tax for 

coaches. The cost of the tax is estimated at 1,44 eurocent per kilometer1. For the example of the 

daytrip, the first scenario leads to a marginal cost increase of 10% for the coach. Because there is 

no change in the marginal price of the car there is no effect on congestion and therefore also the 

time cost for both car and coach remains unchanged. As a result, the introduction of this road 

pricing scheme leads, in the case of the daytrip to the coast, to a decrease in demand of 10.94% for 

the coach and an increase of 1.15% for the car. 

                                                 
1 Although this is a fixed tax for the bus company, it is a variable cost for the traveler since the bus company includes 

the tax cost in the ticket price. We assume that the introduction of the road pricing scheme will replace the existing 

fixed road tax. This means that for the marginal cost increase the cost of the old tax scheme should be deduced. For 

the car this is different since the existing tax is not a marginal cost for the car user. 
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In the second case, we start from a marginal cost of € 75 for the coach and € 85 for the plane. The 

increase in marginal cost is lower as compared to the first example because a large part of the 

mileage of the journey is covered abroad. Under the first scenario this leads to an increase in 

marginal cost of 1% and a decrease in demand of 1.52% for the coach. Since there is no change in 

monetary cost for air travel and in time costs for both modes, and since the cross elasticity of air 

travel for changes in monetary costs for coach is very low (see Error! Reference source not 

found.), the effect on demand for the plane is limited to an increase 0.01%. 

In the third example of the Office Bus-line, marginal costs were € 19,90 for the bus and € 12,29 

for the car. Important to note here is that this kind of special regular services are not submitted to 

the current tax scheme. Consequently, the increase in marginal cost caused by the road pricing 

scheme of the first scenario makes marginal costs go up with € 0,64 per passenger or with 3% of 

the ticket price. The result is that demand for the office bus goes down with 2,71% and demand 

for the car goes up with 0,37%. 

 

The second scenario introduces a smart distance-based charge with time and place-dependent 

tariffs for bus and coach as well as for cars. Because the tariffs per kilometer are higher as 

compared to the first scenario, the increase in marginal costs are also higher. For the first example 

(daytrip to the coast), marginal costs increase for the coach is € 2,49 or 15% of the ticket price. 

For cars, the increase is as high as € 57,39 or 101% of the marginal cost before the tax. Both for 

cars and buses the scheme allows for a reduction of 10 minutes in travel time or about 2% of total 

time costs. This combination of factors drives demand for cars down by more than 36%. Demand 

for the coach however goes down by 3,27%. This negative evolution means that the improvement 

in relative price competitiveness of the coach and the reduction in time costs isn’t sufficient to 

offset the increase in monetary cost. 

 

In the example of the London trip, the effects are different. The increase in marginal costs are 

limited to € 1,85 per passenger for the coach and there is a gain of ten minutes in travel time. There 

are no changes in monetary nor in time costs for air travel since this mode isn’t impacted by the 

road pricing scheme. The coach suffers a decrease in demand of 1,55 % and the demand for air 

travel goes up with 0.01%. 

In the example of the Office Bus, the ticket price goes up with 6% or € 1,22. Marginal costs for 

car commuters go up with € 17,19 or 140%. Both bus and car reduce travel times with 15 minutes 

or 7% and 15% respectively. This leads to an improvement of the relative competitiveness of the 

bus both in monetary as in time cost terms. As a result, demand for the bus goes up with 21,75% 

and demand for the car goes down with 28,25%. 

In the third scenario the same smart distance-based charge as in the second scenario is introduced, 

but with 0-tariffs for bus and coach. Since the introduction of the distance-based charge implies 

the disappearance of the fixed charge, this leads to a reduction in marginal travel costs for the 

coach both in the coast trip and the London trip examples. For the office bus-example there is no 

reduction since for this kind of transport no charge was in place. Monetary cost evolutions for the 

car remain the same as in the second scenario. Also the time costs for both coach and car remain 

the same.  

In the case of the coast trip this results in an increase of demand for coach travel with over 15%. 

Demand for cars decreases with 38,37%, almost one percentage point more as in the second 

scenario. For the London trip example we have an increase of 1,64% of demand for the coach. A 

small change, but still better than the decrease we noticed in the second scenario. This time there 
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is also a marginal decrease of demand for air travel of 0.02%. Finally for the office bus example, 

we notice a small reinforcement of the effects noticed in the second scenario, i.e. an increase of 

almost 27% of demand for the coach and a decrease of 29% in demand for the car. 

 

 

4. Conclusion and discussion 

 

In this study we introduced a brief exploration of the effects of a road pricing scheme on demand 

for buses and coaches. We looked at the effects on monetary and time costs for bus and coach on 

the one hand and its main competitor (car/air) on the other. Making use of time and price elasticities 

deduced form the literature, we estimated the effects for three different scenarios of pricing 

schemes and for three typical cases of coach or bus journeys. 

The results show that the introduction of a pricing scheme pricing bus use but exempting car use 

has a strong negative effect on demand for the first, even when the current fixed tax scheme would 

disappear. This is especially the case for domestic occasional services. When the cost of the 

scheme is completely integrated in the ticket price a strong reduction in demand can be expected. 

Because this would in turn negatively affect load factors and/or utilization days of the vehicle, 

such an evolution would put many companies under severe financial pressure. However, not 

integrating the cost in the ticket price would lead to strong cost increases and would have the same 

financial consequences. Moreover, because the price scheme improves the relative 

competitiveness of the car, small but nonetheless relevant increases in demand for car trips are to 

be expected. It is clear that both from an economic as from a sustainable transport perspective this 

scenario should be avoided. 

The effects of a general smart distance-based charge for all road transport modes are very different, 

at least for those journeys were the coach competes mostly with the car. This is because the 

negative effects of a monetary cost increase are (partly) offset by the positive effects of the 

decrease in time costs and of the increase in monetary costs for the car. In the case of the Office 

Bus, this even leads to an increase in demand. However, when interpreting the results one should 

take into account that the model used for the estimation is a simplification of reality. For one things, 

it doesn’t take into account that coaches also compete with the train. Because the introduction of 

the pricing scheme deteriorates the competitive position of the coach compared to the train, it can 

be expected that the positive effects reported here will be somewhat weaker in reality. Moreover, 

it also doesn’t take into account that abolishing the fixed annual road tax for cars might lead to an 

increase in car ownership, which in turn stimulates car use. 

For journeys were the coach competes with the plane, the introduction of the smart pricing scheme 

has a negative impact on demand for the coach and a positive one on demand for air transport. 

This is a clear example of an undesired effect of road pricing. Although the effects reported are 

small, they are not negligible. First of all, the negative effects of the charge would be larger when 

it would simultaneously be introduced in other European countries. Given the texts for the revision 

of the Eurovignette directive that are currently on the table, this is not at all unlikely. Second, one 

should take into account that, unlike coach travel, air travel momentarily benefits from VAT and 

excise duty exemptions and other forms of positive discrimination (Piket 2009). For the coach, the 

introduction of a road pricing scheme would therefore mean adding a competitive disadvantage on 

top of many other competitive disadvantages that already exist. In an ideal world, the introduction 

of a pricing scheme should be accompanied by measures abolishing these positive discriminations 

of air travel and the introduction of an equivalent system for the internalization of external costs. 
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When these measures are politically impossible, other accompanying measures should be 

considered. 

One possible measure would be the introduction of zero tariffs for bus and coach. Our analysis 

shows that in the case of competition with air, zero tariffs can turn the negative effects around. In 

the case of competition with the car the positive effects are reinforced. Of course, zero tariffs are 

at odds with the goal of road pricing, i.e. to put the right price on road transportation. From an 

economical perspective, equal fiscal treatment of all modes and subsidies in line with the social 

added value of a mobility service are the optimal choice. However, given existing political 

constraints zero tariffs can constitute a good second best. 
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Future evolution of the car stock in Belgium: CASMO, the new satellite of 

PLANET 

Laurent Franckx1  

Abstract: This paper describes the structure and the key assumptions of the Belgian CAr Stock 

MOdel (CASMO), with an emphasis on the car choice model. Total car sales in a given year are 

allocated to individual emission classes, using the parameter values of a Stated Preference 

discrete choice model estimated in The Netherlands. The Alternative Specific Constants of the 

model are calibrated in order to reflect the current market and policy context in Belgium. In the 

long-term projections based on these econometric estimates, almost all substitutions between fuel 

types take place between gasoline and diesel cars, even though electric and plug-in cars become 

increasingly competitive in terms of both fixed and variable costs. This reflects that there are 

several barriers to the adoption of alternative fuel cars that have not been captured by the 

econometric model. In order to represent that those barriers cars will decrease through time, we 

have implemented an alternative approach where the perceived acquisition costs decrease through 

time. These results indicate that cost reductions for alternative fuel cars will not result in a high 

market share unless they are accompanied by important improvements in the charging 

infrastructure, in the diversity of supply and changes in the perceptions of the public. At a 

methodological level, our main conclusion is that, for the purpose of long-term projections of the 

car stock, econometric models of demand need to be complemented by expert judgements.  

 

Keywords: “discrete choice”, “alternative fuels” 

1 Introduction 

 

Environmental externalities of the road transport sector do not only depend on transport activity 

levels such as vehicles kilometers, but also on the composition of the vehicle stock. Indeed, 

emission factors and fuel consumption depend on parameters such as the age structure of the 

vehicle stock, the shares of different powertrains and the distribution of the vehicles’ weights. 

Therefore, long-term transport demand models need to be linked with vehicle stock models. In the 

present paper, we discuss the new implementation of the Belgian CAr Stock MOdel (CASMO), 

which is linked to the Belgian transport demand model PLANET - see Desmet, Hertveldt, Mayeres, 

Mistiaen, & Sissoko (2008) and Mayeres, Nautet, & Van Steenbergen (2010). 

At the household level, the size and the composition of a car stock are the result of numerous 

interrelated variables, such as the annual distances that the household expects to travel; the 

substitutes to private car travel that are available to the household; and the cost and performance 

parameters of the cars that are available on the market. However, a household’s expected annual 

mileage and the availability of alternative modes are not exogenous, but follow from decisions 

made by the household, such as its place of residence. Ideally, modelling the size and the 

composition of the car stock thus requires a fully dynamic model of the car market. There are some 

recent examples of papers that go a long way in this direction - see for instance Gillingham, 

Iskhakov, Munk-Nielsen, Rust, & Schjerning (2015) and Yamamoto, Madre, & Kitamura (2004). 

                                                 
1 Federal Planning Bureau, lf@plan.be  
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However, due to data constraints, this is currently not feasible for the Belgian context. Modelling 

the evolution of the Belgian car stock thus requires a pragmatic approach, with several ad hoc 

decisions. In what follows, we describe the new approach we have taken, and we illustrate the 

methodology with key results. We also discuss some limitations of this new approach and the 

potential for future improvement. 

The paper is structured as follows. First, we summarize the general structure of the CASMO model. 

Second, we describe the data needed for the model, and the sources we have used. We also discuss 

some of the limitations of the available data. Third, given that, between 2012 and 2017, important 

changes have taken place in the policy environment for cars, we discuss how these have affected 

the costs and market shares of the different powertrains over that period. Fourth, we discuss the 

assumptions we have used regarding the future evolution of the costs and autonomy of cars, which 

are key input parameters in the model. Fifth, we describe the discrete choice model we have used 

for CASMO. We show that a direct application of the model to the Belgian market results in a 

very poor predictive value and that we need to re-calibrate the model to reflect the reality of the 

Belgian market in our reference period. Sixth, we apply this recalibrated model to project the 

composition of new car sales until 2040. Where possible, we compare our results with those of 

other models in the literature. Given that the direct application of the calibrated discrete choice 

model leads to very conservative projections for the future market shares of electrified cars, we 

also propose an alternative approach that combines the econometric model with expert judgement 

on the expected evolution of non-financial barriers to the adoption of electrified cars. These results 

indicate that cost reductions for alternative fuel cars will not result in a high market share unless 

they are accompanied by important improvements in the charging infrastructure, in the diversity 

of supply and changes in the perceptions of the public. 

2 General structure of the CASMO model 

 

The approach to the car stock model can be summarized as follows. 

First, we assume that the total desired carstock per capita follows a Gompertz curve: 𝑉𝑡 =

𝑉∗. 𝑒𝛼𝑒
𝛽.𝑦𝑡

, where 𝑉𝑡 is the desired car stock per capita in year t, 𝑉∗ is the saturation level of vehicle 

ownership expressed as car per capita, 𝛼 and 𝛽 are parameters and 𝑦𝑡 is GDP per capita in year t. 

This specification represents a car stock that increases with income levels, but where growth levels 

off when a saturation point is reached. 1  In Franckx (2019a), we have shown that with 𝛼 =
−8,3851, 𝛽 = −0,00013 and 𝑉∗ = 0,61, we obtain a decent match with the observed evolution 

of the car stock in Belgium. 

Under these assumptions, car ownership in Belgium is projected to grow from 5,76 million cars in 

2018 to 7,04 million cars in 2040 - this is an increase with 22,18 % and corresponds to 0,57 cars 

per capita by 2040. For comparison, over the same period, GDP is assumed to grow with 37,21 % 

- this is consistent with the assumption that the car stock is nearing its saturation point. 

Second, we estimate the probability that a car of a given car class2 is scrapped in the current year 

                                                 
1 One limitation of this approach is that it cannot represent transitions to new mobility paradigms that are centered 

around “use” (such as shared mobility) rather than ownership. 
2 Cars are grouped according to their COPERT emission class, which is determined by fuel and size. COPERT is a 

computer simulation programme used for the calculation of air pollutant emissions from road transport. It is used as 

an input in official annual national inventories (see Emissia 2018). 
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as a function of its age (survival model)1 . The outcomes per COPERT class are aggregated to 

determine the total number of cars that are retired from the car stock, and thus also the remaining 

car stock at the end of each year. The desired car stock is then confronted with the remaining car 

stock to determine total car purchases in a given year. 

Third, a calibrated mixed logit model (ML) splits these new purchases according to the different 

car classes. 

Fourth, the detailed vehicle type-size inventory is mapped into a new inventory that is aggregated 

according to the EURO emission class to which the cars belong. This is fed back to the PLANET 

model, and, combined with an estimate of annual mileage, this results in an assessment of 

environmental impacts. 

In what follows, we will focus on the third step. More detailed information on the first step and 

the second step can be found in Franckx (2019a). Before proceeding, we discuss our main data 

sources. 

3 Data requirements and hypotheses 

3.1 The COPERT classification 

 

One of the key outputs of the PLANET model is an assessment of the environmental impacts of 

transport demand. It covers the following pollutants: 𝑁𝑂𝑥 , 𝑃𝑀2.5 , 𝐶𝑂2 , non-methane volatile 

organic components (NMVOC) and 𝑆𝑂2. 

In order to produce the emissions of the car fleet, cars are classified according to their emission 

factors, which depend on their age, fuel and size. The emission factors for cars follow the COPERT 

methodology and use a tank-to-wheel approach. 

The car stock model distinguishes the following fuel classes: gasoline, diesel, CNG, LPG, hybrid 

(both gasoline and diesel), plug-in hybrid (both gasoline and diesel) and electric cars. 

In order to be able to apply the COPERT methodology, we have split gasoline, diesel and hybrid 

cars according to the following criteria: 

• Cylinder capacity less than 1400 cc: “small”; 

• Cylinder capacity between 1400 and 2000 cc: “medium”; 

• Cylinder capacity larger than 2000 cc: “big”. 

For LPG, CNG and electric cars, there is only one COPERT class. In our presentation of the results, 

we have attributed the size class “medium” to CNG cars, and the size class “big” to LPG cars.  

We have however split electric cars in categories “small”, “medium” and “big” according to the 

capacity of their batteries. For given dimensions of the car, the battery capacity is a proxy for the 

autonomy of the car, or, for a given autonomy, for the dimensions of the car. We have taken 20 

kWh and 80 kWh as respective thresholds for the “electric car size classes” - while this is a bit 

arbitrary, it corresponds pretty well to the classification we would obtain based on the car’s 

physical dimensions. We have also verified that these “size classes”" are relatively homogeneous 

in terms of driving range. 

From the Belgian national vehicle registry, we obtain each car’s age and we can thus apply vintage 

specific emission factors. 

In what follows, we use “hybrid” as the short-hand for “charge-sustaining hybrid”, PHEV for plug-

                                                 
1 In the current version of the model, we have implemented the loglogistic specification for the survival function (see 

Cleves, Gould, & Marchenko, 2016, p. 275). 
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in hybrid vehicle and BEV for battery-electric vehicle.  

3.2 Data on the composition of the car stock 

 

All data on vehicle registrations have been obtained from the Belgian national vehicle registry, the 

DIV.1 The records contain, inter alia, information on the fuel used by the car and its cylinder 

capacity, which have been used to determine its COPERT class.  

Note that, while the DIV identifies a car with its chassis number, the DIV only records the time 

during which a car was associated to a Belgian license plate. Thus, even though we can identify 

the succession of license plates to which a car was linked, we cannot trace back what happened 

with the car before it got its first Belgian license plate, or after its last license plate was handed in.  

As a result, we cannot distinguish between a second hand car that was imported and a new car that 

is brought into circulation. Similarly, we cannot see whether a car was scrapped or exported. Some 

cars also vanish temporarily from the database, because they have been sold on the second hand 

market, and there is a transition period between the former owner handing in his license plate, and 

the new owner requesting a new one. 

With these caveats in mind, we have assumed that all newly registered cars are effectively new 

cars. For the survival model, we have taken 2016 as last year for our data set and assumed that all 

cars that had been taken out of the database and not registered again before the end of 2017, have 

effectively been “scrapped”2. 

A specific problem arises when company cars are allocated to employees as a benefit in kind, as 

this implies that the costs of the private use of the car are not borne by the beneficiary - this is 

discussed in more detail for the Belgian context in Laine and Van Steenbergen (2017). The fiscal 

treatment of these cars also creates distortions in the decisions of the fleet managers. The problem 

is not just that the financial incentives facing fleet managers of companies differ from those faced 

by private households: their behavioural response to prices are also likely to be different (arguably 

more rational) - see for instance Brand, Cluzel & Anable (2017). Ideally, we would thus build a 

separate car stock model for company cars that are used freely (or at reduced cost) by employees.   

However, an important limitation of the DIV dataset is that, in the case of company cars, we can 

identify the formal owner of the car, but not the actual user. We can therefore not link these 

distortions in the incentives with our vehicle choice model. Given that company cars represent 

approximately 17% of the Belgian car stock, this is a major limitation - we will come back to this 

issue in the interpretation of the results. 

3.3 Data on car costs and autonomy 

 

In what follows, we shall distinguish “acquisition costs” and “variable costs”. 

In Belgium, the “acquisition costs” are composed of the actual purchase price (including VAT) and 

the license tax. The “variable costs” are composed of the fuel costs (including excise duties), the 

annual circulation tax and the insurance, maintenance and inspection costs, all including indirect 

taxes such as the VAT. In the discrete choice model we use in this paper (see Section 6), these 

“variable costs” are expressed as costs per month. As fuel costs depend on the distance driven, the 

application of the model thus also requires data on the annual distance driven per COPERT class.  

In short, the sources for the car related data (such as their cost and autonomy) are: 

                                                 
1 Direction pour l’Immatriculation des Véhicules/ Dienst voor Inschrijvingen van Voertuigen. 
2 This should be interpreted in a broad sense and includes cars that are exported. Given that we model the external 

costs of transport in Belgium, this is an acceptable simplification.  
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• All assumptions on tax rates are based on an annual publication by the Federal Public Service 

Finance, the “Tax survey”. 

• For each COPERT class, the purchase cost has been calculated as the average purchase cost 

of the 20 best sold models in the class. The cost information was obtained from the 

“Autogids/Moniteur Automobile” for gasoline, diesel and electric cars. Because of the 

paucity of publicly available data on CNG, LPG and hybrid cars, we have compared the 

purchase cost of a limited number of hybrid cars1 with their gasoline or diesel “equivalent” 

and applied the average ratio to all hybrid cars of the same size class. 

• For electric vehicles, the range in the base year was estimated per size class as the weighted 

average range of the ranges per size class - where possible we have used the values of the 

EPA Federal Test Procedure, which is more conservative (and arguably realistic) than the 

New European Driving Cycle, which is also often reported. 

• The annual maintenance costs are based on Letmathe and Suares (2017). Insurance costs have 

been obtained from the National Bank of Belgium. Annual control costs have been estimated 

using the annual report of GOCA, the professional association of Belgian car inspection 

centres. 

• The annual report "Kilometers afgelegd door Belgische voertuigen" published by the Federal 

Ministry of Mobility and Transport (FOD Mobiliteit en Vervoer, 2017) contains estimates of 

the mileage and the car stock for 5 fuel types (gasoline, diesel, LPG, CNG and electric) and 

for 20 age classes. 

For the classification of the cars according to size class, we have used the cylinder capacity 

reported by the DIV for cars with combustion engine. For electric cars, we have used publicly 

available data on the battery capacity. 

4 Evolution of market shares and costs in Belgium between 2012 and 2017 

 

Between 2012 and 2017, important changes have taken place in the policy environment for cars, 

mostly as the result of the “Dieselgate” scandal that erupted in September 2015. We briefly discuss 

how these have affected the costs and market shares of the different powertrains. 

In Belgium, policy measures include changes in the fiscal regime governing diesel cars. Between 

2015 and 2018, excise duties on diesel have increased from 0,43 to 0,59 EURO per liter, while 

those on gasoline just increased from 0,61 to 0,63 EURO per liter. Moreover, the calculation 

methods for the licence tax and the annual circulation tax were modified. 

As the result of these changes, monthly costs have gone up, but more for diesel cars than for 

gasoline cars. For instance, in the size segment “medium”, monthly costs for diesel cars have gone 

up by 5,54 %, while those for gasoline cars have gone up by 2,81 %. It can be verified that this is 

mainly due to the effect of increased excise duties, and that the effects for other size classes are 

similar. 

It can also be verified that, although there were substantial changes in the average licence taxes, 

these changes remained relatively small compared to total acquisition costs. 

 

                                                 
1 For instance, the Toyota Yaris and Mitsubishi Outlander. 
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Figure 1 Sales in period 2013-17 

 

As shown in Figure 1, over the same period, we observed important decreases in the market shares 

of diesel cars, especially in the “medium” segment, in parallel with an important uptake in the 

share of “small” gasoline cars. Although these trends were already visible before 2015, there is a 

clear acceleration as from 2015 on. 

These are higher than what we would expect a priori from the changes in the monthly costs only, 

and probably reflect a broader concern amongst car buyers that the general policy climate has 

become less favourable to diesel. And indeed, (mostly local) governments throughout Europe have 

announced “diesel bans” and Low Emission Zones (see for instance Hockenos 2018). Such non-

price measures also affect the value of diesel cars: even if the measures will only enter into force 

in the future, they reduce the second hand value of diesel cars, and this also reduces the value of 

diesel cars on the market for new cars. However, they are more difficult to capture in formal models 

of car choices. 

Table 1  Market shares of non-conventional fuels in 2017. 

Car type Market share (%) 

Hybrid gasoline 2,27 

Hybrid diesel 0,03 

PHEV gasoline 2,12 

PHEV diesel 0,13 

BEV 0,50 

CNG 0,46 

LPG 0,04 

 

Despite these changes, in 2017, the total market share of diesel and gasoline cars was still 94,44%. 

As shown in Table 1, the market for non-conventional fuels was completely dominated by gasoline 
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hybrids and PHEVs. The market shares of BEVs remain very small (around 0,50 % over all size 

classes), even if there is important growth in the medium and the big segments - in the “big electric” 

segment, this is too a large extent a “Tesla effect”. 

In order to understand these results, it is insightful to compare the costs of diesel, gasoline, hybrid, 

PHEV and BEV cars in 2017, the last year used for the calibration of the discrete choice model 

(see Section 6.2). 

We start with the acquisition costs. 

Figure 2, 3 and 4 show that the average acquisition cost of electric and hybrid cars was still higher 

than for gasoline and diesel cars of similar size classes. In the size segment “big”, the acquisition 

costs for BEVs are about twice as high as for diesel cars. The differences are slightly less 

pronounced for the “medium” and “small” cars, but remain non-negligible. 

If we zoom in on the cost differences between the “conventional” fuels, we see that in the “small” 

segment, the differences between diesel and gasoline cars have become very small. In the “medium” 

segment, diesel cars are more expensive, while the opposite is true for the “big” segment - a more 

detailed analysis of the data has shown that this largely attributable to the big share of premium 

cars in the “big gasoline” segment. 

CNG cars have an acquisition cost that is comparable with that of a “medium” diesel car, while 

only “big” electric cars have higher acquisition costs than LPG cars. 

 
Figure 2 Acquisition costs small cars in 2017 (1000 EURO) 

 

Figure 3 Acquisition costs medium-sized cars in 2017 (1000 EURO) 
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Figure 4 Acquisition costs big cars in 2017 (1000 EURO) 

 

The picture is different when we look at the variable costs. In Figure 5, 6 and 7, we show average 

variable costs per month per COPERT class - for the translation of costs per kilometer in monthly 

costs, we have used the historical mileage per COPERT class. 

This shows that, in all size classes, BEVs and gasoline PHEVs and hybrids have lower variable 

costs than gasoline and diesel cars of similar size classes. Maybe surprisingly, diesel cars have 

higher variable costs than gasoline cars. Indeed, with current fuel prices, the lower fuel 

consumption of diesel cars does not compensate the higher maintenance costs. As discussed before, 

this reflects important changes in the tax policy vis-à-vis diesel. Diesel hybrids generally have 

rather high variable costs, even when compared to gasoline and diesel cars. 

The variable costs of CNG cars lie between those of medium diesel and gasoline cars, while the 

variable costs of LPG cars are lower than those of “big” diesel and gasoline cars, and of “medium” 

diesel cars. 

 

 

Figure 5 Monthly costs small cars in 2017 (EURO) 
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Figure 6 Monthly costs medium-sized cars in 2017 (EURO) 

 

Figure 7 Monthly costs big cars in 2017 (EURO) 

 

Given that “alternative” cars are, as a general rule1, more expensive than conventional fuels in 

terms of acquisition costs, but have lower running costs, the natural next question is how they 

compare to other cars in terms of total cost of ownership (TCO).  

The answer to that question depends crucially on the discount rate, the expected economic lifetime, 

the annual mileage and the size class. Increasing the annual mileage for a given lifespan should 

have qualitatively similar effects as increasing the lifespan for a given annual mileage: it leads to 

an increased share of the variable costs in the TCO. However, due to discounting, the effects are 

not proportional: doubling the annual mileage leads to a larger increase in the variable costs than 

doubling the lifespan. 

A complete discussion of this issue is beyond the scope of the current paper, and is addressed in 

Franckx (2019b). However, we will highlight here some key points that need to be kept in mind 

while reading the rest of the paper 

Let us for instance consider BEVs. 

                                                 
1 Diesel hybrids are an exception: they have both higher acquisition and higher monthly costs. 
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For the “small” segment, we have shown1 that BEVs are only cost competitive with “average” 

conventional cars for an expected mileage of at least 240 000 km over the car’s entire life-cycle. 

Taking into account that people typically use a time horizon of 4 years when evaluating the 

purchase of a new car (see Element Energy Ltd 2013), this means that small BEVs are only cost-

competitive for extremely high annual mileages (60 000 km or more).  

In the “medium” segment, the relative position of electric cars is slightly better- they already have 

the lowest TCO for an expected mileage of at least 160 000 km over 8 years or 120 000 km over 

12 years.  

In the size segment “big”, the TCO for electric cars is always higher than for diesel cars, and higher 

than for gasoline cars for lifetimes of 8 years or less.  

It is thus precisely the size class where BEVs have the most obvious cost disadvantage compared 

to conventional cars that has been growing the fastest over the last few years. This may appear 

paradoxical but reflects that BEVs in this segment are premium cars which perform rather well in 

terms of autonomy. This illustrates why it is important to consider other considerations than the 

TCO when modeling car choice – a subject to which we return in Section  6.  

5 Expected evolution of autonomy and costs 

 

Given that our model projects the market shares of different car types until 2040, we need 

assumptions regarding the evolution of the autonomy of electric vehicles and of the purchase costs 

of cars. We use here the figures proposed by Cambridge Econometrics (2018), which they have 

validated in an extensive stakeholder consultation. 

While we refer to Cambridge Econometrics (2018) for more details, we highlight here some key 

implications for our model. 

Between 2018 and 2040, the purchase costs of gasoline and diesel cars are assumed to increase by 

1,13% respectively. The model assumes a steady decline in the purchase costs of electric vehicles 

(by 8% between 2018 and 2040 for “big” electric cars) combined with an increase in their 

autonomy (by 62% between 2018 and 2040 for “big” electric cars). The purchase costs for hybrid 

cars are also projected to decrease, but less so. 

When combined with the projections of fuel prices and electricity prices in Gusbin and Devogelaer 

(2017), we obtain that the monthly costs for electric cars grow steadily: by 32% between 2018 and 

2040 for “big” electric cars, for instance. It can be verified that this is mainly driven by changes in 

the price of electricity. 

The monthly costs of diesel and gasoline cars also increase through time (in the “big” size segment, 

for instance, by 24% and 20%, respectively). This is essentially driven by the increase in the fuel 

cost per km, which steadily increases between 2018 and 2040 (by approximately 62% and 46%, 

respectively). 

Summarizing, while the purchase costs are assumed to decline for electric vehicles, they are 

assumed to remain more or less constant for diesel and gasoline cars. The monthly costs increase 

for all powertrains, but less quickly for electric cars. Finally, the range of electric cars also 

improves through time. 

                                                 
1 We assume that the private discount rate is 1.5 % - this is consistent with the interest rates we have found on 

www.beste-autolening.be, a website dedicated to the comparison of car loans on the Belgian market.  
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6 The discrete choice model 

 

In this section, we describe the discrete choice model we have used to construct our long-term 

projections of the vehicle stock. 

As discussed in Franckx (2017), for the purpose of long-term projections, the use of models based 

on observed market behaviour (Revealed Preference) studies is not advised in markets with new 

or emerging technologies who currently have very low market shares. Moreover, to the best of our 

knowledge, there are no Revealed Preference studies of the Belgian car market that we could use 

to estimate the market shares of the different COPERT classes in total new car sales. 

We have therefore used the parameter values of a Stated Preference model estimated in The 

Netherlands. In what follows, we describe succinctly the key features of this model. We show that 

a direct application of the model to the Belgian market results in a very poor predictive value and 

why we need to calibrate the model to reflect the reality of the Belgian market in our reference 

period. 

6.1 The Hoen-Koetse model 

 

For our discrete choice model, we have used the parameter values of the model estimated in Hoen 

and Koetse (2014). We have chosen this study because (a) it can be applied to all the alternative 

fuels that are included in the PLANET model1 (b) it is a relatively recent study, undertaken in a 

country (The Netherlands) that is comparable to Belgium. 

Hoen and Koetse have used a stated choice experiment to estimate two discrete choice models of 

alternative fuel vehicle preferences: a mixed logit (ML) model (not including interaction terms 

with household characteristics) and a multinomial logit (MNL) model (including interaction terms 

with household characteristics).  

The implementation of the MNL model requires thus household data, and projections regarding 

their future evolution. Given that the most recent Belgian survey of household mobility behavior 

(the BELDAM survey) has been carried out in 2010, we focus here on the implementation with 

the ML model. However, we have verified (detailed results are available on request) that the use 

of the MNL model does not fundamentally change the results. 

In abstract terms, a mixed logit model can be defined as any model where the choice probabilities 

(for decision maker 𝑛 and alternative 𝑖) can be expressed as (see Train 2009, Chapter 6): 

𝑃𝑛𝑖 = ∫ 𝐿𝑛𝑖(𝛽). 𝑓(𝛽). 𝑑𝛽 

where 𝐿𝑛𝑖(𝛽) =
𝑒𝑉𝑛𝑖(𝛽)

∑ 𝑒
𝑉𝑛𝑗(𝛽)𝐽

𝑗=1

 (the logit probability evaluated for parameters 𝛽), 𝑉𝑛𝑖(𝛽) is utility as 

a function of 𝛽 and 𝑓(𝛽) is a density function. For linear utility functions, we obtain: 

𝑃𝑛𝑖 = ∫
𝑒𝛽

′.𝑥𝑛𝑖

∑ 𝑒𝛽
′.𝑥𝑛𝑗𝐽

𝑗=1

. 𝑓(𝛽). 𝑑𝛽. 

As summarized by Train (2009, p. 139), the “mixed logit probability is a weighted average of the 

logit formula evaluated at different values of 𝛽, with the weights given by density 𝑓(𝛽)”. 

If the “mixing” distribution is discrete, the mixed logit model reduces to the “latent class model”, 

where the weights correspond to the shares in the population of each “segment” with distinct 

                                                 
1 Lebeau, Van Mierlo, Lebeau, & Macharis (2012) have estimated the market potential for electrified vehicles in 

Flanders. However, the estimation approach used (hierarchical Bayes) cannot readily be integrated into our modelling 

framework. 
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choice behaviour or preferences. With continuous distributions, the 𝛽  can be interpreted as 

coefficients that vary over utility-maximizing decision-makers according to density 𝑓(𝛽) . 
Moreover “(v)ariations in taste that are related to observed attributes of the decision-maker are 

captured through specification of the explanatory and/or the mixing distribution” (Train, 2009, p. 

142). 

If one assumes that the density follows a normal distribution, the modelling thus entails the 

estimation of the means of the 𝛽 and their co-variance matrix. 

Hoen and Koetse have estimated random parameters for the alternative specific constants (ASC) 

of alternative-fuel cars and for the driving range of electric cars, and fixed parameters for the 

monthly cost and the purchase cost. 

Table 5 gives the means and the standard deviation for the stochastic parameters, and Table 6 gives 

the estimates of the fixed parameters (for the purchase of new cars only). 

 

Table 2 Distribution of the stochastic parameters of the ML model (Table 7 in Hoen and 

Koetse). 

Description Mean Standard.deviation 

ASC for hybrid cars -1,3432 1,0439 

ASC for electric cars -4,3908 2,2593 

ASC for plug-in hybrid cars -1,9846 1,2138 

Driving range electric cars 0,0063 0,0032 

 

Table 3 Coefficients of the fixed parameters in the ML model (Table 7 in Hoen and Koetse). 

Description Mean 

Monthly costs -0,0047 

Purchase cost -0,1223 

 

Compared to the previous version of the car stock module in the PLANET model (Mayeres et al. 

2010), an important change is that this model does not have a nesting structure. However, Hoen 

and Koetse explain in the paper that they have estimated variants with a nesting structure, but that 

these do not appear to add a lot compared to the MNL specification. 

As already pointed out above, note that, in the Hoen-Koetse discrete choice model, “variable costs” 

are expressed as costs per month. 

Some limitations of the model are: (a) there is no information on the discount rate that is used to 

compare acquisition costs and variable costs (b) there is no information on the expected lifetime 

of the car used by the respondent. 

6.2 Calibration of the SP model to Belgian data 

 

It is well known (see for instance Axsen, Mountain, & Jaccard, 2009) that stated preference models 

of alternative fuels tend to result in overly optimistic estimates of the alternative powertrains. 

Axsen et al. (2009) have argued that the joint use of Stated Preference (SP) and Revealed 

Preference (RP) data can combine their specific strengths. Indeed, in the deterministic terms of the 

random utility function, the attribute coefficients represent the trade-offs between the attributes 
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(for instance, the cost per km of fuel consumption versus the autonomy of the model) while the 

alternative specific constant terms (ASC) represent utility that is not captured by the attributes. 

The ASC can then be used for calibrating RP models to fit observed market shares - data that, in 

Belgium, are readily available from the DIV. 

Our calculations confirm that, with the ASC taken from Hoen and Koetse, the predictions of the 

market shares in 2017 are wide off the mark. 

In summary1, the initial model projections result in markets shares that are much higher than the 

actual shares for electrified cars (30,28% for all electric and hybrid models combined) and CNG 

cars (7,61%). This is probably because, in the perception of the Belgian consumers, there are some 

intrinsic disadvantages to electrified and CNG cars that are not captured in the Hoen-Koetse model. 

For instance, compared to conventional fuels, CNG cars suffer from lower performance, reduced 

storage and a shorter range. The range of BEVs is included as a parameter in the Hoen-Koetse 

model, but people may still suffer from “range anxiety”, for instance because of the low density of 

the charging infrastructure. Finally, when making choices in real life, people may use different 

implicit lifetimes than the ones used in the stated choice experiment.  

Also, according to the Hoen-Koetse model, “small” diesel cars should be more popular than 

“medium” diesel cars - in the Belgian reality, “medium” cars completely dominate the diesel 

market, probably reflecting the importance of the company cars in this segment. 

These findings confirm the need to calibrate the ASC to the Belgian market outcomes. 

Given the unstable context between 2012 and 2017, we have not proceeded with an exact 

calibration to replicate market shares in one single year (see Train 2009, p 33), but have instead 

estimated the ASC using the approach proposed by Jensen, Cherchi, Mabit, & Ortuzar (2017). 

In this approach, we take the coefficients estimated by Hoen and Koetse (2014) for our discrete 

choice model, except for the ASC. In order to estimate the ASC, we take the observed market 

shares of each COPERT class in the years for which we have observations for all COPERT classes 

(2012 to 2017) and calculate the ASC that minimize the sum of the squares of the differences 

between the observed and the estimated market shares. In other words, the ASC are chosen to 

minimize the differences between predicted behaviour (using the parameters of the micro-

econometric model) and observed behaviour at the aggregate level. 

Because the ASC appear both in the numerator and the denominator of the logit function, non-

linear least squares are necessary - the model has been estimated with the nlsLM function from the 

minpack.lm library in the R programming language. 

 

Table 4 NLLS estimates of the ASC and the “DieselGate” dummy 

Variable Estimate  std.error statistic p.value 

Diesel medium 2,07 0,13 15,85 0,00 

Diesel big 2,37 0,14 16,52 0,00 

Gasoline small -0,50 0,13 -3,79 0,00 

Gasoline medium -0,79 0,14 -5,80 0,00 

Gasoline big 2,11 0,48 4,40 0,00 

Gasoline hybrid 

medium 

-1,30 0,27 -4,81 0,00 

                                                 
1 Detailed results are available on request. 
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Gasoline hybrid big 2,90 0,88 3,28 0,00 

Diesel hybrid big 0,61 7,81 0,08 0,94 

Gasoline PHEV small -4,19 3,48 -1,20 0,23 

Gasoline PHEV 

medium 

-1,09 0,46 -2,35 0,02 

Gasoline PHEV big 2,98 1,80 1,65 0,10 

Diesel PHEV big 0,63 14,46 0,04 0,97 

BEV small -12,82 283127,13 0,00 1,00 

BEV medium 0,03 2,23 0,01 0,99 

BEV big 4,72 2,61 1,81 0,07 

DieselGate -0,43 0,02 -20,88 0,00 

 

Some preliminary estimates showed that, despite the important changes in the market shares of 

medium diesel and small gasoline cars after 2015, our estimates failed to capture these changes 

and perpetuated the market behaviour observed in 2012-15. This is consistent with our observation 

made in Section 4 that the changes in the market shares of those cars seemed disproportional to 

the changes in their financial costs and reflect broader concerns with respect to the public policies 

concerning diesel cars. 

We have therefore added a dummy “DieselGate” to the expected utility of diesel cars purchased 

from 2015 on. As can be seen in Table 4, the coefficient for this dummy is statistically significant 

and has the expected sign: all other things being equal, the utility of diesel cars decreases from 

2015 on, reflecting the negative climate for diesel cars (and changing policy environment) as a 

result of the Dieselgate scandal.  

7 Projections to 2040 

 

In this section, we summarize the key output of the model: the projected market shares of the 

different COPERT classes, using the re-calibrated discrete choice model. We relate these results 

to the underlying assumptions regarding the evolution of the cost and range parameters. Where 

possible, we compare our results with those of other models. Given that the direct application of 

the calibrated discrete choice model leads to very conservative projections for the future market 

shares of electrified cars, we also propose an alternative approach that combines the econometric 

model with expert judgement. 

7.1 Evolution of the market shares with constant ASC 

 

Figure 8 represents the evolution of the market shares of new cars, using the ASC parameters from 

Table 4 – for the sake of clarity, we only represent the car types with a market share of at least 2% 

in 2040. From 2020 on, the increase in the share of gasoline cars and the decrease in the share of 

diesel cars observed as from 2015 (Figure 1) are projected to continue, albeit at a much slower 

pace. 

The most striking result, though, is that the shares of the “alternative” fuels remain very low, even 

though there is a steady increase in the share of electric vehicles.  
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Figure 8 Evolution of the market shares of all vehicle types 

 

It is important to understand the drivers behind this very slow uptake of electric vehicles. 

In the discrete choice model, the following three variables determine the utility of electric vehicles: 

the purchase cost, the monthly operating cost and the range of the electric vehicles. We have argued 

in Section 5 that all parameters are projected to make electric cars more attractive compared to 

their conventional counterparts. Given these evolutions, one would have expected a higher share 

for electric cars by 2040. However, between now and 2040, almost all projected substitutions 

between fuel types take place between gasoline and diesel cars. 

The most important driver behind this low sensitivity of the market shares for alternative 

powertrains to changes in costs and performance are the high values of the estimated alternative 

specific constants. Indeed, as explained above, these constants represent the part of an alternative’s 

utility that could not be captured by the observed variables in the period used for the estimation of 

the model. The calibration of the ASC to the Belgian market leads to a much improved match in 

the period used for the estimation, but leads to a new issue: given the high values of the calibrated 

ASC compared to the other components of expected utility (such as the lower costs and improved 

autonomy of BEVs), they continue to drive the results until well in the future - this is similar to 

the experience of Fulton, Jenn, & Tal (2017).1 

We will now show that our results are in line with similar modelling approaches applied in other 

countries. In Section 7.3 we shall discuss how the results change for different values of the ASC. 

7.2 Comparison with other models 

 

Comparing these projections with the results of other long-term forecasts and scenarios is not 

always an easy task. 

For instance, Bloomberg New Energy Finance projects, that, by 2030, 28% of new car sales will 

be electric cars (BNEF, 2018). However, as the underlying methodology is not in the public domain, 

we cannot assess why these results differ so much from ours. 

                                                 
1 Personal correspondence between Lewis Fulton and the author. 



BIVEC/GIBET Transport Research Days 2019 

316 

 

We can however compare the projected market shares in 2030 with those of a limited number of 

alternative recent models that cover countries in the EU, and who do publish their assumptions. 

First, in the reference scenario for the UK considered by Brand et al. (2017), “average purchase 

prices for BEV cars were assumed to decrease by 2,8% pa from 2015 to 2020, by 1,6% pa until 

2030 and 0,6% pa until 2050. The Reference scenario further assumed gradual improvements in 

specific fuel consumption and tailpipe CO2 emissions per distance traveled (…) Fuel consumption 

and CO2 improvement rates for future car vintages were assumed 1,5% pa”.  

Under these assumptions, sales of plug-in vehicles remain below 5% of new vehicle sales in 2030 

(Figure 6 in Brand et al.), which is only slightly higher than our projections. Under the alternative 

EV2 scenario proposed by Brand et al. (2017), 37% of new cars in 2030 are PHEVs and 8% BEVs, 

but this requires substantial policy changes. 

Second, the Market Acceptance of Advanced Automotive Technologies (MA3T) is a nested MNL 

model developed in the US (see Liu and Lin 2017). The model also includes transition dynamics 

(such as manufacturers’ learning by doing and economies of scale) and user heterogeneity. The 

model assumes that, with time, the unobserved attributes of plug-in electric vehicles will become 

similar to those of conventional ones, and thus that the ASCs will converge as well. It projects the 

following market shares by 2030: 57% for conventional fuels, 11% for hybrids, 12% for plug-in 

hybrids and 20% for electric cars. By 2040, the projected market shares are, respectively: 38%, 

13%, 17% and 32%.1 

Thus, the outcomes of Reference scenario for the UK is similar to our model results, while the 

MA3T is much more optimistic than our model for the prospects of electrified cars.  

7.3 Alternative approach: decreases in perceived costs 

 

Given that the low projected market shares for alternative fuels are driven by the values of the 

ASC, we need -to raise the question whether this assumption of unvarying ASC is reasonable. 

Indeed, on the one hand, in the case of CNG and diesel, these unobserved variables refer to 

structural variables that are unlikely to evolve endogenously through time (for instance, the 

reduced storage place in CNG cars). 

On the other hand, in the case of electric and hybrid cars, it could be argued that the low familiarity 

of consumers with these technologies leads to outdated perceptions regarding their total cost of 

ownership and range. Indeed, the spectacular improvements in terms of autonomy and costs of 

electric cars are a recent, and largely unanticipated, phenomenon.2 Outdated perceptions are likely 

to be corrected through actual experience and word-of-mouth effects (or “neighbor” effects). As 

discussed in the literature on technology adoption (see for instance Massiani 2013), such word-of-

mouth effects are typically characterised by positive feedback loops: as the number of people with 

positive experiences with new technologies increases, their positive comments will reach an ever-

increasing number of people, who, if convinced, will also reach out to new potential consumers 

                                                 
1 Personal correspondence between Zhenhong Lin and the author. 
2 Let us just consider a few examples of how reality has outrun even recent predictions of how the cost of batteries 

would evolve. In 2013, Wietschel et al. constructed three scenarios for electric vehicle penetration in Germany in 

2020. In their most optimistic scenario, they assumed that, by 2020, a battery price of 320 EUR/kWh can be reached. 

Under this scenario, it was expected that sales of electric cars would range between 1 million and 1.4 million in 

Germany alone. But, barely four years later, UBS (2017) concluded after a detailed engineering study of the Chevrolet 

Bolt that the battery pack of the Bolt had a cost of 209 USD/kWh. This report also referred to a battery pack cost of 

190 USD/kWh for the Tesla Model S. These figures are approximately one third below the most optimistic scenario 

of Wietschel et al. However, actual market shares are still far below the projected shares.  
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etc. 

In the literature, such effects are typically represented by logistic functions or by a Bass diffusion 

model. Applications in the adoption of alternative fuel technologies are discussed in Massiani 

(2013), Massiani and Gohs (2015) and Fulton et al. (2017). 

Jensen et al. (2017) propose an integration with discrete choice theory where “social learning” 

effects are represented in the utility function for new powertrains: increases in accumulated sales 

of alternative powertrains lead to increases in their expected utility. 

In the CIMS model (see Axsen et al. 2009), neighbor effects are represented by adding an 

“intangible cost” function to the life-cycle costs of technologies - this intangible cost of a 

technology at a given time is a decreasing function of the market share of the technology in the 

previous simulation period. 

However, this approach cannot account for other elements that are likely to improve through time 

such as: the low density (or the perception of a low density) of the recharging infrastructure, 

especially of fast-chargers ; the lack of diversity in the models that are available1; long delays in 

the delivery of orders… With the passage of time, the purchasing power of younger cohorts of 

consumers (who are arguably more open to innovation than older ones) also increases, which could 

in itself lead to increase in the sales of new technologies. 

Given that these elements are not explanatory variables in the discrete choice model, an alternative 

approach could be to assume exogenous changes in the ASC that would reflect them. 

For instance, Brand et al. (2017) have “modeled ‘consumer learning’ and the neighbor effect by 

assuming that the technology bias encapsulated in the technology preference parameter (ASCi) 

decreases linearly with increasing sales. We propose a somewhat different approach: we ask what 

the market shares of each technology would be, given that the perceived purchase cost of cars with 

alternative powertrains would decrease by certain amount compared to the actual cost in the 

reference scenario? 

                                                 
1 Liu and Lin (2017) and Mulholland, Tattini, Ramea, & O’Gallachoir (2018) discuss how the density of the charging 

infrastructure and the availability of diverse models have been incorporated into the MA3T model. Ramea, Bunch, 

Yang, Yeh, & Ogden (2018) integrate this behavioural approach in the Energy Systems Optimization Model TIMES. 

In a survey on the literature on consumer preferences for electric vehicles, Liao, Molin, & Van Wee (2017) conclude 

that the lack of diversity “may account for the low sales of EV”. Brand et al. (2017) also integrate the variety of supply 

in their projection model. Here as well, things could evolve very quickly at some point in the future. For instance, 

Volkswagen has now openly committed to a complete phasing out of combustion engines in its cars (Rauwald and 

Sachgau, 2018). 
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Figure 9 Evolution of the market shares of all vehicle types with decreases in perceived 

costs 

 

In order to implement this approach, we have assumed that perceived costs decrease according to 

a simple logistic function. The advantage of this specific approach is that it reflects the typical 

dynamics of adopting new technologies: first imperceptibly, until a take-off point is reached, after 

which adoption will increase rapidly, until it converges to a new plateau when all learning effects 

have leveled out. Formally, the reduction in perceived costs in the current year, 𝑌𝑒𝑎𝑟, is: 
𝑀𝑎𝑥𝑅𝑒𝑑𝑢

1 + 𝑒𝑥𝑝(𝑀𝑖𝑑𝑃𝑜𝑖𝑛𝑡𝑌𝑟 − 𝑌𝑒𝑎𝑟)
 

 

where 𝑀𝑎𝑥𝑅𝑒𝑑𝑢 is the reduction in perceived costs to which consumers will eventually converge 

and 𝑀𝑖𝑑𝑃𝑜𝑖𝑛𝑡𝑌𝑟 is the inflection point in the logistic function (informally, this is the mid-point 

between 2017 and the year where further changes in the perceived costs become negligibly small). 

We can then specify specific inflection points and maximum reductions in perceived costs for 

different technologies. For instance, Figure 9 represents the evolution of the market shares, 

assuming the parameter values of Table 5 (again, limited to the car types with a market share of at 

least 2% in 2040). 

 

Table 5 Parameters of the logistic function. 

Car type MaxRedu MidPointYr 

Charge sustaining hybrids 0,55 2020 

Plug-in hybrids 0,55 2020 

Battery electric 0,45 2025 

 

This evolution of the market shares is indeed what we would expect if the reduction in the 

perceived costs for hybrid vehicles evolves quickly in the next few years, and then remains stable 

as from 2025. For electric cars, the evolution corresponds to learning effects that start to take off 
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around 2020, accelerate until 2025, and stabilize around 2030. 

Under these joint assumptions, we first see an important increase in the market shares for gasoline 

hybrids and PHEVs. However, once the BEVs start becoming attractive, we see that part of the 

market share of gasoline hybrids and PHEV is “eaten” by BEVs. In other words, substitution 

effects do not just take place between “alternative” and “conventional” fuels, but also between 

“alternative” fuels.  

Figure 9 also illustrates that, while 𝑀𝑖𝑑𝑃𝑜𝑖𝑛𝑡𝑌𝑟 determines when electrified cars will start gaining 

significant market shares, it is 𝑀𝑎𝑥𝑅𝑒𝑑𝑢 that determines their eventual market shares when all 

non-measured barriers to adoption have been overcome. In other words, we see here that, under 

the MaxRedu we have assumed here, fossil fuel cars continue to play an important role in 2040. 

This gives an idea of the challenge that lies ahead: cost reductions for alternative fuel cars will not 

result in a high market share unless they are accompanied by important improvements in the 

charging infrastructure, in the diversity of supply and changes in the perceptions of the public. 

The discussion above leaves open the question whether the values of MaxRedu in Table 5 are 

realistic. Indeed, while the values of the ASCs in Table 4 have been estimated econometrically, the 

inflection point and the future plateau cannot be estimated with econometric techniques as long as 

the observed market shares are on the left side of the inflection point. 

This implies that there are two ways to look at this alternative formulation. 

One possibility is to use expert opinions on the inflection points and the future plateaus for each 

technology and to use the model to translate those assessments in future market shares. The model 

can then be used to enlighten a debate between different experts. 

A different approach could be to derive inflection points and future plateaus that can “reconstruct” 

the specific timeline of future market shares projected by published studies. This approach thus 

leads to a better understanding of the assumptions underlying those alternative projections and 

makes it easier to assess the plausibility of the results. 

8 Conclusion 

 

This paper describes the structure and the key assumptions of the new car stock module of the 

PLANET model. It also projects the composition of new vehicle sales and the total car stock until 

2040. 

Arguably the most striking result of this paper is that, in the scenario based on econometric 

estimates of the relevant parameters, almost all substitutions between fuel types take place between 

gasoline and diesel cars. Although electric and plug-in cars become increasingly competitive in 

terms of both fixed and variable costs, their shares in total sales remain very small in 2040. This 

stands in contrast with other results that have drawn a lot of attention such as BNEF (2018) but is 

roughly consistent with other scenarios that are based on explicit econometric modelling (such as 

Brand et al. 2017 or Fulton et al. 2017). 

We have argued that this is mainly due to the high values of the estimated alternative specific 

constants, which represent the part of an alternative’s utility that cannot be captured by the 

observed explanatory variables. In part, this reflects that the time period used for the calibration of 

the discrete choice model was very turbulent, with important changes in the policy environment, 

not all of which lend themselves easily to quantification. But, more fundamentally, there are 

several barriers to the adoption of alternative fuel cars that have not been captured by the discrete 

choice model, such as: the low density (or the perception of a low density) of the recharging 

infrastructure, especially of fast-chargers ; the lack of diversity in the models that are available, 
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long delays in the delivery of orders… 

Given the high values of the calibrated ASC, they continue to perpetuate those low market shares 

of alternative fuels until well in the future. Sensitivity analysis (results are available on request) 

has also shown that the projected market shares are not very sensitive to changes in the cost 

parameters. 

The picture changes if we allow for an exogenous decrease through time of the “perceived” 

acquisition costs (for instance as the result of social learning): assuming inflection point for hybrid 

cars around 2020 and for electric cars around 2025, we obtain much higher market shares. 

Our results indicate that cost reductions for alternative fuel cars will not result in a high market 

share unless they are accompanied by important improvements in the charging infrastructure, in 

the diversity of supply and changes in the perceptions of the public. We also show that substitution 

effects do not just take place between “alternative” and “conventional” fuels, but also between 

“alternative” fuels, as BEVs take away market share of hybrid cars and PHEVs. 

At a methodological level, our main conclusion is that, for the purpose of long-term projections of 

the car stock, we cannot rely econometric models of demand only. Based on the announcements 

made by car manufacturers, we have good reasons to assume that some of the current constraints 

on the expansion of electrified cars will be relaxed in the coming years1 and thus that the estimated 

statistical relations will not remain stable. Econometric models thus need to be complemented by 

expert judgements on how the supply side of the market is likely to evolve.  

Our work also points to several needs for further research. 

First, we have worked here with “average” costs for each COPERT class. Our work in Franckx 

(2019b) has shown that these averages hide an important variation between individual models. It 

even turns out that there is some overlap between different COPERT classes. A logical next step 

would then be to move from a discrete choice model based on “average” cars to a model based on 

cost and range parameters for individual models. 

Second, there is substantial uncertainty regarding the future evolution of key parameters, such as 

the cost and range of new electric models, or the price of fuel and electricity. It would therefore be 

useful to use Monte Carlo simulations with respect to the key uncertainties to verify how they 

affect the robustness of our key conclusions.  
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Substituting regular bus services by mobility on demand: theory and application 
  

Christophe Heyndrickx1 

Stef Proost2 

 

 

Abstract: Public planners have looked into the improvements in operational management, 

automation of transport services and advances in communication technologies to rationalize 

public transport provision. A move from a supply-oriented Fixed Route Transit (FRT) service to a 

more demand-oriented model is considered an attractive alternative by many. To gain more insight 

in the nature of MoD (or DRT) services, we develop an analytical model that allows to trade off 

fixed line bus services and MoD services. The model distinguishes a denser city centre and the 

periphery of the agglomeration. Based on our stylized model we derive rules for optimal (first-

best) frequency and route coverage for a fixed route bus service as well as the rules for an optimal 

MoD service. We also provide a theoretical proof that MoD systems may be self-financing under 

certain conditions, while bus services will generally not be self-financing. Next, we derive what 

costs are incurred by passengers moving within or between an urban core region and rural 

hinterland with either comprehensive fixed route bus coverage or a system combining bus with on-

demand transport. Associated operator costs are also calculated. Finally, we derive analytical 

rules for the optimal coverage of MoD services in either the urban core region or rural hinterland 

from a full cost (operator and passenger cost) perspective.  

 

Keywords: Transport economics, network planning, regional economics, public transportation, 

demand responsive transport 

1. Introduction 

 

Public planners have looked into the improvements in operational management, automation of 

transport services and advances in communication technologies to rationalize public transport 

provision. A move from a supply-oriented Fixed Route Transit (FRT) service to a more demand-

oriented model is considered an attractive alternative by many. Such systems, where mobility 

services are provided by a freeriding minibus, minivan or shared taxi are commonly referred to 

under an umbrella term as Mobility-on-Demand (MoD), Flexible Transport Services (FTS), 

Demand Responsive Transport (DRT) or Microtransit . MoD services3 offer a number of important 

advantages. The first is that MoD services need virtually no infrastructure to operate, compared to 

bus services that need elaborate networks of bus stops and regular rescheduling. Second, is that 

MoD services may be supplied more efficiently by the private market (take the example of Uber), 

compared to bus services (Liteng et al, 2016). Third, is that such services can be combined with 

special needs transport, under one common operator and budget (Brake and Nelson, 2007, Nelson 

et al, 2010). Fourth, MoD services have strong potential for further transport innovation, including 

                                                 
1 Transport & Mobility Leuven and KU Leuven, Belgium, christophe.heyndrickx@tmleuven.be 
2 KU Leuven, Belgium, Center for Economic Studies (CES) 
3 We consider Mobility on Demand (MoD) as the best term to refer to these services. Fixed Route Transit (FRT) is 

generally not completely unresponsive to demand (routes and capacity are commonly changed during high demand 

periods) and can be flexible as well (for example by dynamic rerouting). However, FRT is never solely on-demand 

of a specific user. Microtransit is a relatively new term, but is used as a common denominator of MoD-like services.   
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automated services (Martinez and Viegas, 2017) or developing a user-oriented platform that 

incorporates several types of transport modes under one streamlined mobility service (see 

Ambrosino et al.(2003, 2004)).  

Unsurprisingly this has sparked interest with on-demand transport in many countries (Konig and 

Grippenkoven, 2017). In the urban environment, on-demand transport is seen as a mode that can 

compete directly with characteristics that attract car users (Finn, 2012). In rural areas on-demand 

transport is generally considered an alternative for little-used rural bus connections (Ryley et al, 

2014). Theoretically this is a promising solution to many challenges of rural mobility (Mulley and 

Nelson, 2009; Velaga et al, 2012). In practice however, using MoD as a replacement for fixed 

route services shows mixed successes (Enoch et al. 2006, 2004; Davison et al. 2014, 2012, Laws 

et al, 2009). Ironically, while MoD services are generally introduced to save on operator costs, the 

main reason for discontinuing on-demand services are the financial constraints put to (local) 

governments (Juffs, 2010). This happened even to promising pilots that were only a few years in 

operation (as for Kutsuplus - Rissanen, 2016; Jokinen et al, 2017). In other cases on-demand 

services were used by too much passengers and it was necessary to impose limits to their use for 

specific regions or users (as for RegioTaxi – Buysse (2014)). Some on-demand services clashed 

with the regulatory framework for public transit or the the transport authority and were forced to 

stop services (Walker, 2017). 

The purpose of this paper is twofold: first to understand the possible niches of MoD systems in the 

general public transit system and second to understand the trade-offs between a fixed route and 

on-demand service. Additionally, we give some clues as to why such systems have been 

discontinued in the past. We adapt ideas and models developed by Grimaldi et al (2010), Tirachini 

et al (2010) that have been applied to make cost-benefit analysis of introducing tram, rail or rapid 

bus transit in urban areas. We also draw substantially on De Borger and Proost (2015), Jokinen 

(2016a) and Jokinen et al (2016b, 2017). On this basis we develop a formal model to determine 

the ideal coverage of a city with either regular bus services and/or MoD services. Our paper is best 

compared to Li and Quadrifoglio (2010, 2011) since we develop a formal model to replace fixed 

bus lines with on-demand transport. In contrast to this paper, we model a network of bus services 

extending from a densely populated core region, rather than one demand corridor served by one 

bus. On this basis we determine the extent of successful operation of on-demand bus services in 

different contexts.  

Our paper is organized in the following way. In section 2 we present a stylized model for public 

transport provision and derive rules for optimal (first-best) frequency and route coverage for a 

fixed route bus service as well as the rules for an optimal MoD service. We also provide a 

theoretical proof that MoD systems may be self-financing under certain conditions, while bus 

services will generally not be self-financing. Next, we derive what costs are incurred by passengers 

moving within or between an urban core region and rural hinterland with either comprehensive 

fixed route bus coverage or a system combining bus with on-demand transport. Associated 

operator costs are also calculated. Finally, we derive analytical rules for the optimal coverage of 

MoD services in either the urban core region or rural hinterland from a full cost (operator and 

passenger cost) perspective.  

Section 3 complements derivations of section 2 with numerical analysis. This provides us with the 

tools to numerically evaluate the rules for optimal coverage of MoD services derived in section 2. 

Section 4 concludes. 
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2. Model 

 

1. Model set-up 

We represent a region as a rectangular space with length L and width D with a large population 

centre in the origin of the axis. Along the length of the axis a bus network is organized with parallel 

lines extending to a maximum length of L, connecting the city centre with the periphery. It is a 

well-known fact in transit provision that it is cheaper to provide transit to densely populated areas 

than to sparsely populated areas. Since population density decreases when one moves from a city 

centre to its periphery, this indirectly implies that it becomes harder to serve outlying regions, as 

accessibility costs increase.  

We simplify this main insight by developing a two region model with a denser (city) region 

extending to 𝛼𝐿 with a higher (average) population density than the peripheral (rural) region (𝛿𝑢 >
𝛿𝑟). When moving away from the city, population becomes sparser, such that accessibility costs 

(Δ) become larger. We assume that in denser areas more infrastructure is available (connecting 

roads, sidewalks and cross-roads) so that it is easier to access the bus network1. Within the area 

there are three different types of trips with different average distances, we distinguish intra-urban 

(𝑙𝑢) / intra-rural (𝑙𝑟) and interregional ( 𝑙𝑟𝑢). We assume that trip origins and destinations are 

generated at a uniform rate, weighted by the population density, at any point along L as well as 

distributed uniformly along D. The probability that a trip has an origin or destination in region k 

(urban/rural) is in that case 

𝑝𝑘
0(𝛼𝑘) = 𝑝𝑘

𝑑(𝛼𝑘) =
𝛼𝑘𝛿𝑘

∑ 𝛼𝑘𝛿𝑘𝑘

   (1)  

Deriving the average distance travelled (𝑙 ) for each region index, we find that (see also A.1) 

𝑙 =
𝐿

3
, 𝑙𝑢 =

𝛼𝐿

3
, 𝑙𝑟 =

(1 − 𝛼)𝐿

3
, 𝑙𝑟𝑢 =

𝐿

2
  (2) 

 

 
Figure 24: Schematic representation of region with types of trips 

 

                                                 
1 For an illustration we can refer to to https://humantransit.org/2011/04/basics-walking-distance-to-transit.html 
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The fixed line bus service is characterized by a number of parallel lines (n) and the frequency of 

services (f) that are supplied within the space defined above. If one uses the bus service it is 

necessary to access it by walking from the nearest origin location (depending on n), waiting for a 

bus until it arrives (depending on f), riding it and then walking to the destination. This allows us 

to separate access costs (which take place along the vertical line) from waiting cost (which take 

place along the horizontal line). We will use this set-up to study several options for provision of 

on-demand services. This involves replacing a bus service in either the urban (core) or rural 

(periphery) area with an MoD option.  

The on-demand service does not have a fixed route, but arranges pick-up and drop-off passengers 

along a pre-set plan within their operational space. This means that access costs to the MoD system 

are zero. Instead people wait at home at a predetermined pick-up time. Parametrization of such a 

system is quite difficult (Jokinen, 2016a) as it depends on a lot of factors (waiting time, capacity 

and number of vehicles, size of the area, the market structure).  

For interregional passengers using an MoD connection we make the following assessment 

illustrated in Figure 25 below. This is worked out for a case where a bus service in the rural area 

is replaced with MoD, the other case can be treated in a similar way. 

 

Figure 25: Treating interregional passengers when using a comprehensive bus service or 

combined bus-MoD system 

 

Suppose there is a comprehensive bus service in the entire area with length L and width D as in 

Figure 24. An interregional passenger starts in A, moves to a stop, waits there and then boards the 

bus. After crossing distance 𝑑𝐴𝐵 = 𝑑𝐴𝑇 + 𝑑𝑇𝐵 the passenger gets out and moves to B. When there 

is a combination of a bus and MoD service (for example only a bus in the urban region), then 

people moving from A will still take a bus in the urban region. They board a bus and then move to 

a terminal T. There they access an MoD service that takes them to B with a certain detour (𝜌 > 1) 
compared to the bus service. A passenger starting at B will make the same trip, but in reverse. We 

work out the operator cost and passenger cost of either a singular or a combined system in section 

2.4. Finally, in section 2.5 of this chapter we use these equations to derive the total welfare impact 

of replacing fixed route transit services with MoD. 

 

2. Optimal bus service 

For the set-up of our model we draw heavily on Jansson (1980), (Tirachini et al. 2010), (Grimaldi 

et al. 2010) and (De Borger & Proost, 2015).We refer to these papers, since they treat the costs 

and benefits of different public transport systems, in particular Bus Rapid Transit (BRT), trams 

and standard bus services and give ranges under which these systems are optimal (in terms of 

frequency, dependency, accessibility, cost, capacity). We assume that there is a public planner who 

can control 2 elements: the number of parallel bus lines (n) and the frequency of the busses for 

𝐵 

𝑑𝐴𝑇 𝑑𝑇𝐵 

𝜌𝑑𝑇𝐵 

(1 − 𝛼)𝐿 

   

𝐿 

𝛼𝐿 

𝐴 

𝐷 

𝑀𝑂𝐷 
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each line (f). We assume that there is no congestion on the road and cars are priced efficiently. We 

use a public transport operator cost (𝐶𝑏) parameterized with a fixed cost 𝑐0 for each line, 𝑐1 for the 

variable cost associated with bus operations (n,f) and the length of the line (L) and a parameter 

used to take into account the impact of passenger demand (y) on operating cost (c2). Note that 

equation (3) ignores fixed costs that are not directly associated with increasing service (n), service 

frequency (f) or serving more passengers (y). This may include back-office costs and certain 

administrative infrastructure costs. Omitting these costs is a convenient simplification, while not 

altering our results substantively.  

𝐶𝑏 = 𝑐0
𝑏𝑛 + 𝑐1

𝑏𝑛𝑓𝐿 + 𝑐2
𝑏𝛽𝑦  (3) 

 

Following Tirachini et al (2010), we have a generalized passenger cost (g) defined as: 

𝑔 = 𝑝 + 𝑉𝑎𝑎(𝑛) + 𝑉𝑤𝑤(𝑓) + 𝑉𝑟𝑟(𝑛, 𝑓) (4) 
 

This consists of the fare (p), an ‘access cost’, a ‘waiting cost’ and an ‘in-vehicle riding cost’. Other 

parameters are a specific value of time parameters for access  (𝑉𝑎), waiting (𝑉𝑤) and vehicle 

time (𝑉𝑟). Let’s first consider the access cost of the bus service. The access cost 𝑎  is defined as 

the average time to get to a bus stop and move towards the final destination in the total trip. This 

is a function of the expected distance one needs to walk to (and from) a bus stop, so two times 

(
𝐷

4𝑛
 ), multiplied with a term depending on the population density in the region (

𝑏

𝛿
)
𝑞

.  

𝑎 = 2 (
𝐷

4𝑛
 ) (

𝑏

𝛿
)
𝑞

𝑉𝑎   𝑛 ∈ ℕ>0 (5) 

The waiting time is composed of a factor relating frequency to time (𝜖 1).  

𝑤 = (
𝜖

𝑓
)  𝑛 ∈ ℕ>0    (6) 

The in-vehicle time cost of a passenger on a particular line (𝑟) depends on the travel time and the 

occupancy of the vehicle (𝜃𝑏). We first define the theoretical ‘stop-less’ speed of the bus (
1

𝑣𝑏
=

𝛽0 ). The occupancy is calculated as the the demand (y) divided by the amount of lines operating 

on the trajectory (n) and the frequency (f) multiplied by the ratio of the average trip length (l) and 

the length of the line (L). Costs related to higher occupancy of vehicles are increased alight time 

and crowding. We use 𝛽𝑏 as the parameter determining the delay cost for each additional passenger 

mounting or dismounting the bus and 𝜔 a parameter for the cost of crowding.  

𝑟 = 𝑙(𝛽0 + (𝛽𝑏 +𝜔)𝜃𝑏) 𝑛 ∈ ℕ>0  𝑤𝑖𝑡ℎ 𝜃𝑏 =
𝑙

𝐿

𝑦

𝑛𝑓
   (7)  

We see that the in-vehicle cost is thus composed of travel time, alight time and crowding costs.  

Using all of the information above, we can simplify2 the generalized passenger cost to: 

𝑔 = 𝑝 + 𝑔𝑜 +
Δ

𝑛
+
Ε

𝑓
+ (𝐵 +𝑊)

𝑦

𝑛𝑓
  (8) 

Generalized costs fall apart in the fare, base time cost, and terms related to access cost ∆/n, waiting 

cost E/f and costs associated with other passengers (delays and crowding) (B+W)y/nf.  

Maximizing welfare (WF) for the bus service, we have with 𝑃𝐵(𝑦) the inverse travel demand 

curve for bus travel, the following objective function: 

                                                 
1 Usually 𝜖 =  0,5 

2 With 𝑔0 = 𝑙𝛽0𝑉𝑟
𝑏 , Δ = (

𝐷

2
 ) (

𝑏

𝛿
)
𝑞

𝑉𝑎  , 𝐸 = 𝜖𝑉𝑤  , 𝐵 = (𝑙2
𝛽𝑏

𝐿𝐾
)𝑉𝑟   𝑎𝑛𝑑 𝑊 = (𝑙2

𝜔

𝐿𝐾
)𝑉𝑟  
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𝑊𝐹 = ∫ (𝑃𝐵(𝑦)𝑑𝑦 − 𝑔(. )𝑦
𝑦

0

− 𝑛𝑐0 − 𝑛𝑓𝐿𝑐𝑏 − βc2  y + p𝑦  (9) 

Applying standard optimization techniques we can derive the optimal price will be equal to 

equation (10) This is comparable to the derivation made in De Borger and Proost (2015) and 

Turvey and Mohring (1975), Mohring (1972). 

𝑝 = βc2
b +

(Β +W)

𝑛𝑓
𝑦  (10) 

The optimal price equals the cost related to alight times for operator and passengers as well as the 

crowding costs. Filling in optimal p, we have that the optimal network density and frequencies are 

equal to 

𝑛2 =
𝑦

𝑐0
𝑓
+ 𝐿𝑐1

𝑏
(
Δ

𝑓
+
𝐵 +𝑊

𝑓2
𝑦) (11) 

𝑓2 =
𝑦

𝐿𝑐1
𝑏 (
𝐸

𝑛
+
𝐵 +𝑊

𝑛2
𝑦)  (12) 

The expression for optimal network coverage (n) and the optimal frequency (f) show that these are 

imperfect substitutes. Our expressions show that more network coverage (larger n) would be 

justified with lower frequencies and high access costs Δ (in the more sparsely populated regions), 

while the opposite would hold for regions with lower relative access costs Δ (say in an urbanised 

region) and higher frequency. Moreover if 
𝑐0

𝑓
≪ 𝐿𝑐1

𝑏 we can derive that network density (n) and 

frequency (f) would be proportional to the accessibility (Δ), waiting cost and crowding cost.  
𝑛

𝑓
≅
Δ

𝐸
  (13) 

Applying this in turn to the time cost, we find that the generalized cost can be simplified into: 

𝑔 = 𝑝 + 𝑔0 + 2
𝐸

𝑓
+ 𝑦

(𝐵 +𝑊)𝐸

𝑓2Δ
 (14) 

Exploring cost recovery in more detail, we find that (using equations 11 and 12) 

py − Cb =
𝑛

𝑓
[
𝐵 +𝑊

𝑛2
𝑦2 − 𝑓𝑐0

𝑏 − 𝑓2𝑐1
𝑏𝐿] =

𝑛

𝑓
(−𝑦

𝐸

𝑛
− 𝑐0

𝑏) < 0 𝑖𝑓 𝐸, 𝑐0
𝑏 , 𝑦 > 0   (15) 

Since f and n are trivially larger than 0, we have that in the presence of a fixed cost per bus line 

and waiting costs, the optimal bus service will normally not be self-financing. Combining (13) 

with (15) we can infer that in crowded cities with very low accessibility costs (Δ) to waiting cost 

(E) and therefore 𝑓 ≫ 𝑛 , cost recovery will be almost perfect. Using similar derivations, 

Borjesson, Fung and Proost (2018) show that cost recovery in high density areas with scarce road 

space is much higher, since crowding effects (which are internalized in the tariff) are relatively 

larger than waiting costs. Anas (2012) and Behrens et al (2015) show that differential land rents 

can be used in combination with optimal pricing to fully finance public transit (Henry George 

Theorem) even under second-best conditions. We can derive optimal network density (n) and 

frequency (f) from the equations above. However, this does not lead to a simple analytical solution 

1 We can determine simple solutions to network density and frequency when we ignore alighting 

times and crowding. In that case we find: 

                                                 
1 A simple analytical solution in the case of positive values for crowding and passenger alight time is not available, 

although it can be determined numerically from the equation  𝑓4 − 𝑓
𝑦𝐸2

𝐿𝑐𝑏Δ
−

𝑦2𝐸2

𝐿𝑐𝑏Δ
2 (𝐵 +𝑊) = 0  
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𝑛3 = (
𝑦

𝐿𝑐1
𝑏

Δ2

E
)   & 𝑓3 = (

𝑦

𝐿𝑐1
𝑏

E2

Δ
)   (16) 

While expressions for n and f are more complicated in the presence of crowding cost and alight 

time, we see from (16) that density and frequency go up with approximately a third root of demand. 

Similarly, using (16) and ignoring fixed line costs and alight times, we see that costs in this case 

will increase less than proportionally with the number of passengers.  

𝐶𝑏 = 𝑐1
𝑏𝑛𝑓𝐿 = (𝑦2𝐿𝑐1

𝑏Δ𝐸)
1
3  (17) 

Total passenger costs (Gb) when ignoring alighting times and crowding costs are also very simple. 

Additionally (17) has a direct correspondence with operator cost 𝐶𝑏 (18) 

𝐺𝑏 = 𝑦. 𝑔 = 𝑦 (𝑔𝑜 + 2
𝐸

𝑓
) = 𝑦. 𝑔0 + 2(𝑦

2𝐿𝑐1
𝑏ΔE)

1
3 = 𝑦. 𝑔0 + 2. 𝐶𝑏 (18) 

 

3. First best optimal MoD service 

We determine the characteristics of an optimal MoD system. We define the operator cost of MoD 

as 𝐶𝑚. We simplify the cost function of Jokinen (2016), such that it is structurally similar to the 

cost function of bus operations (see equation 5). The cost function for MoD is given in (19). Within 

a certain predetermined amount of time (H), the operator has a number of fixed costs 𝑐0
𝑚 (wage of 

the driver, fixed cost of vehicle, fixed cost associated with dispatching) associated with each 

vehicle in operation (𝑛)1. The next part of the equation is the variable cost associated with driving 

the vehicle. We multiply the variable cost 𝑐1
𝑚 with the amount of operator kilometers. We first 

calculate the total passenger kilometres as the total amount of passengers (y) multiplied with the 

average trip distance (l), which is based on the shortest route between pick-up and drop-off 

locations. We define 𝛾 as the ratio of operator kilometers versus passenger kilometers. This is a 

function of 𝜃 or the total passenger kilometres (yl) per vehicle hour (𝑛.𝐻). The final part of the 

equation are the costs directly associated with an increase in passengers (dispatching and alight 

times) 𝑐2
𝑚. Note that (19) like (3) ignores fixed costs not associated with vehicle operations or 

passenger handling.  

𝐶𝑚 = 𝑐0
𝑚𝑛𝐻 + 𝑐1

𝑚𝛾(𝜃)𝑦𝑙 + 𝑐2
𝑚𝑦 𝑤𝑖𝑡ℎ 𝜃 =

𝑦𝑙

𝑛𝐻
  (19) 

 

We define the passenger costs below. Again using 𝑤 for waiting time and  𝑉𝑤, 𝑉𝑟 for the value of 

waiting time and in-vehicle time, we have equation (20)2. Notice that access costs 𝑎𝑉𝑎 are zero as 

we assume passengers are picked up at the origin. 

 

𝑔 = 𝑝 + 𝑤(𝜃)𝑉𝑤 + 𝑟(𝜃)𝑉𝑟   (20) 
 

The in-vehicle time (𝑟) is given in (21) (with 𝛽0 = 1/𝑣𝑚 ). We assume there is no crowding effect 

(𝜔 = 0) to simplify the comparison between MoD and fixed line bus services.  

𝑟 = 𝛽0𝜌(𝜃)𝑙 + 𝛽𝜃 (21)  
 

                                                 
1 In the previous section we used n for the amount of bus lines. We used the same symbol here but now for the 

number of vehicles for convenience and to keep a structural similarity between the bus service optimization and 

MoD optimization. 
2 We assume that the operator has no direct influence on the operational speed of the vehicles in the system.  
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To illustrate the main concepts used in this section and how additional demand is covered in an 

MoD system we use  

 

Figure 26 below. Suppose we start with 2 customers of our MoD system (which we imagine as a 

free-driving taxi or minibus) with pick-up locations A & B and drop-off A’ & B’1. A minibus starts 

from a central location (X) to pick up A & B, drive them to their respective destinations and then 

returns to X. We assume that the initial actual travel demand for both customers is the same and 

equal to 𝑙. If a vehicle can take more than one person on board and the distance from the depot is 

reasonably small, the total operator kilometres (𝑑𝑂) will generally be smaller than the total travel 

demand (𝑑𝐷 = 2𝑙).  
 

 

 

 

 

 

 

 

 

Figure 26: Schematic representation of an MoD service with 2 & 3 customers with either 

rerouting an existing vehicle (left) or dispatching a new vehicle (right) 

When a third customer (C) enters the market, we assume total travel demand goes up to 𝑑𝐷 = 3𝑙. 
The new demand can be resolved in two ways, either by rerouting the current vehicle, thus picking 

up C and dropping him/her off at C’ or dispatching a new vehicle. We can logically infer that a 

new vehicle would generally increase operator kilometres to a larger extent than rerouting the 

vehicle in operation, as a new vehicle needs to depart and return to a central location X. This is 

even before considering that a new driver would need to be engaged 2. We use 𝛾 as a factor 

determining the ratio of operator kilometres (𝑑𝑂) in relation to the actual point-to-point trip 

demand (𝑑𝐷) with 𝛾′𝜃  as the first derivative of 𝛾  for the amount of passenger kilometres per 

vehicle hour.  

𝛾 =
𝑑𝑂
𝑑𝐷
   𝛾′𝜃 ≤  0 (22) 

Next, define ρ as the ratio of actual passenger kilometres (𝑑𝑃) (including deviations) performed in 

the MoD system to the point-to-point travel demand. We can easily see that when customer C is 

added, rerouting the existing vehicle will increase 𝜌 as customer A&B will spend more kilometers 

(time) in the vehicle. Customer C thus imposes a cost on the other customers. This is not the case 

when a new vehicle is dispatched. In this case, ρ for the whole system will decrease, as customer 

C has a point-to-point trip and there are no changes for A&B. 

𝜌 =
𝑑𝑃
𝑑𝐷
      𝜌′𝜃 ≥ 0  (23) 

Similarly, waiting costs for customers will generally go up when vehicles are rerouted and decrease 

when a new vehicle is dispatched, such that 𝑤𝜃
′ ≥ 0.  

                                                 
1 The exact nature of this pick-up or drop-off location does not matter, only that it is accessible by the MoD system. 
2 Operator kilometres are used as a proxy for operator cost here, as the figure serves mainly an illustrative purpose 
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The load factor ( 𝜇) can now easily be determined as the ratio of 𝜌 and 𝛾.   

𝜇 =
𝜌

𝛾
 (24) 

We can maximize utility for supplying an MoD service or (25) 

𝑊𝐹 = ∫ (𝑃𝐵(𝑦)𝑑𝑦 − 𝑔(. )𝑦
𝑦

0

− 𝐶𝑚 + p𝑦  (25) 

Focussing on the operator, we know that the two main variables that are controlled are the price 

(fare) and the amount of vehicles used. We first derive the optimal price by standard optimization 

techniques (see appendix A.2): 

 p = 𝑐1
𝑚𝑙 (γ + yγ′θθy

′ ) + 𝑐2
𝑚 + θy

′ 𝑦(rθ
′𝑉𝑟 +w′θ𝑉𝑤) (26) 

The first part of the price contains the marginal cost of the operator of an extra passenger plus the 

impact of each additional passenger on operating cost (𝛾𝜃
′ ≤ 0). More passengers reduce cost, as 

more passengers may make it easier to combine trips, hence lowering the amount of additional 

operator kilometres. The second part is the additional cost due to alight times and dispatching cost 

related to each passenger. The third part is the cost to dispatching and matching vehicles with 

additional passengers. The fourth part is the additional ride, alight time and waiting cost each 

passenger imposes on other passengers (rθ
′ , 𝑤𝜃

′ ≥ 0) . 
 

Next, by deriving (26) for the amount of vehicles operating (see appendix A.2), we find (27) 

𝑐0
𝑚𝐻 + 𝑐1

𝑚θn
′ 𝛾′𝜃𝑦𝑙 = −θn

′ 𝑦( rθ
′𝑉𝑟 +w′θ𝑉𝑤) (27) 

 

We find that the first-best optimal amount of vehicles is at the point where the relative extra cost 

of one vehicle, matches the reduction in ride and waiting cost for the passengers. Using that 𝜃𝑛
′ =

−
𝑦𝑙

𝑛2𝐻
 we have: 

𝑛 =
𝑦𝑙

𝑐0𝐻
[
(𝑟𝜃
′𝑉𝑟 + 𝑤𝜃

′𝑉𝑤)

𝑙
+ 𝑐1

𝑚𝛾𝜃
′ ]

1
2

 (28) 

 

Since solving (30) comes down to maximizing the expression within brackets, we can deduce that 

there is an optimal vehicle occupancy 𝜃 =
𝑦𝑙

𝑛𝐻
. This means that in optimal MoD services, the 

amount of vehicles would increase linearly with the travel demand in line with the occupancy. 

We present this is our first proposition related to MoD services.  

 

PROPOSITION 1 In optimal MoD services, vehicle allocation will increase linearly in travel 

demand. This in contrast to optimal bus services where optimal frequency and network density 

decrease at a less than linear rate.  

 

Proposition 1 implies that optimal MoD services display no (or limited) return-to-scale in their 

operations. The intuition is that MoD services as implied here (no fixed lines, door-to-door) would 

not be that flexible in transporting more passengers per hour than a certain target. The reason is 

that this would either cause large additional vehicle dispatching costs or involve additional detours 

for passengers already in the vehicle, additional waiting time and rescheduling of trips. We would 

therefore expect that in real world operations an increase in travel demand (in passenger 

kilometres) is matched with a corresponding amount of vehicles being used, such that relative 

performance of each vehicle (in passenger kilometres per vehicle hour) remains stable (𝜃). This is 
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not necessarily true for a fixed line bus system, as buses have more spare capacity and the impact 

of an additional passenger for a bus would generally be lower than for an MoD system. We can 

now explore if the MoD system can be self-financing. Using (28) we have that: 

 

𝑝𝑦 − 𝐶𝑚 = 𝑐1
𝑚γ′θθy

′ y2 + (rθ
′𝑉𝑟 +w′θ𝑉𝑤)θy

′ 𝑦2 − 𝑐0
𝑚𝑛𝐻 (29) 

 

Now using (27) we can replace the first term in (29) which allows us to drop the second term in 

(29), leaving (30), which is equal to zero and therefore consistent with self-financing.  

−
𝜃𝑦
′

𝜃𝑛′
𝑐0
𝑚𝐻𝑦 − 𝑐0

𝑚𝑛𝐻 = 0  as  
𝜃𝑦
′

𝜃𝑛′
= −

𝑛

𝑦
 (30) 

On the basis of (30) we come to our second proposition. 

 

PROPOSITION 2 Optimal pricing for MoD systems can be consistent with self-financing under 

certain conditions. This is the case when there are neutral returns-to-scale in matching 

passengers to vehicles, fleet size can adapt perfectly to changes in demand and in the absence 

of fixed costs unrelated to either vehicle operation or passenger handling. 

 

The intuition follows from proposition 1. When there are no returns to scale, the marginal social 

cost is constant. Pricing at the marginal social cost will then cover the operations costs. We contrast 

this with Arnott (1996) who shows that the taxi market should be subsidized, as there are positive 

returns to scale in the waiting function1. The difference with our analysis and Arnott (1996) comes 

down to the supposed dynamics of the MoD systems. While the taxi market caters for individual 

transport trips, MoD services as modelled here allow combining pick-up and drop-off points of 

multiple passengers and rerouting/dispatching vehicles dynamically2. We assume the operator 

(planner) optimizes its fleet size in proportion to demand to balance savings in operator cost with 

passenger cost (waiting time and in-vehicle cost). We can intuitively derive the impact if any of 

these assumptions are relaxed. These follow directly from insights from self-financing literature 

(Verhoef and Mohring, 2009). If fleet size is not perfectly scalable to travel demand there will be 

either a shortage or an oversupply of vehicles periodically compared to optimal conditions. 

Shortages of vehicles will result in a small increase in the operator surplus, at the detriment of 

customer quality. An oversupply may lead to better quality, but losses for the operator.  

Neutral scale economies in passenger handling and matching are associated with self-financing in 

MoD systems. Suppose we introduce the first derivative of c2
m  for passenger handling as 

cy
′ . Diseconomies of scale (cy

′ > 0) will result in a surplus for the operator, positive economies of 

scale (cy
′ < 0) to a deficit, both equal to cy

′ y3. Yang et al (2011) come to a similar conclusion for 

the (related) taxi market through analysing the properties of matching idle taxis to consumers. 

They find that when this matching function has constant returns to scale, no subsidies are necessary 

in the social optimum. The passenger handling cost we present here is an aggregate form of the 

cost associated with such matching and thus plays a similar role.  

                                                 
1 Doubling the trip distances and doubling the amount of taxis simultaneously would decrease average waiting time 

through a doubling of vacant taxis. 
2 In other words, the vehicle in an MoD system is not necessarily idle or vacant in order to be used to pick up 

passengers. Therefore, we do not model ‘vacancy’ as in normal taxi markets.  
3 This would make the optimal price p = 𝑐1

𝑚𝑙 (γ + yγ′θθy
′ ) + 𝑐2

𝑚 + 𝐜𝐲
′𝐲 + θy

′ 𝑦(rθ
′ 𝑉𝑟 + w′θ𝑉𝑤) 
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If we compare this result to actual MoD systems we find that many of these systems require 

substantial support to survive financially. This dichotomy can be explained rather easily. First, 

real-world examples of taxis services and ride sourcing systems (Liteng et al, 2016) show that 

positive returns to scale with respect to passenger handling and matching are the rule rather than 

the exception. Second, there are substantial practical and regulatory limits to operation of a taxi or 

(on-demand) public transit systems that interfere with optimizing the fleet size to travel demand at 

each moment in time. Third and probably more important is that the theoretical existence of a self-

financing market for on-demand services does not imply that the service will actually exist. In fact, 

where the willingness to pay is high enough and the regulatory setting allows it these services have 

bloomed up with little to no government support (and in some cases against considerable 

resistance). As we have claimed before, this is mostly true for well-developed urban markets or 

certain niche transport markets (airport transport). That these services are only marginally present 

in rural markets, can most likely be explained due to low population density, competition with 

conventional bus services and high private car ownership, all leading to low and infrequent 

demand. Of course, if the social benefit of supporting an MoD service in the rural area is high 

enough, there is a case for government intervention. In what follows we will avoid discussions on 

the desirability of public support, but rather look at what system (bus or MoD) can provide a 

service at minimal cost.  

 

4. Passenger and operator costs with bus and Mod services 

In this section we discuss the passenger and operator costs associated with either a comprehensive 

bus service or an on-demand service. We use subscripts to indicate what service we provide, using 

either B or M to indicate a bus service or MoD service in respectively the urban or rural area1.  

We start from a strongly simplified set-up ignoring crowding and alight cost ( 𝑐2
𝑏 , 𝐵,𝑊) , 

congestion, as well as assuming inelastic demands for public transit, such that the total demand 

remains the same (𝑦0 = 𝑦𝑢 + 𝑦𝑟+𝑦𝑟𝑢). We will also assume that costs associated with line density 

𝑐0
𝑏 and vehicles 𝑐0

𝑚 are zero. For convenience we also assume that the total number of trips is equal 

to the total population (every person makes exactly one bus trip). These assumptions have as main 

advantage that it is still possible to derive an analytical result, rather than only a numerical one, 

while not changing the main insights we derive from the model below2. Ignoring crowding and 

alight cost ( 𝑐2
𝑏 , 𝐵,𝑊)  can lead our model to overestimate line coverage and underestimate 

frequency.  

A fixed demand will lead to an underestimation of the impact of price policy for public transit, 

especially where it concerns higher fares for MoD services. Leaving out fixed costs for bus lines 

and vehicles might lead to an overestimation of line density and too much vehicles allocated to the 

market. While results could vary upon inclusion of these impacts, this does not critically 

compromise the main insights delivered below.  

For the generalized time cost of the MoD service, we can simplify the expressions by making the 

following assumptions: First, the operating speed of the bus service and the MoD service are 

                                                 
1 For example 𝐺𝐵𝐵 represents the total passenger cost in the case of a comprehensive bus service in the urban (core) 

and rural (peripheral) area. 𝐺𝐵𝑀 represents the total passenger cost when there is a bus service in the urban area and 

an MoD service in the rural area.  
2 Relaxing these assumptions may lead to a less favourable result for MoD services. While this may be relevant, this 

does not change our main conclusions substantially. 
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identical (such that speed 𝑣 = 𝑣𝐵 = 𝑣𝑀). Second, the distance travelled by the bus is the most 

direct route. Doing this has the mayor advantage that it is much easier to compare the passenger 

cost in both systems. The first assumption is not overly strange, as both a bus and the smaller MoD 

vehicle would be subject to similar traffic conditions1 . The second assumption may be less 

intuitive, but follows the set-up of our model. In fact, we assume that all access cost happen in the 

vertical axis and all travel in the horizontal axis of the ‘city’ (see Figure 24). So, the distance 

travelled on the bus is actually the shortest route in the horizontal plane. This is not necessarily 

unrealistic, since an MoD user in a door-to-door system would seemingly take a more direct route 

(since his/her access cost is zero), but the comparative time spent in the vehicle will be much 

longer due to detours to pick-up and drop-off other passengers.  

Applying the assumptions above and using derivations in appendix A.3, we have that the total 

passenger costs in a comprehensive system with a bus service in the centre and MoD service in 

the periphery (𝐺𝐵𝑀) are equal to: 

𝐺𝐵𝑀 = (𝑦𝑢𝑔𝑢
𝑀 + 𝑦𝑟𝑢𝑔𝑢𝑟

𝑀 + 𝑦𝑟𝑔𝑟
𝑀)

= 𝑦𝑢 (𝛼𝑔0 + 2
𝐸

𝑓𝑢
) + 𝑦𝑟𝑢 (

3

2
(𝛼𝑔0 + (1 − 𝛼)𝑔0) + 2

𝐸

𝑓𝑢
+ 𝑤𝑉𝑤) + 𝑦𝑟(1 − 𝛼)𝜌𝑔0

+ 𝑤𝑉𝑤 (31) 
Since we assume time costs on the urban bus service are not affected by moving to a combined 

system (section A.3), we can isolate the access and waiting cost for bus users on the combined 

system. Therefore we have expression 𝐺𝐵 

𝐺𝐵 = 2(𝑦𝑢 + 𝑦𝑟𝑢)
𝐸

𝑓𝑢
= 2(𝑦𝑢 + 𝑦𝑟𝑢)

2/3 ((𝛼𝐿𝑐1
𝑏)𝐸Δ𝑢 )

1/3

 (32) 

Operator costs associated with bus services 𝐶𝐵 are equal to  

𝐶𝐵 = (𝑦𝑢 + 𝑦𝑟𝑢)
2/3 ((𝛼𝐿𝑐1

𝑏)𝐸Δ𝑢 )
1/3

=
1

2
𝐺𝐵  (33) 

Similarly additional costs related to the use of the MoD system can be isolated from time costs. 

These are only composed of the waiting cost of the MoD service and the detours one makes when 

using the MoD service (𝜌 − 1). These are therefore equal to 𝐺𝑀: 

𝐺𝑀 = 𝑦𝑟((𝜌 − 1)(1 − 𝛼)𝑔0 + 𝑤𝑉𝑤) + 𝑦𝑟𝑢 (
3

2
(𝜌 − 1)(1 − 𝛼)𝑔0 + 𝑤𝑉𝑤) (34) 

Although the MoD system is more complex to evaluate as an operational system, deriving its cost 

structure is surprisingly simple. From section 2.3 follows that the marginal operation cost as well 

as the average operating cost of the MoD system per passenger kilometre is equal to 𝛾. 𝑐1
𝑚2 

Operator costs on the MoD system (𝐶𝑀) are then calculated directly from the point-to-point 

demand for passenger kilometers or: 

𝐶𝑀 = 𝛾 (𝑦𝑟
(1 − 𝛼)𝐿

3
+ 𝑦𝑟𝑢

(1 − 𝛼)𝐿

2
) 𝑐1

𝑚  (35) 

With this we finally have the tools to compare bus and MoD services in our stylized model. We 

consider this in the next section (2.5) 

 

5. Comparison between bus and MoD services 

                                                 
1 A bus service would probably make more stops, but the stops of an MoD system may be longer, possibly 

cancelling out any true difference in speed.  
2 Credible values for 𝛾 are between 0.5 and 1.5. See also benchmark in section 3 
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On the basis of the previous section and appendix A.3, we summarize the cost structure of 

providing public transport services for the entire region below in Table 8. We use the same notation 

and indicate BB as comprehensive fixed route bus services and BM or MB as combinations of a 

bus and MoD service in either the urban/rural region. We also treat the replacement of a 

comprehensive bus service with a comprehensive MoD service. The results in this section are 

supported by numerical analysis. 

 

Table 8: Overview of cost to provide bus service / MoD service in either entire region or 

urban/rural region1 

Urban Rural Total Operator cost Total Passenger cost 

Bus Bus 
𝐶𝐵𝐵 = 𝑦0

2
3 ((𝐿𝑐1

𝑏)𝐸Δ0 )

1
3
 𝐺𝐵𝐵 = 2𝑦0

2/3
((𝐿𝑐1

𝑏)𝐸Δ0 )
1/3

 

Bus MOD 
𝐶𝐵 = (𝑦𝑢 + 𝑦𝑟𝑢)

2
3. ((𝛼𝐿𝑐1

𝑏)𝐸Δ0 )

1
3
 

𝐶𝑀

=  𝛾 (𝑦𝑟
(1 − 𝛼)𝐿

3

+ 𝑦𝑟𝑢
(1 − 𝛼)𝐿

2
) 𝑐1

𝑚 

𝐶𝐵𝑀 = 𝐶𝐵 + 𝐶𝑀 

            𝐺𝐵

=  2(𝑦𝑢 + 𝑦𝑟𝑢)
2/3 ((𝛼𝐿𝑐1

𝑏)𝐸Δ𝑢 )
1/3

 

𝐺𝑀 = 𝑦𝑟((𝜌 − 1)(1 − 𝛼)𝑔0 + 𝑤𝑉𝑤) 

+ 𝑦𝑟𝑢 (
3

2
 (𝜌 − 1)(1 − 𝛼)𝑔0 + 𝑤𝑉𝑤) 

MOD Bus 
𝐶𝑀 = 𝛾 (𝑦𝑢

𝛼𝐿

3
+ 𝑦𝑟𝑢

𝛼𝐿

2
) 𝑐1

𝑚 

𝐶𝐵 = (𝑦𝑟 + 𝑦𝑟𝑢)
2
3. (((1

− 𝛼)𝐿𝑐1
𝑏)𝐸Δ0 )

1
3
 

𝐺𝑀 =  𝑦𝑢((𝜌 − 1)(𝛼)𝑔0 + 𝑤𝑉𝑤) 

+ 𝑦𝑟𝑢 (
3

2
(𝜌 − 1)(𝛼)𝑔0 + 𝑤𝑉𝑤) 

𝐺𝐵 = 2(𝑦𝑟 + 𝑦𝑟𝑢)
2/3 (((1

− 𝛼)𝐿𝑐1
𝑏)𝐸Δ𝑢 )

1/3

 

MOD MOD 
𝐶𝑀𝑀 = 𝑦0𝛾.

𝐿

3
𝑐1
𝑚 

𝐺𝑀𝑀 = 𝑦0((𝜌 − 1)𝑔0 + 𝑤𝑉𝑤) 

 

We can now look at the costs associated with moving to a combined system. In this case we replace 

either the bus service in the rural region with on-demand transport, keeping an urban bus service 

(𝐵𝐵 → 𝐵𝑀) or we use MoD transport in the urban region complemented with rural bus services 

(𝐵𝐵 → 𝑀𝐵) . From Table 8 we find that the welfare changes associated with such a move 

(Δ𝑊𝐹𝐵𝐵→𝐵𝑀 𝑎𝑛𝑑  Δ𝑊𝐹𝐵𝐵→𝑀𝐵) can be captured in equations (36) and (37). 

                                                 
1 We do not take the in-vehicle time cost for the bus into account (𝑔0) since we assume that only waiting costs 

matter here (no alight time or crowding). For MoD services we take into account the ‘detours’ (𝜌 − 1) and extra in-

vehicle time as compared to bus services. In our set-up, bus services have the lowest in-vehicle time as we account 

for access costs separately.  
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Δ𝑊𝐹𝐵𝐵→𝐵𝑀 = −(𝐺𝐵 + 𝐺𝑀) − 𝐶𝐵𝑀 + (𝐺𝐵𝐵 + 𝐶𝐵𝐵)

= (Δ0

1
3𝑦0

2
3 − 𝛼

1
3Δ𝑢

1
3 (𝑦𝑢 + 𝑦𝑟𝑢)

2
3) (𝐿𝑐1

𝑏)
1
3 (3𝐸

1
3) 

                                  −( 𝜌 − 1)(1 − 𝛼)𝑔0 (𝑦𝑟 +
3

2
𝑦𝑟𝑢) − (𝑦𝑟𝑢 + 𝑦𝑟)𝑤𝑉𝑤 −  𝛾(1

− 𝛼)𝐿 (
𝑦𝑟
3
+
𝑦𝑟𝑢
2
) 𝑐1

𝑚    (36) 

Δ𝑊𝐹𝐵𝐵→𝑀𝐵 = −(𝐺𝐵 + 𝐺𝑀) − 𝐶𝑀𝑩 + (𝐺𝐵𝐵 + 𝐶𝐵𝐵)

= (Δ0

1
3𝑦0

2
3 − (1 − 𝛼)

1
3Δ𝑟

1
3(𝑦𝑟 + 𝑦𝑟𝑢)

2
3) (𝐿𝑐1

𝑏)
1
3 (3𝐸

1
3) 

                                  −( 𝜌 − 1)(𝛼)𝑔0 (𝑦𝑢 +
3

2
𝑦𝑟𝑢) − (𝑦𝑢 + 𝑦𝑟𝑢)𝑤𝑉𝑤

−  𝛾(𝛼)𝐿 (
𝑦𝑢
3
+
𝑦𝑟𝑢
2
) 𝑐1

𝑚    (37) 

 

These equations are composed of two parts. The first are the savings in operation cost of bus 

services and time savings of customers in the urban/rural region. The second, the increase in time 

cost, waiting cost and operational cost of MoD in the rural/urban region. These equations can be 

simplified as the intraregional demand for MoD services 𝑦𝑟  and 𝑦𝑢  are generally very small 

compared to the interregional demand 𝑦𝑟𝑢. Now using a region index k as in 1 such that 𝛼𝑢 =
𝛼, 𝛼𝑟 = (1 − 𝛼) as well as that 𝑦𝑘 + 𝑦𝑟𝑢 ≅ 𝑦0 and dividing both ends of the equation by 𝑦𝑜𝐿(1 −
𝛼𝑘) we find that the choice between a bus only to a mixed bus-MoD system can be approximately 

determined by (38). If the left hand sided of (38) is larger than the right hand side, a switch to a 

combined system is beneficial. 

𝑦0

2
3

(Δ0

1
3 − 𝛼𝑘

1
3Δ

k

1
3)

1 − 𝛼𝑘
(
𝑐1
𝑏𝐸

𝐿2
)

1
3

>
1

6
𝑦𝑟𝑢 (3

( 𝜌 − 1)𝑔0
𝐿

+ 2
𝑤𝑉𝑤

(1 − 𝛼𝑘)𝐿
+ 𝛾𝑐1

𝑚)  (38) 

We see from (38) that this can only be true if 
Δ0

Δ𝑘
> 𝛼𝑘. This is always true when we replace a fixed 

line with an MoD service in the rural (peripheral) area. When we introduce an MoD system in the 

urban area, the coverage (determined by 𝛼𝑘) needs to be sufficiently small or the access cost in the 

defined area should (for some reason) be very high, this could be the case for small historical urban 

centres. From (36), (37) and (38) we derive the following proposition. 

 

PROPOSITION 3:  

For an agglomeration with a higher density core and a lower density periphery in which the 

number of users is fixed, MoD works best when one connects a high (demand) density core with 

low access costs to a low (demand) density periphery with high access costs.  

We can now treat the option of region-wide MoD. We derive (with previous notation) that 

Δ𝑊𝐹𝐵𝐵→𝑀𝑀 is equal to: 

Δ𝑊𝐹𝐵𝐵→𝑀𝑀 = −(𝐺𝑀𝑀 + 𝐶𝑀𝑴) + (𝐺𝐵𝐵 + 𝐶𝐵𝐵) = −𝑦0((𝜌 − 1)𝑔0 + 𝑤𝑉𝑤) −

𝛾.
𝐿

3
𝑐1
𝑚)+ 3𝑦0

2/3
((𝐿𝑐1

𝑏)𝐸Δ0 )
1/3

 (39) 

This means that a region-wide MoD system would only perform better than fixed route transit 

systems when:  
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3(
(𝑐1
𝑏𝐿)

𝑦0
𝐸Δ0 )

1/3

> ((𝜌 − 1)𝑔0  + 𝑤𝑉𝑤 −
𝐿

3
𝛾𝑐1

𝑚)  (40) 

This should be treated as a limiting case. Generally this will not be viable, unless demand is very 

low, access costs are very high and both waiting costs and operational costs of MoD can be limited.  

 

PROPOSITION 4:  

Replacement of a system of a region wide fixed route transit system with a comprehensive MoD 

system will generally increase cost to the operator and reduce passenger service levels, unless 

the fixed route system was already performing very poorly. 

Proposition 4 should be taken as a reality check for planners that take an overly optimistic view of 

MoD as a complete replacement for fixed transit lines. This is generally a poor option, as MoD (as 

we have proven in section 2.3) has limited scale effects and operates at a relatively high marginal 

cost due to low capacity and the need to pick-up and drop-off customers at random locations. 

 

PROPOSITION 5:  

The limitations of MoD services are related low returns-to-scale of such services rather than 

operational cost. Automation of MoD services and further improvements in communication 

technology would only marginally improve their viability as a replacement for fixed route 

transit. 

Full automation of MoD services may reduce operation cost and increase the responsiveness of 

vehicles to peaks and falls in demand. It may also allow moving towards a 24 hours service. As 

can be deduced from section 2.3, this may reduce remaining obstacles for private provision of 

MoD services by avoiding over or under provision of vehicles to the market. However, it would 

not remove operational obstacles that are encountered when organizing door-to-door services. 

Additionally it is highly probable that vehicle automation is more feasible and more cost-effective 

for conventional fixed route transit systems than MoD services.  

3. Numerical analysis 

 

We will now consider a numerical example, based on equations used in the previous sections. We 

evaluate the model numerically for two particular variants. In the first case, ‘Urban MoD’, we 

replace a fixed line bus service covering the entire region with an MoD service in the city centre 

and fixed line busses in the periphery. In the ‘Rural MoD’ option we replace the bus with fixed 

line busses in the city centre and MoD in the periphery. The areas covered by either bus or MoD 

services are represented by parameter 𝛼. This parameter also defines the size of the ‘urban’ region 

(or core region) versus the ‘rural’ (or peripheral region). For the ‘Urban MoD’ variant we use a 

low value of 𝛼 so that MoD services covers the area closest to the city centre (𝛼𝐿) and bus services 

the remaining (larger) area ((1 − 𝛼)𝐿).  
For the ‘Rural MoD’ variant we use a large value of 𝛼 which means that we have a bus service 

extending from the city centre up till a distance of 𝛼𝐿1., with the remaining (smaller) area covered 

by on-demand services. In both variants discussed we therefore imply that MoD covers niche 

markets. To evaluate the potential of MoD services we vary the relative population density of the 

urban and rural regions. For this we define the density ratio as 𝜅 = 𝛿𝑢/𝛿𝑟 keeping the population 

                                                 
1 Since we use a rectangular space 𝛼 can represent the share of the area. 
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(𝑦0) constant. This creates differences in distribution between rural / urban and interregional trips 

and leads to differences in access costs in each region, which ultimately drive the results of the 

model. To make the model as simple as possible we assume that crowding and alight costs are 

zero. Hence the model is strongly simplified and is mainly determined by waiting and access costs. 

Including crowding and alight times in the model is possible, but would not lead to substantially 

different results in this set-up1. We apply the parameters in Table 9 and assume (in line with 

derivations above) that demand is inelastic.  

 

Table 9: Parameters used in numerical analysis 

Demand Bus MoD 

  Speed 𝑣𝑏 = 30 𝑘𝑚/ℎ Speed 𝑣𝑚 = 30 𝑘𝑚/ℎ 

Population 𝑦0
= 10000 

Operation 

cost 
𝑐𝑏 = 4,2 €/𝑘𝑚 Operation 

cost 
𝑐𝑚 = 2,4  €/
𝑘𝑚 Density 𝛿0 = 200 VOT waiting 

bus 
𝑉𝑤 = 12 €/ℎ VOT 

waiting 

MoD 

𝑉𝑤 = 3 €/ℎ 

Length (km) 𝐿 = 50 

km 

VOT ride 𝑉𝑟 = 12 €/ℎ VOT ride 𝑉𝑟 = 12 €/ℎ 

Size region (km) 𝐷 = 1𝑘𝑚 VOT access 𝑉𝑎 = 10€/ℎ Operator 

ratio  
𝛾 = 0,8 

Access 

parameter 
𝑤 = 0,3 Initial lines 𝑛𝐵𝐵 = 54.87 Average 

load 
𝜇 = 2 

Access 

parameter 
b = 700 Initial 

frequency 
𝑓𝐵𝐵 = 2,28 Detour 

ratio 
𝜌 = 1,6 

Line coverage α ∈ ]0,1[ Time cost 𝑔0 = 6,67 € Urban 

MoD 

waiting 

time 

𝑡𝑤 =0,5 hour 

Density ratio 

(urban/rural) 
κ = δu/δr
∈ {1,2,4,6,8,10} 

Total cost 

regular bus 

line 

𝑔𝐵𝐵
= 26293 €/𝑑𝑎𝑦 

Rural MoD 

waiting 

time 

𝑡𝑤 =2 hours 

 

We start with the ‘Urban MoD’ option. We can use equation (53) in section 2.5 to approximately 

determine the optimal coverage of Urban MoD in a mixed system with Urban MoD and a regular 

bus. Evaluating the equation for different values of 𝛼 (coverage of the Urban MoD system) and 

𝜅 (density ratio) using Table 9 we get Figure 27. From the figure we can conclude that the cut-off 

point for a mixed system would be 𝛼 ≤ 5%. So whenever (in this example) an MoD service has 

to serve a city centre larger than 5% of the total corridor or the density is larger than the periphery 

(𝜅 > 1) replacing fixed bus line in the city centre increases total cost. 

 

                                                 
1 We have evaluated a variant of the model including alight times and crowding costs numerically, but the results 

were not substantially different 
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Figure 27: Optimal replacement of comprehensive bus by Urban MoD in terms of density 

ratio (kappa) 

Figure 27 offers an approximation of Δ𝑊𝐹𝐵𝐵→𝑀𝐵. On this basis we consider a more detailed case 

where 5% of the region (the urban core) is covered with an on-demand system for last mile usage 

and the rest of the area is covered with a comprehensive fixed route bus service. Since we use a 

‘corridor’ with length L=50 km and width D=1 km, this represents about 2.5𝑘𝑚2. The urban core 

that is covered by MOD could be thought of as (for example) the historical city centre of the urban 

area.  

Table 10 presents the detailed results in terms of passenger costs and operator costs when switching 

from comprehensive coverage by a fixed bus line to Urban MoD and a rural bus line. From Table 

10 we conclude two things. The first is that only when the density of the area covered by the MoD 

system (𝜿 ≅1 or 2) is similar to the rest of the region or when (for some other reason) access cost 

would be very large in the city centre (which could be the case in a historical city centre of an 

urban area) moving to a Mixed system may be beneficial. The returns to scale of a bus service in 

higher density and more accessible cities outweigh cost advantages of MoD services. The second 

is that waiting time for MoD service is the most critical parameter in the model as it determines 

around 80% of the user cost1. 

 

 

Table 10: Overview of results comparing a fixed line bus service that covers the whole area 

and a mixed bus service with MoD in the city centre 

Density rural region / Density urban region 

Kappa 1 2 4 6 8 10 

Share passengers trips of total (%) 

Urban 0,3% 0,9% 3,0% 5,8% 8,8% 11,9% 

Rural 98,6% 95,9% 90,7% 86,0% 81,6% 77,6% 

Interregional 1,2% 3,2% 6,3% 8,2% 9,6% 10,5% 

                                                 
1 We use 𝑡𝑤 = 0,5ℎ for the urban region in the model, which means that the waiting cost is €1,5 The detour cost is 

calculated as (𝜌 − 1) ∗ 𝛼 ∗
𝑙𝑟𝑢

𝑣
= (𝜌 − 1) ∗ 𝛼 ∗

3

2
𝑔0 = €0,3. Halving the waiting time to 𝑡𝑤 = 0,25ℎ would reduce 

the cost for urban users and interregional users with €0,75 
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Waiting and access cost (per passenger) with full bus coverage 

Urban 5,26 4,80 4,44 4,27 4,17 4,10 

Rural 5,26 5,30 5,37 5,44 5,51 5,57 

Interregional 5,26 5,26 5,05 4,90 4,86 4,84 

Waiting, access and detour cost (per passenger trip) with Urban MoD (€/trip) 

Urban 1,8 1,8 1,8 1,8 1,8 1,8 

Rural 5,17 5,22 5,29 5,39 5,49 5,59 

Interregional  6,97 7,02 7,09 7,19 7,29 7,39 

Change in total passenger costs when implementing MoD system (€) 

Urban -86 -272 -798 -1424 -2082 -2738 

Rural -888 -788 -695 -424 -110 198 

Interregional 199 569 1280 1885 2338 2691 

Total -776 -491 -213 37 147 151 

Operator costs (€) 

Full coverage bus 26294 26294 26294 26294 26294 26294 

Urban MoD in Mixed system 226 663 1484 2241 2940 3587 

Rural Bus in Mixed system 25818 25805 25684 25407 25052 24660 

Difference operator cost -249 175 875 1354 1699 1954 

Net impact (passenger and operator cost) (€) 

Total  -1025 -316 661 1392 1845 2105 

 

We will now consider the second variant where bus lines serve the city centre and MoD is used to 

serve the periphery. Doing the same exercise as for ‘Urban MoD’ option we evaluate equation (53) 

for different values of 𝛼 (coverage) and 𝜅 (density ratio). The result is in Figure 28. On this basis 

we chose 𝛼 = 0,9 for Rural MoD. 

 

Figure 28: Optimal replacement of comprehensive bus by Rural MoD in terms of density 

ratio (kappa) 

In Table 11 we consider the case where a conventional fixed route bus service covers 90% of the 

area (about 45 𝑘𝑚2) including the city centre and its immediate periphery. MoD services cover a 
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remaining 10% of the periphery (about 5 𝑘𝑚2). We therefore consider a situation where most of 

public transit is still supplied by a bus. MoD services serve the lowest density and highest access 

cost area, which is furthest away from the city centre. Since the area covered by MoD is larger and 

less dense than in the urban MoD case, we assume a 2 hour waiting time. All other parameters are 

the same as in the previous case.  

We conclude from Table 11, as was also clear from equations (50), (51) and (52) that the larger 

the difference in density between the area covered by a fixed route and the area covered by the 

rural MoD service (and therefore access costs), the higher the gains of switching to the MoD 

system. With a higher difference between the urban and rural density, there is a substantial gain 

for travellers on the urban busses. If waiting costs are not too high, losses for rural passengers are 

limited or could even turn to small gains. Much of the burden of the policy is carried by a 

relatively small group of interregional passengers that will now need to wait for an on-demand 

vehicle and transfer to an urban bus. This means that while the combined system increases 

overall welfare when the access costs are high in the rural area, the policy is not very equitable.  

The advantage for passengers in the area covered by fixed lines is small in relative terms, but 

benefits a relatively big group of passengers.  

 

Table 11: Overview of results with rural MoD replacing a fixed line bus service 

Impact of moving from full bus coverage to Rural MoD 

Density Rural / Urban region 

(kappa) 

1 2 4 6 8 10 

Share passengers trips of total (%) 

Urban 81,0% 89,8% 94,7% 96,4% 97,3% 97,8% 

Rural 10,0% 2,8% 0,7% 0,3% 0,2% 0,1% 

Interregional 9,0% 7,5% 4,6% 3,3% 2,5% 2,1% 

Waiting and access cost (per passenger) with full bus coverage 

Urban 3,69 3,15 2,77 2,60 2,50 2,43 

Rural 3,69 4,39 5,40 6,18 6,84 7,42 

Interregional 3,69 3,77 4,08 4,39 4,67 4,92 

Waiting, access and detour cost (per passenger trip) with Rural MoD (€/trip) 

Urban 3,69 3,12 2,74 2,55 2,43 2,34 

Rural 6,40 6,40 6,40 6,40 6,40 6,40 

Interregional 10,29 9,12 8,74 8,55 8,43 8,34 

Change in total passenger costs when implementing MoD system (€) 

Urban 0 -291 -311 -485 -695 -904 

Rural 2706 556 73 7 -8 -12 

Interregional 5940 4000 2141 1362 953 705 

Total 8646 4265 1903 884 249 -212 

Operator costs (€) 

Full coverage bus 18469 18469 18469 18469 18469 18469 

Urban Bus in Mixed system 16622 15807 14339 13450 12837 12376 

Rural MoD in Mixed system 8960 4875 2548 1724 1303 1047 
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Difference operator cost 7113 2213 -1582 -3295 -4329 -5046 

Benefit (in terms of lower passenger and operator cost) (€) 

Total -15759 -6478 -321 2410 4080 5258 

4. Conclusions 

 

To gain more insight in the nature of MoD (or DRT) services, we develop an analytical model that 

allows to trade off fixed line bus services and MoD services. The model distinguishes a denser city 

centre and the periphery of the agglomeration. While fixed line bus services have returns to scale, 

MoD services have a cost structure that is linear in the number of passengers. This makes that 

MoD services can break-even when optimal prices can be chosen and constraints on their operation 

are low. In terms of total costs for operator and users, fixed line services retain an important cost 

advantage for areas with higher density. MoD services are therefore not universally competitive 

with bus services. In low density areas, MoD services may be more cost-effective than fixed bus 

lines but they remain, in absolute terms a costly service per passenger trip. Additionally cost could 

increase more for passengers needing to change from on-demand systems to conventional bus 

services and vice versa. This may explain some of the deceptive experiences abroad.  

MoD services rather operate within relatively small niches of the transport system and could be 

used to provide ‘dedicated’ transport in urban areas (equivalent as shared taxi services) or for 

providing a feeder function from rural areas to more high density areas with working high 

frequency bus services. We find that when the difference in density between the urban area and 

the periphery (rural area) is large, a hierarchical fixed line bus service supplemented with rural 

MoD will save on costs. Overall, the MoD service would only cover about 5 to 20% of the area of 

a fixed route. Potential cost savings are in the same order of magnitude.  

Fixed line bus services in rural areas should not be dismissed too early as a cost effective solution, 

even when these have a relatively low frequency. In contrast, it may be more interesting to look 

for MoD solutions in the hinterland of very dense urban areas with a large periphery. In these cases 

there is a natural hierarchy that allows a good distinction between high-frequency services in dense 

areas and a supplementary (MoD) service in less dense areas. Our approach is very stylized. Major 

assumptions are a fixed number of users and absence of other road users and their externalities. 

We also implicitly assumed the absence of competition and market forces in the supply of bus and 

MoD services. Relaxing these assumptions will not favour the case of MoD services because the 

optimal price for MoD is high and congestion in rural areas tends to be lower.  

Technological progress, such as automation of vehicles as well as further improvements in 

communication technology may improve the viability of MoD services as an alternative transport 

option and improve their private provision. However, one should remain critical of planners who 

claim that MoD services will fully replace conventional bus services. MoD services - by 

construction - have more limited returns-to-scale than fixed line transit. Moreover, it may be easier 

to automate conventional bus and rail transport than vehicles operating on flexible routing. We 

advise care and restraint when shifting limited public resources to MoD services, especially since 

such services may not need large subsidies to become a viable alternative for niche markets.  
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A. Appendix 

Uniform distribution of densities 

 

In this section we derive the travel demand and average trip distance in the urban / rural system 

used in. We start from a uniform distribution. The probability that a trip has an origin or 

destination in a certain region depends on the density of the population alone. Suppose we have 

a linear region with length L which can be subdivided in an urban an rural (peripheral) region. 

This means that the probability that a trip has an origin in one region or a destination in another 

𝑝𝑘
𝑜(𝛼𝑘) = 𝑝𝑘

𝑑(𝛼𝑘) is equal to (with 𝛼𝑘 the relative size of the region compared to L and with k 

a subscript for the density of either the urban region and the rural region).  

𝑝𝑘
𝑑(𝛼𝑘) = 𝑝𝑘

𝑜(𝛼𝑘) =
𝛼𝑘𝛿𝑘

𝑤

∑𝛼𝑘𝛿𝑘
𝑤   (𝐴. 1) 

We will assume that 𝑤 = 1 and that we have 2 regions (u and r). We first look at the average 

distance travelled for travellers within the urban or rural region. To do this, we start from a 

situation where there are no differences in density, in that case the probability that we encounter 

an origin or destination is uniformly distributed as 𝑝𝑥 = 𝑝𝑦 =
1

𝐿
  

We can then derive that the average trip distance is equal to: 

 

2∫∫𝑝𝑥𝑝𝑦(𝑦 − 𝑥)𝑑𝑥𝑑𝑦 =

𝐿

𝑥

𝐿

0

2

𝐿2
∫∫(𝑦 − 𝑥)𝑑𝑥𝑑𝑦 =

𝐿

𝑥

𝐿

0

 

 

2

𝐿2
(∫(

𝐿2

2

𝐿

0

−
𝑥2

2
)𝑑𝑥 −  ∫(𝐿 − 𝑥)𝑥 𝑑𝑥) 

𝐿

0

= 

𝑙 ̅ =
𝐿

3
  (𝐴. 2) 

From this we can easily derive that for average distances travelled within one region (intra-

urban, intra-rural), we have that: 

𝑙𝑢𝑢 =
𝛼𝐿

3
  𝑎𝑛𝑑 𝑙𝑟𝑟 =

(1 − 𝛼)𝐿

3
  (𝐴. 3) 

For intrazonal travel, it is not difficult to see that the average distance travelled between each 

zone will always be equal to 

𝑙𝑟𝑢 = 𝑙𝑢𝑟 =
𝐿

2
   (𝐴. 4) 

This is the average distance between the centres of each region, independent from 𝛼𝑘 

While the average travel distance between both zones is independent from the differences in 

density and region size, the part of the distance travelled in the urban or the rural region will be 

different. This will depend only on the size of the region. The average share of the total trip 

distance performed in either the city or the rural region will be equal to 𝛼𝑘𝑑𝑟𝑢 

 

Optimal MoD services 

 

Total welfare is defined as 

𝑊𝐹 = ∫ (𝑃𝐵(𝑦)𝑑𝑦 − 𝑔(. )𝑦
𝑦

0

− 𝐶𝑚 + p𝑦   (𝐴. 12) 

With time costs equal to 

𝑔 = 𝑝 + 𝑤(𝜃)𝑉𝑤 + 𝑟(𝜃)𝑉𝑟   (𝐴. 13) 
And operator costs equal to 
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𝐶𝑚 = 𝑐0
𝑚𝑛𝐻 + 𝑐1

𝑚𝛾(𝜃)𝑦𝑙 + 𝑐2
𝑚𝑦 𝑤𝑖𝑡ℎ 𝜃 =

𝑦𝑙

𝑛𝐻
   (𝐴. 14) 

We have that (using subscripts for partial derivatives) 

𝑔′𝑝 = (𝑟𝜃
′𝑉𝑟  + 𝑤𝜃

′𝑉𝑤)𝜃𝑦
′𝑦𝑝

′   𝑤𝑖𝑡ℎ 𝑟𝜃
′ , 𝑤𝜃

′ > 0 

𝑔′𝑛 = (𝑟𝜃
′𝑉𝑟  + 𝑤𝜃

′𝑉𝑤)𝜃𝑛
′   

𝐶′𝑦 = 𝑐1
𝑚(𝛾𝑙 + 𝛾𝜃

′ 𝜃𝑦
′𝑦𝑙) + 𝑐2

𝑚 + 𝑐𝑦
′ 𝑦 

𝐶′𝑛 = 𝑐0
𝑚𝐻 + 𝑐1

𝑚(𝛾𝜃
′𝜃𝑛

′𝑦𝑙) 
𝐶′𝑝 = 𝐶′𝑦𝑦′𝑝   (𝐴. 15) 

We also use  

Focussing on the operator, we know that the two main variables that are controlled are the price 

(fare) and the amount of vehicles used. We first derive the optimal price. Taking the first degree 

derivative of (A.12) for the fare we find that:  

−𝑦𝑦′
𝑝
𝜃𝑦
′ (𝑟𝜃

′𝑉𝑟  + 𝑤𝜃
′𝑉𝑤) + 𝑦

′
𝑝
 (– 𝑐1

𝑚(𝛾𝑙 + 𝛾𝜃
′𝜃𝑦

′𝑦𝑙) + 𝑐2
𝑚 + 𝑐𝑦

′ 𝑦 + 𝑝) = 0 

𝑝 = 𝑐1
𝑚𝑙 (γ + yγ′θθy

′ ) + 𝑐2
𝑚 + 𝑐𝑦

′ 𝑦 + θy
′ 𝑦(rθ

′𝑉𝑟 +w′θ𝑉𝑤)  (𝐴. 16) 

Equation (A.16) is identical to the expression for the fare (28) 

Taking the derivative (A.12) for number of vehicles we find (A.17) which leads to (29) after 

rearranging 

 −𝑦(𝑟𝜃
′𝑉𝑟  + 𝑤𝜃

′𝑉𝑤)𝜃𝑛
′ − 𝑐0

𝑚𝐻 − 𝑐1
𝑚(𝛾𝜃

′𝜃𝑛
′𝑦𝑙) = 0  (𝐴. 17) 

Using that 𝜃𝑛
′ = −

𝑦𝑙

𝑛2𝐻
 we have (A.18) after rearranging, which is identical to (30) 

𝑛 =
𝑦𝑙

𝑐0𝐻
[
(𝑟𝜃
′𝑉𝑟 + 𝑤𝜃

′𝑉𝑤)

𝑙
+ 𝑐1

𝑚𝛾𝜃
′ ]

1
2

 (𝐴. 18) 
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Exploring and quantifying mental car dependency in urban areas in Flanders 

(Belgium) applying social practices theory 

 

Eva Van Eenoo1 

Koos Fransen2 
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Abstract: The purpose of this paper is to contribute to developing strategies in curbing 

excessive car use and to discuss the role of mental car dependency in the current transport 

system. The paper should be conceived as a thorough preparation for a research that intends 

to determine what elements constitute mental car dependency and how mental car dependency 

differs in various urban areas in Flanders (Belgium). We explore what social theory has to 

offer for our study and we attempt to reconcile theory of social practices with research 

methodologies in urban planning. We hypothesize that a change in the built environment could 

create a window of opportunity and affect the presence and the extent of mental car 

dependency. Nevertheless, we also argue that there are a considerable number of loyal carriers 

of the practice of driving in urban areas and that, in order to induce change for this group, 

alternative policy measures need to be formulated.  

 

Keywords: “quantifying mental car dependency”, “social practices”, “behaviour change”, 

“urban areas”, “Flanders”. 

 

1. Introduction 

 

Curbing excessive car use is by no coincidence a major area of interest within the field of urban 

planning and transport, as car use is associated not only with urban sprawl, but also with a range 

of other externalities negatively affecting environmental, economic and social aspects of 

society. At EU-level, transport emissions are the largest contributor to climate change, and 

transport is the only sector in which emissions were, according to data collected between 1990 

and 2016, above 1990 levels. Within the transport sector, surface transport is responsible for 

around three quarters of all emission, and within that category cars are the largest emitters 

(Transport & Environment, 2018). In 2014, traffic related air pollution in the European Union 

was estimated to be responsible for a total of almost half a million premature deaths in 2014 

(da Schio et al., 2019). Moreover, as traffic density is related to issues of mental and physical 

health and road safety, cars have a considerable impact on the quality of life the inhabitants of 

urbanized areas (Nieuwenhuijsen & Khreis, 2016).  

Despite extensive research on the matter, little progress has been made in reducing car use. In 

Flanders, the northern part of Belgium, we note a continuously expanding car fleet with an 

increase of 25% between 2000 and 2018 (Statbel, 2018). Recently, the pace of the increase 

declined - from 1,5% yearly to 1,2% yearly – but nevertheless, car ownership in Flanders 

remains substantial with 529 cars per 1000 inhabitants, which is slightly higher than the average 

in the European Union (Statistiek Vlaanderen, 2018). Vehicle kilometres travelled increased by 

6% between 2007 and 2016 (Statistiek Vlaanderen, 2018) and there is little reason to expect a 

decline on the short term. It is indisputable that a vast number of Flemish inhabitants organise 

their lives around a car. 

The current paper is to be conceived as a thorough preparation for a research that intends to 

determine what elements constitute mental car dependency and how mental car dependency 
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differs in various urban areas in Flanders (Belgium). In doing so we aim to contribute to 

developing strategies focused on decarbonizing the transport system and inducing change in 

travel behaviour. As such, we propose a theoretical framework for defining and subsequently 

quantifying mental car dependency and explore how a survey and questionnaire can aid in 

operationalizing the developed theory. In the remainder of this paper, we elaborate on the 

various existing frameworks to define and analyse car dependency. We continue by introducing 

sociological grounded critiques on transport research that approach behaviour change at the 

level of the individual. As a possible alternative, we present theory of social practices and assess 

what it can offer for the research on mental car dependency. Subsequently, this paper covers 

the methodology applied in this research. Finally, we discuss the constraints and potentials of 

applying social practices in a research on car dependency.  

 

2. Transport research, car dependency and behaviour change 

 

As the different strands of research that stem from various analytical frameworks illustrate, the 

issue of car dependency has yet received considerable attention. In this part, we describe this 

body of previous research and comment on how the mainly individual approach in transport 

research tends to overlook the potential for achieving change via transformation at the levels of 

institution, cultures and societies Cairns et al. (2015).  

According to Gorham (2002), we can distinguish three main strands of research regarding car 

dependency. Firstly, car dependency originating from land use and transport systems, secondly, 

situational car dependency and thirdly, mental car dependency (Gorham, 2002). The first 

approach reveals how the built environment, land use, public transport system, bicycle 

networks and car infrastructures hinder or facilitate travelling by other modes than the car. 

Doing so, we can estimate the extent to which a car is a necessary attribute to engage and 

participate in society. When land use characteristics and transport systems render it impossible 

to take part in certain activities within an acceptable time of travel, effort or financial cost, this 

results in car dependency (Jeekel, 2013). Consequently, in this line of research, car dependency 

is then defined as the lack of choice to travel with another transport mode than the car (Jeekel, 

2013; Silva & Pinho, 2010; Wiersma et al., 2016). The second approach, summarized as 

situational or temporal car dependency, considers to what extent the activities in which a person 

or a household engages, can lead to – temporal or situational - car dependency. Some 

straightforward examples are running weekly errands, moving to a new house, fetching an older 

family member, going on a trip for the weekend etc. Some of those activities are nearly 

impossible to organize without a car, resulting in situational or temporal car dependency. 

However, people only start engaging in activities from the moment when minimum conditions 

are fulfilled. In the context of car dependency, obtaining a driver’s license and the acquisition 

of a car are fundamental. Households plan with the availability of the car in mind and hence 

adjust their activities accordingly. Over time, the accumulation of this household behaviour at 

micro level resulted in tremendous organizational consequences, affecting a wide range of 

aspects of our daily lives. A study conducted by Mattioli et al. (2016) showed how ordinary 

social practices are implicitly oriented and organized around car use. As Gorham (2002: 113) 

argues: “Car creates circumstance, but circumstance also creates the car”, and this interplay 

evolved gradually into a cycle of dependency (Lucas et al., 2011). The third strand of research 

deals with the mental aspects of car dependency. Even when other modes of transport are easily 

accessible, some find it hard to imagine life without the car (Jeekel, 2013). Illustrative is a case 

study from Hong Kong that studied the mental car dependency of car owners. Despite the 

excellent public transport system, the outcomes of the research indicated a positive relationship 

between the length of the time that people owned a car and their mental dependency (Cullinane 

& Cullinane, 2003). Among others, Goodwin (1995), Gorham (2002) and Lucas (2009) found 

that a majority of car owners admit that the abstinence from regular car use would be intolerable 
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or inconceivable and hence they would expect extreme difficulties in adjusting their travel 

behaviour (Goodwin, 1995; Gorham, 2002; Lucas, 2009). 

The dominance of the car and the systemic and complex nature of the current mobility system 

makes the shift towards more sustainable travel patterns difficult to realise (Berger et al., 2014). 

Thus far, both transport policy and transport literature has mainly targeted individuals and their 

travel behaviour (Cairns et al., 2014). However, there has been criticism on the individual 

approach such policies tend to rely on (Shove, 2010; Webb, 2012). Schwanen et al. (2012) 

indicated that transport researchers should embrace theoretical diversifications in order to open 

further ways of intervening in unsustainable travel patterns. They argued that a more 

comprehensive and systemic approach to behaviour change should be on the agenda. Cairns et 

al. (2014) further suggested that encouraging more sustainable travel will require changes to 

the context in which individual decisions are made. What these critiques have in common is 

that they question the assumption that individuals, rather than societal structures, are primarily 

responsible for the transport problems addressed (Spotswood et al., 2015). This assumption is 

challenged by theory of social practices, which considers society as a collective 

accomplishment and states that what people do is never reducible to anything simply individual 

(Watson, 2012; Webb, 2012). Furthermore, in the field of urban planning, there is a long strand 

of research that goes well beyond the level of the individual and acknowledges the impact of 

external factors on travel behaviour. Indeed, a large number of studies documented the 

association between the built environment and travel behaviour arguing that certain 

characteristics of the built environment (density, diversity, design) result in shorter trip length 

and less car use (e.g. Newman & Kenworthy, 2015; Banister, 2008; Ewing & Cervero, 2010). 

Consequently, it is argued that the main target of change should be the built environment, and 

it is assumed that, by intervening in the built environment, individuals will change their travel 

behaviour as a response.  

It is not our intention in this paper to firmly make the case for theory of social practices, 

although we do want to explore what social theory has to offer for our study. Therefore, the 

theoretical framework we aim to develop in this paper, should be conceived as an attempt to 

reconcile theory of social practices with the outlined strand of research in urban planning. In 

the next part of the paper, we introduce theory of social practices and investigate its potential 

applicability for our research. 

 

3. Theory of social practices 

 

According to Reckwitz (2002: 249) a practice is "a routinized type of behaviour which consists 

of several elements, interconnected to one other: forms of bodily activities, forms of mental 

activities, 'things' and their use, a background knowledge in the form of understanding, know-

how, states of emotion and motivational knowledge." Practices are rooted in daily life and 

include ordinary things as gardening, washing or driving a car. In this paper we deploy a 

relatively simple and straightforward interpretation and adaptation of the definition provided 

by Reckwitz, developed by Shove et al. (2012). Within their framework, a practice consists of 

three elements: material, competence and meaning. Material encompasses objects, 

infrastructures, tools, hardware etc. Applied to transport and urban development, this includes 

characteristics of the built environment, infrastructures, parking, car ownership etc. The crucial 

role of material in the discussion on car dependency is evident. The second element, 

competence, embodies skills and practical knowledge required to perform a practice (Shove et 

al., 2012). In the case of transport, one might think of obtaining a driver’s licence, the capacity 

and pleasure in driving, the knowledge required to use public transport or to fix a flat bicycle 

tyre etc. The final element, meaning, is particularly important regarding the mental aspect of 

car dependency as it represents the social and symbolic significance of practices (Shove et al., 

2012). Meaning includes the tacit knowledge circulating in a society on what is perceived as 
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‘normal behaviour’ and what behaviours are ‘right’ or ‘fitting’ (Rettie et al., 2012; Sahakian & 

Wilhite, 2014). These largely implicit social rules and values that contribute to the stability of 

practices and thereby their persistence (Sahakian & Wilhite, 2014). Individuals perform 

practices in ways they and others value and consider legitimate, which results in a ‘dominant 

practice-consensus’ (Birtchnell, 2012 in Cass and Faulconbridge, 2015: 4). In that sense, 

mental patterns are not the ‘possession’ of an individual but part of the social practice (Reckwitz 

(2002). Related to car use, for instance, to some, taking children to school by bike is risky and 

illustrates ‘bad parenting’ (Mattioli, 2016). Meanings associated with the car are among others 

status, freedom and progress, independence, reliability, flexibility and efficiency (Anable, 

2005; Handy et al., 2005; Haustein & Hunecke, 2013; Steg, 2005). Thus far, transport research 

and policy has mainly focussed on materials and competences, while meanings have received 

less attention (Cairns et al., 2014).  

A practice cannot be reduced to just one of these single elements, but emerge by their 

integration and conjunction (Reckwitz, 2002). This linkage is crucial, which means that even 

though all elements are present, this does not necessarily result in a practice. Practices can be 

considered “as ongoing accomplishments in which similar elements are repeatedly linked 

together in similar ways” (Shove et al., 2012: 24). It is through these recurrent enactments the 

practice emerges and is reproduced (Cairns et al., 2014).  

We noted earlier that social practices theory rejects the assumption that the individual is 

perceived as the target of change. Consequently, in social practices theory, not the individual 

itself is at the centre stage but practices are the unit of inquiry (Reckwitz, 2002). Individuals 

merely act as the ‘carrier’ of a practice (Cairns et al. 2014). However, we may not underestimate 

their role, as practices depend on individuals willing and able to keep reproducing (Shove et 

al., 2012). Moreover, we consider individuals as gatekeepers for insight in practices 

(Spotswood et al., 2015). 

Reaching back to one of the aims of this research – formulating policy measures that can lead 

towards a more sustainable transport system – it is important to address the notion of change 

and transition. There are a range of different mechanisms through which practices can change 

(Shove et al., 2012). The elements comprising the practice can change, the people or ‘carriers’ 

of the practice can change, and the way certain practices bundle together with others can evolve 

(Watson, 2012). The change we would like to elaborate on more in-depth, is the first one, the 

change of the elements, as this can enable us to understand the interaction and the relationship 

between the built environment and the element of meaning. Practices emerge by the integrations 

of elements. Practices are inherently dynamic, and as for a specific configuration to remain, 

connections between elements must be renewed time and time again (Shove et al., 2012). This 

renewal itself can be transformative. Consequently, material, meaning and competence are not 

just interdependent, they are also mutually shaping (Shove et al., 2012). Regarding the topic of 

this paper, we can translate and reformulate our research question as follows: to what extent are 

certain elements in the practice of driving capable of transforming other elements, potentially 

leading to less car dependency? For instance, do changes in the built environment (part of the 

element ‘material’) induce changes in the element ‘meaning’, for instance a new understanding 

of what is the most suitable mode for travel and a shift in the meaning of how dependent 

individuals feel about their car?  

Where practices are widespread, the chances that an individual will participate in a practice are 

very likely (Shove et al., 2012). In regions planned in a car-oriented manner, recruitment of 

practitioners of driving almost follows automatically as there is no other way of getting around. 

This also touches upon issues of transport equity, as, for instance, research shows that in 

Flanders, job seekers with a driver’s license have a higher accessibility to job opportunities than 

those without (Fransen et al., 2018). Hence, in Flanders we see the general adoption of the 

practice of driving predominantly in rural and suburban areas. In urban areas however, 

participation in the practice of driving is much more a matter of voluntary action, as the 
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proximity and diversity of amenities and the availability of public transport in cities enable 

inhabitants of urban environments to travel by other modes of transport more easily compared 

to their counterparts living in suburban and rural areas. Consequently, it makes sense to describe 

inhabitants of rural and suburban areas as much more loyal carriers of the practice of driving 

than residents of city centres. In that sense, the notion of car dependency is far from absolute 

and needs to be situated on a continuum with on one side of the spectrum the faithful carriers 

of the practice of driving, and on the other side the pragmatic and less engaged practitioners. 

This indicates a difference in the performance of the practice of driving between suburban and 

rural on the one hand and urban areas on the other hand. This in turn hints at a crucial issue: do 

all elements of a practice have the same impact on the persistence of the practice? According 

to Sahakian and Wilhite (2014: 40) “not all power is equal”, hence they argue that some 

elements of a practice might have more capability to initiate a transformation than others. 

Therefore, it is crucial to identify these elements that have the strongest agency (Sahakian and 

Wilhite, 2014). As the literature indicates that the built environment and car ownership – as 

part of the element ‘material’ – are strongly correlated to travel behaviour, we hypothesize that 

they have the strongest power to induce change. Consequently, a change in the built 

environment or a disruptive moment like the closure of a road, could create a window of 

opportunity and affect the presence and the extent of mental car dependency.  

Nevertheless, the element meaning co-evolves with and as such reinforces the practice of 

driving, resulting in mental car dependency. Therefore, we hypothesize that the most loyal 

carriers of the practice of driving in the urban area attach a significantly greater meaning to the 

practice of driving and that, in order to induce change for this group, other policy measures 

need to be formulated. In the next part, we elaborate on how we can operationalize the theory 

of social practices for our own work. 

 

4. An approach of quantifying mental car dependency 

 

4.1 Applying social practices theory using quantitative techniques 

Our research attempts to reveal the diversity in the performances of car driving. We will 

describe and analyse how the elements of the practice of car driving integrate and in doing so, 

we hope to estimate the strength of the connective tissue between the elements of material, 

competence and meaning. Herein, we stress on meaning and the mental aspects of car driving. 

We intend to employ quantitative methods as this enables us to ascertain the presence of car 

dependency within the Flemish population, as currently very little is known about the way in 

which ‘meaning’ affects car driving and how it relates to the other elements (material and 

competence). Research adopting theory of social practices thus far has mainly used qualitative 

techniques while quantitative approaches are far less established (Cairns et al., 2014). 

Nevertheless, there have been attempts to apply social theory using questionnaire-based surveys 

(Browne et al., 2014; Mattioli et al. 2016). A cross-sectional data sample cannot directly make 

us understand on how practices have changed over time (Browne et al., 2014). However, as we 

seek to obtain data in different urban areas across Flanders we will be able to compare results 

which will enable us to shed light on the space-related dynamics inherent to the practice of 

driving.  

4.2 Geographical focus 

Supported by the numbers cited in the introduction, it seems reasonable to assume that Flanders 

is very car dependent. However, the region is far from homogenous, with considerable 

differences in car use and car ownership across different areas. For example, in rural and 

suburban areas, respectively 47.8% and 46.4% of the inhabitants makes daily use of a car, 

whereas this percentage decreases to 30.3% in urban areas. Moreover, 56% of the carless 
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households reside in urban areas, 32% in rural areas and 12% in suburban areas (Van Eenoo et 

al., forthcoming).   

We will particularly focus on mental car dependency of urban dwellers in Flanders, as the 

attributes of the built environment, and the availability of public transport and cycling 

infrastructure enables inhabitants to participate at the practice of driving mainly on a voluntary 

basis compared to their counterparts in rural and suburban areas who could be viewed as being 

forced to drive. Despite the presence of considerable opportunities for moderate or less car 

dependent living, car use and car ownership in cities in Flanders and in Brussels remain 

substantial. For example, car ownership in Ghent, Antwerp and the Brussels Capital Region 

amounts respectively 413, 388 and 482 cars per inhabitant (Statistiek Vlaanderen, 2018) 

whereas cities of similar size in The Netherlands – Groningen, Utrecht, Rotterdam – show 

numbers of respectively 289, 296 and 312 cars per inhabitant (Binnenlands Bestuur, 2014).  

However, we need to consider that the spatial characteristics of the urban core, 19th century belt 

and 20th century belt of a typical Flemish city are not entirely similar. The centre, from which 

the street pattern often dates back to medieval times, and the 19th century belts, primary 

developed during the industrial development of Belgium, are characterized by high densities 

and narrow streets and were designed before the rise of the car. A large part of the 20th century 

belt, in particular the wards developed after the Second World War, are much more car oriented 

in design and are less dense. By distinguishing between these three urban environments, we 

aim at a more thorough test of our research hypothesis. Accordingly, we expect higher mental 

dependency in the 20th century belt. As a second test, we intend to carry out the research in 

several Flemish cities, in order to compare the outcomes and to make the research more reliable.  

 

4.3 Content of the questionnaire 

We will organise the questionnaire using the element-based approach with the aim of capturing 

the different practices on car driving and to shed light on the extent to which the different 

elements of car driving correlate. It is not feasible to encompass all elements driving is 

composed of. However, the questionnaire we developed is an attempt to capture these aspects 

of driving that previous research indicates to have a strong impact (e.g. Goodwin, 1995; 

Brindle, 2003; Anable, 2005; Steg, 2005; Haustein et al., 2009; Lucas & Jones, 2009; Hunecke 

et al., 2010; Jeekel, 2013). Thereby, we devote considerable attention to the element of 

‘meaning’. The survey is organised around two main parts in which the first part is designed to 

reveal socio-economic characteristics of the respondents and to identify their former and current 

car use and car ownership. The second part introduces the three elements material, competence 

and meaning. As for the first element, material, we describe aspects of density and diversity, 

based on the residence of the respondents. Regarding design, we ask for information on parking 

possibilities around the residence and gauge the respondents opinions on conditions for driving, 

cycling and public transport. As for competence, we question aspects as having obtained a 

driver’s licence, how comfortable and safe respondents feel while driving, and to what extent 

they are able to assess whether and when a car is the fastest way of getting around as this might 

inform us on their knowledge of other modes of transport. Thirdly, we gauge aspects of 

meaning, asking to what extent respondents associate a car with feelings of freedom, flexibility 

and reliability, joy and pleasure, safety and comfort and whether they consider driving as the 

normal thing to do in several situations. We question how they would react on disruptive 

moments as the loss of a driver’s licence, a change in parking regulations or traffic circulation. 

Finally, we assess whether respondents estimate they must have a car to fulfil all their daily 

activities and if they can imagine a meaningful life without the ownership of a car.  
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5. Conclusion 

 

The main goal of this paper was to present a novel approach for the study on mental car 

dependency. In doing so, we leaned on theory of social practices. As this paper is merely to be 

conceived as a preparation for our study, we are not able yet to reflect on the applicability of 

the theory, what opportunities the theory might raise for the field of urban planning and the 

research on mental car dependency, let alone elaborate on the outcomes of the research. 

Notwithstanding this, the framework we proposed touches upon some critical issues. Firstly, 

we suggested that practices instead of individuals should be the target of intervention when 

aiming for reduced car dependency. Secondly, we hypothesized that a change in the 

characteristics of the built environment can reduce mental car dependency but as well that the 

element of meaning could be of particular importance in supporting the practice of driving, and 

hence, enforcing mental car dependency. As such, we hope this research can contribute to and 

deepen our understanding of the relationship between the built environment and travel 

behaviour. 
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Designing unmanned aerial vehicle networks for biological material 

transportation 
 

Jeremy Dhote1 

Sabine Limbourg2 

 

1. Problem and research questions 

Rapid growths in Unmanned Aerial Vehicle (UAV) area over the last decade have led to 

innovating applications in several industries (Beloev 2016; Hassanalian & Abdelkefi, 2017; 

Wisniewski & Mazur 2016). This new type of vehicle may solve, or at least reduce, the negative 

impacts of road transport such as pollution or congestion. Particularly, propensities of UAVs 

to be autonomous, modular, fast, with a high reactivity, are serious inducements for using them 

in the specific field of biomedical transportation. Medicines, vaccines, units of blood require 

prompt response for delivery when the need arises. Beyond the development of the technology 

of UAVs, deep changes are being to occur in logistic activities, as the breakaway with 

traditional transportation systems is huge. Establishment of the frame of this new business 

model is in progress. 

This study deals with the UAVs network design problem for biomedical material transportation 

in line with the Drone4Care project (Data News, 2018). The logistical issues are investigated, 

to understand the prerequisites for the deployment of UAVs, imagine new solutions, determine 

optimal locations for UAVs launch bases, and evaluate the impact of principal variables on 

UAVs network arrangement and performances.  

2. Methodology, research strategy 

As our goal is to shape the general guidelines and policies of the UAVs network for biological 

material with an impact that resonates through a long term; we begin with a PEST analysis to 

provide an overview of the various macro-environmental factors to be taken into consideration. 

To specify the objectives of the project and identify the internal and external factors that are 

favourable and unfavourable to achieving those objectives, a SWOT analysis is also performed. 

The elevated issues are translated into a number of quantifiable scenario elements, containing 

the most plausible upcoming events impacting the future of UAVs network for biological 

material. 

The deployed techniques come from the field of Operations Research, addressing a strategic, 

long-term decision horizon. A mixed integer linear program is formulated and handled by the 

solver IBM ILOG CPLEX 12.8 in its default setting. The developed location model is applied 

to the city of Brussels and periphery, with associated market in terms of biomedical products 

flows (blood units or medical samples transported between hospitals, laboratories, and blood 

transfusion centres) in the context of separate case studies of scenario-based analysis. 

3. Major findings 

We discuss here the results with respect to the studied scenarios. The experiments show that: 

• If the return to the launching base is required, the total distance is greater than if this 

constraint is relaxed. This is a crucial point regarding limited range of UAVs. However, 

the latter, implies to reposition UAVs due to imbalance flows. 
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• The use of charging stations is useful to extend the mission ranges and gain market 

share. 

• In what concerns a progressive deployment, the first results show the possibility of 

gradually implementing the bases, without requiring any major changes such as to close 

a base. 

4. Takeaway 

In order for a clear advantage of UAVs over traditional transport schemes to materialize, we 

underline the importance of various variables with more weight accorded to the most significant 

ones. Model and results obtained are of interest as decision-support tools, in the process of 

UAVs network deployment for biological material transport, by helping to evaluate 

consequences of strategic choices. In addition to the results presented for Brussels, this research 

on the optimal location of the bases highlights the importance of the technical characteristics 

of the UAV (range, speed, payload). This work will be integrated into the Drone4Care project. 

5. Keywords:  

Unmanned aerial vehicle, Network design, Biologistics, Operations research  
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Delivering change: the transformation of health goods mobility by the use of 

unmanned aerial systems (UAVs, or drones) 

 
Laurent Dollé1 

Patrick Mascart2 

Jean De Brabander3 

Jean-Marc Hausman4 

 
 

Abstract: Nowadays, everything moves: people, goods and data; so why not blood, organs or 

any other healthcare products by the use of drones? The last two decades have seen the rise of 

drones in a wide variety of areas, such as inspection, sruveillance and agriculture. Advances 

in the fields of miniaturization, energy storgae, electronic control systems and communication 

have made it possible to multiple innovative applications. The transport sector is concerned 

with the arrival of this new actor because it can help to reduce the impact of pollution and 

traffic jams. We believe that global healthcare industry can benefit from drone technical 

capabilities for several applications: i) provision disaster assessments when other means of 

access are severely restricted; ii) delivering aid packages, medicines, vaccines, laboratory 

samples and other medical supplies brought to critical access hospitals or clinics and remote 

regions; iii) providing safe transport of disease test samples and test kits in areas with high 

contagion; iv) transportation of organs for transplantation; v) use of drone-equipped with tools 

(e.g. automatic external defibrillator), devices (e.g. portable ultrasound, medical kits) or 

special sensors (e.g. heart bit instrument) with livestream video and audio connection on-board 

reduces times and increase survival rates for persons in need via telemedicine. At Drone4Care, 

we are reinventing the operational efficiency in transportation and distribution of healthcare 

products by using drones to improve the quality of patient care, scientific research and the 

healthcare system as a whole. 

 

Keywords: “Drone4Care”, “bio-logistics”, “drones”, “parcel”, “delivery” 

 

1. Problem and research questions 

 

Managing the cold chain is important to maintain sample integrity and quality during delivery. 

Blood and other biological materials, and also pharmaceuticals are extremely sensitive and 

become less effective or even potentially harmful for patients when exposed to temperatures 

outside their recommended transportation range. With more and more high-value 

thermosensitive health products being launched, pharmaceutical companies and the global 

healthcare sector face an increasing economic risk when transporting goods. 

Cities increasingly face problems caused by transport and traffic. Congestion does not only 

have a negative impact on the environment, but it is also a major hurdle in situations where 

healthcare products need to reach patients or hospitals quickly. More than half of the world’s 

population lives in cities. The movement of goods is an essential piece of economic life and 

social progress. With an additional 1 billion people projected to be living in cities by 2030, 

traffic is going to increase greatly. This means that city logistics will be a major challenge in 

                                                 
1 Founder & Business Developer Drone4Care, Bruxelles, Belgium, laurent@drone4care.com 
2 Innovation Manager Drone4Care, Bruxelles, Belgium 
3 BVBA De Brabander, Zoutleeuw, Belgium 
4 Université catholique de Louvain (UCLouvain), Louvain, Belgium. 
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urban planning in the future and the distribution of health matters would be worse. 

Accommodating them will be essential to ensuring the quality of urban life. 

In a time of urban transformation and digitalization of big cities, too little attention is given to 

care and health goods mobility. The need for change is urgent. To accomplish this 

transformation in a more efficient, greener and smarter way, one would expect drones as a 

perfect product-market fit for this task. Nowadays, everything moves: people, goods and data; 

so why not blood, organs or any other healthcare products by the use of drones? 

 

2. Methodology, research strategy 

 

To verify this hypothesis, we applied several tools from the economists. Briefly, business model 

design is about new ways of creating, delivering and capturing value. While the value 

proposition canvas helps to create value for customers, the business model canvas helps to 

create value for businesses. Environment maps, lean methods and lean market validation tools 

have been useful to understand the drone market and its value, the context in which drones 

would evolve, and PEST and SWOT analyses have been instructive in providing an overview 

of factors influencing the drone market and to model the right drone strategy in biologistics. 

 

3. Major findings 

 

We have conducted significant market researches to develop an industry-level perspective on 

this new market environment, and some findings are illustrated (Figure 1): 

▪ The consolidation of laboratories and the evolution to integrated care network are disrupting 

healthcare sector and its operations, supporting the use of drones; 

▪ Endless global urban population growth, congestion in cities and the global urban air quality 

are favourable factors for using drones in deliveries; 

▪ Regulatory environment and consumer megatrends will pave the way for new players, 

business models and more diverse delivery fleets; 

▪ BVLOS waivers will drive autonomous drone adoption; 

▪ The use of charging stations is useful to extend the mission ranges and gain market share; 

▪ Automation and interface automation will likely be the game changer in the economics of the 

logistics industry; 

▪ Connectivity is an important control point and enabler of data-based business models; 

▪ Next-horizon technologies will complement today’s logistics offerings; 

▪ Identifying of UAS value chain is crucial for sustainability and building the right strategy. 

 

4. Takeaway 

 

Drone4Care is a Belgium future-oriented innovation project (located at Nivelles, “Diginnov 

Initiative”, incubator specifically dedicated to autonomous systems) with the objective of 

addressing a huge societal challenge in the healthcare sector: mobility of health matters (Figure 

1). We are convinced that by using many next-horizon technologies, or in combination, with 

the help of drones, and by displaying a number of innovative business models and practices 

(i.e. order grouping, night deliveries, vehicle routing), we will create an advanced multimodal 

mobility platform for the benefit of all. 
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Figure 29 : Vision and missions of Drone4Care. 

 

5. References 

 

Property of Drone4Care but these references will be revealed and illustrated during the 

presentation 
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A Bimodal Accessibility Analysis of Australia Using Web-based Resources 
 

Sarah Meire1 

Ben Derudder2 

  

Abstract: A range of potentially disruptive changes to research strategies have been taking root 

in the field of transport research. Many of these relate to the emergence of data sources and 

travel applications reshaping how we conduct accessibility analyses. This paper, based on 

Meire et al. (in press) and Meire and Derudder (under review), aims to explore the potential of 

some of these data sources by focusing on a concrete example: we introduce a framework for 

(road and air) transport data extraction and processing using publicly available web-based 

resources that can be accessed via web Application Programming Interfaces (APIs), illustrated 

by a case study evaluating the combined land- and airside accessibility of Australia at the level 

of statistical units. Given that car and air travel (or a combination thereof) are so dominant in 

the production of Australia’s accessibility landscape, a systematic bimodal accessibility 

analysis based on the automated extraction of web-based data shows the practical value of our 

research framework. With regard to our case study, results show a largely-expected 

accessibility pattern centred on major agglomerations, supplemented by a number of 

idiosyncratic and perhaps less-expected geographical patterns. Beyond the lessons learned 

from our case study, we show some of the major strengths and limitations of web-based data 

accessed via web-APIs for transport related research topics. 

 

Keywords: “web-based data”, “application programming interfaces (APIs)”, “road and air 

transport”, “bimodal accessibility”, “Australia”. 

 

1. Introduction 

 

A range of potentially disruptive changes to research strategies have been taking root in the 

field of transport research. Many of these relate to the emergence of new data sources and travel 

applications reshaping how we conduct accessibility analyses. Although ‘big data’ can be an 

inflated and hyped term (Ahmadi, Dileepan, & Wheatley, 2016; Jagadish, 2015), it is clear that 

new types of often-extensive datasets are increasingly supplementing more conventional data 

sources and approaches to data gathering such as activity-travel diaries and retrospective 

interviews (Tranos & Mack, 2018; Witlox, 2015). Examples of big data that can be used in 

transport and accessibility studies include, among others, mobile phone call detail records (see, 

e.g., Becker et al., 2011; Demissie, Correia, & Bento, 2015; González, Hidalgo, & Barabási, 

2008; Kung, Greco, Sobolevsky, & Ratti, 2014), Bluetooth data (see, e.g., Barceló, Montero, 

Marqués, & Carmona, 2010; Hainen et al., 2011; Malinovskiy, Saunier, & Wang, 2012; 

Versichele et al., 2014), social media data (see, e.g., Mogaji & Erkan, 2019; Rashidi, Abbasi, 

Maghrebi, Hasan, & Waller, 2017; Serna & Gasparovic, 2018; Zhang & Zhou, 2018), as well 

as data acquired by means of global positioning systems (see, e.g., Cui et al., 2016; Stipancic, 

Miranda-Moreno, Labbe, & Saunier, 2017; Wong, Szeto, Wong, & Yang, 2014; Zuo, Wei, & 

Rohne, 2018). Against this backdrop, consumer-oriented travel data provided by online route 

planners, meta-search engines and/or web-crawling services (e.g. Cheapflights, Connections, 

Google Maps, etc.) provide new and potentially rich data sources in the field of transport 

research in general and accessibility research in particular. This paper, based on Meire et al. (in 

press) and Meire and Derudder (under review), aims to explore the potential of some of these 
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data sources by focusing on a concrete example: we present a bimodal accessibility analysis of 

Australia based on publicly available, web-based resources that can be accessed via web 

Application Programming Interfaces (APIs). Australia is an interesting case to conduct bimodal 

accessibility analyses as it is characterised by a spatially dispersed settlement pattern: the 

distances between the main population centres are on average relatively large. Since public 

transport services such as train and bus are relatively unimportant to connect centres on the 

national scale, or often even almost completely absent outside the urban areas, (private) road 

and air transport are the only viable alternatives to cover often vast distances (Donehue & 

Baker, 2012; Nutley, 2003). As such, given that car and air travel (or a combination thereof) 

are so dominant in the production of Australia’s accessibility landscape, a systematic bimodal 

accessibility analysis based on the automated extraction of web-based data shows the practical 

value of our research framework. The objective of this paper is therefore twofold: (1) to 

introduce a framework for transport data extraction and processing using publicly available 

web-based resources, and (2) to enhance our understanding of the uneven geographies of 

accessibility across Australia. To this end, we evaluate the accessibility of locations from a car-

air-car travel perspective (or any subset of combinations as long as it produces the shortest 

travel time) using (shortest) travel time as the primary indicator of accessibility. Focusing on 

passenger transport, we incorporate and combine both road and air travel to quantify how fast 

people can travel from every statistical area to all other statistical areas. This combination of 

land- and airside accessibility consists of three route segments: (1) travel from the origin to a 

departure airport using the road network, (2) air travel (including transfer time in case of 

connections requiring a stopover), and (3) travel from an arrival airport to the destination using 

the road network. In addition to this, unimodal car travel is also taken into account. In this 

respect, our approach conceptually resembles the bimodal accessibility perspective in Redondi, 

Malighetti, & Paleari (2011). 

 

2. Literature review 

 

Previous studies adopting web-based data sources in transport research (e.g. Dumbliauskas, 

Grigonis, & Barauskas, 2017; Fuellhart, Derudder, O’Connor, & Zhang, 2015; Grubesic & 

Zook, 2007) reveal that there are three predominant approaches through which consumer-

oriented, web-based travel data may be extracted, and which largely depend on the resources 

available. 

A first approach consists of using a web API developed by a meta-search engine or online route 

planner. An API is an interface to communicate with a web service in order to be able to access 

its content. Through the implementation of an API in a programming script, large volumes of 

data can be efficiently extracted and processed. Examples of overland travel APIs include, 

among others, those provided through the Google Maps Platform that allow accessing Google’s 

anonymised and aggregated travel data, collected from smartphone users (Dumbliauskas et al., 

2017; García-Albertos, Picornell, Salas-Olmedo, & Gutiérrez, in press). Although Google’s 

route planner has not yet been widely adopted in scientific research (García-Albertos et al., 

n.d.), a number of research projects have used Google’s travel API services. To the best of our 

knowledge, Gu, Wang, & McGregor (2010) were the first to adopt the Google Maps API in 

their study on the optimization of preventive health care facility locations. In Padeiro (2018), 

the Google Maps Directions API is used to evaluate the pedestrian access of elderly people in 

metropolitan Lisbon to community pharmacies. The Directions API provided by the Google 

Maps Platform is adopted by García-Albertos et al. (in press), Wang & Xu (2011) and Xia et 

al. (2018). In Wang & Xu (2011), for example, a desktop tool is developed that implements the 

Google Maps Directions API in order to automatically estimate an origin-destination travel 

time matrix, after which the results are compared with travel times generated through the use 

of the ArcGIS Network Analyst module. Xia et al. (2018), in turn, propose an accessibility 
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framework that integrates both travel costs and potential opportunities at a variety of scales in 

Australia. Each of the abovementioned studies adopts a static perspective on accessibility, and 

therefore does not account for changing travel times during the day due to variations in 

congestion levels and/or destination attractiveness. Yet more dynamic uses are also possible, 

as shown by the use of the Google Maps Directions API by García-Albertos et al. (in press) in 

a longitudinal analysis of urban accessibility in Madrid. In addition to the Google Maps 

Directions API, the Google Maps Platform also provides travel information through its Google 

Maps Distance Matrix API service. Dumbliauskas et al. (2017), for example, use the Google 

Maps Distance Matrix API complemented with open source software in order to conduct a 

unimodal travel time analysis of Kaunas, Lithuania. 

In addition to the different APIs provided by Google, there are a range of other travel APIs. In 

a study by Hajinasab, Davidsson, Holmgren, & Persson (2017) on the use of online services for 

transport simulation models, the API of the local online travel planner Skånetrafiken is adopted 

to collect data on available public transport options. This API is complemented with the Google 

Maps Directions API to gather cycling, walking and driving routes, together with a weather 

forecasting service API. Niu, Wang, Xia, Wu, & Tang (2018), in turn, use an API provided by 

the Chinese local map service provider AMap to gather shortest travel durations between a 

range of origin points and park entrances in Wuhan, China. Based on these data, they evaluate 

the accessibility and effective service ratio of Wuhan’s main urban parks. A comparative 

analysis of the Google Maps API, the Bing Maps API and the MapQuest API was conducted 

by Socharoentum & Karimi (2015), showing that the different APIs might generate slightly 

different results. 

Such an API-based approach can of course not be adopted if there is no API available or in case 

the API does not meet the concrete needs of the research question at hand. A second, alternative 

approach therefore consists of ‘screen-scraping’ online route planners, meta-search engines 

and/or web-crawling services using programming code and/or specific software packages (e.g. 

ParseHub), albeit that often a number of legal constraints must be considered in such cases. In 

such an approach, web pages’ content is ‘scraped’ in order to automatically extract the travel 

options they display. To the best of our knowledge, the only studies applying web-scraping to 

gather travel data were conducted by Grubesic, Horner, Zook, & Leinbach (2006) and Grubesic 

& Zook (2007). Through the use of a Perl script and several object-oriented modules therein, 

they automate online flight searches on Expedia.com to collect flight ticket options from a 

Global Distribution System. As such, the collected data represent (real-time) ‘choice-based 

information provided to consumers during the booking process’ (Grubesic et al., 2006). 

Grubesic & Zook (2007) then use these data to analyse air travel accessibility in the United 

States in terms of flight connections, flight time and ticket costs. 

A third and final approach consists of manually browsing the meta-search engine, web-crawling 

service or online route planner to gather air/car travel data, although this obviously entails a 

more time consuming process in case an excessive dataset is required. In Fuellhart et al. (2015), 

for example, the travel search engine Skyscanner is used to manually access the lowest available 

airfares for 226 inter-city connections throughout Australia. Hence, paralleling the approach 

adopted in Grubesic et al. (2006) and Grubesic & Zook (2007), they apply a ‘consumer 

perspective’ to accessibility by mimicking the consumer’s online flight search before the actual 

booking takes place. 

In this paper, we will focus on web-based data accessed via two specific web-APIs for transport 

related research topics: Google’s QPX Express API and the Google Maps Distance Matrix API. 
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3. Study area, data and method 

 

3.1. Study area 

 

The analysis was carried out at the Australian Statistical Areas Level 2 (Australian Bureau of 

Statistics, 2016b), including 2289 out of 2310 statistical areas. Twenty-one statistical areas 

were thus excluded from the analysis, involving eighteen non-spatial statistical areas and three 

statistical areas consisting of an island with neither a bridge to the Australian mainland nor an 

airport. The population weighted centroids of the statistical areas, modelled in ArcGIS using a 

1x1 km population grid in raster format (Australian Bureau of Statistics, 2016a), served as the 

points of origin and destination. However, due to insufficient population data and the spatial 

configuration of some statistical areas, 57 population weighted centroids were replaced by 

geometric centroids using ArcGIS. These 57 geometric centroids were near-randomly 

distributed within Australia (see Figure 1). During the data collection process, 21 centroids (of 

which 18 population weighted centroids and three geometric centroids) had to be manually and 

marginally moved towards the road network in order to rectify geocoding errors. With respect 

to the airside accessibility, 159 Australian airports were included in the analysis. These airports 

are a subset of the 317 certified and/or registered airports providing regular public transport 

services or having (potential) charter use (Australian Airports Association, 2012), since we only 

included the airports that are commercially accessible as evidenced by their presence in meta-

search engines and/or web-crawling services (i.e. Skyscanner, Google Flights and/or ITA 

Matrix). In this way, we take a consumer’s perspective throughout the data collection process 

by mimicking the booking process of travellers. The study area is visualised in Figure 30. 

 

 

Figure 30 : Study area. Source vector data on SA2 boundaries are obtained from the 

Australian Bureau of Statistics (2016b). Source vector data on country boundaries are 

obtained from Esri (2018). (Meire and Derudder, under review) 
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3.2. Data 

 

In order to map the combined land- and airside accessibility within Australia in terms of travel 

time, road and air travel data were collected. 

With regard to air travel, we collected web-based data on scheduled flight itineraries through 

the use of a publicly available travel API. Hence in parallel to Fuellhart et al. (2015), Grubesic 

et al. (2006) and Grubesic & Zook (2007), we mimic the online flight search of travellers before 

the actual booking takes place. To this end, Google’s web-based QPX Express API was 

implemented in a Python 3.6 script in order to automatically gather real-time data on flight 

durations between each pair of airports. As most air transport databases only provide data on 

individual flight legs (Derudder & Witlox, 2005b, 2005a), Google’s QPX Express API allows 

the user to collect data on full, scheduled flight itineraries (origin-destination data). The API is 

based on QPX Software developed by ITA Software, which ‘uses algorithms to combine and 

parse multiple sets of flight information from airlines, including pricing and availability data, 

to create an up-to-date database that can be searched across’ (Google Company, 2018a, 

2018b). With the aim of reducing the influence of booking time and seasonal fluctuations, 

scheduled flight data were collected for three different departure dates (i.e. Monday 16 April 

2018, Thursday 16 August 2018 and Sunday 16 December 2018), after which the median value 

(of the fastest flights) was used in subsequent calculations in order to mitigate possible outliers. 

The air travel data acquisition took place on 13 February for the first departure date, on 14 

February 2018 for the second departure date, and on 15 and 16 February for the third departure 

date. Since 159 airports are included in the analysis, 75 366 API requests were sent (25 122 for 

each departure date). We provided Google’s QPX Express API’s request body with the 

following input data: one adult passenger, the departure and arrival airport, the date of 

departure, a maximum of five transfers, no obligation of refundable fares and a request to return 

as many solutions as possible; supplemented by the API key, the URL and the headers. After 

each flight request, Google’s QPX Express API generated a response body containing the air 

travel data in a JavaScript Object Notation (JSON) format, a structured and lightweight data 

interchange format that is independent of a specific programming language (Bassett, 2015). 

These response bodies were saved in a shelf file using the Python 3.6 shelve module, allowing 

us to store the extracted data objects on the hard drive in order to be re-opened and retrieved in 

subsequent PyDev modules (Sweigert, 2015). The architecture of a shelf file follows a 

dictionary-like format, meaning a key or object ID (in our case, the airport pair) is linked to a 

certain value (in our case, Google’s QPX Express API’s response body). We then extracted the 

shortest flight duration per airport pair and per date from the JSON response bodies, after which 

the median shortest air travel time between each pair of airports was quantified. 

In order to empirically evaluate the accuracy of Google’s QPX Express API’s data on flight 

durations, we compared the shortest flight durations generated via Google’s QPX Express API 

with data extracted from Skyscanner (www.skyscanner.com), a well-known (travel) web-

crawling service. To this end two random samples of 50 origin-destination airport pairs were 

selected for each departure date using a Python script, for which the shortest flight durations 

were extracted via both data sources. The two samples respectively represent (1) airport pairs 

between which Google’s QPX Express API could not generate any flights, and (2) airport pairs 

between which Google’s QPX Express API generated at least one flight itinerary. As such, 300 

out of 75 366 queries were manually conducted via Skyscanner (on 20 and 21 February 2018). 

For 141 out of 300 flight queries, however, neither data source could generate a travel option. 

In four cases Skyscanner generated a flight itinerary while Google’s QPX Express API did not. 

In contrast, in twelve cases Google’s QPX Express API generated a flight itinerary while 

Skyscanner could not find any flights. The shortest travel time results generated by Google’s 

QPX Express API and Skyscanner were then plotted against each other (Figure 31). Although 
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a number of outliers are observed, we may assume that both meta-search engines generate 

similar (shortest) flight durations. 

 

 

Figure 31 : Comparison between Google’s QPX Express API and Skyscanner data. The 

X-axis represents the shortest flight duration between random airport pairs (on 16 April 

2018, 16 August 2018 and 16 December 2018) generated via Google’s QPX Express API. 

The Y-axis represents the shortest flight duration between the same airport pairs 

generated via Skyscanner. 

 

With regard to the landside accessibility, three sub-components can be identified: (1) the 

overland travel time between the point of origin and the departure airport, (2) the overland 

travel time between the arrival airport and the final point of destination, and (3) the overland 

travel time between the origin and destination centroids in case they are geographically so close 

that including an air travel segment would not improve travel time. The potential 

departure/arrival airports of the origin/destination centroids were selected based on a Euclidian 

distance criterion, which itself depended on Australia’s Remoteness Area Structure (Australian 

Bureau of Statistics, 2011): if a statistical area’s centroid is situated in an area that is considered 

to be ‘Remote’ or ‘Very Remote’ in terms of its relative access to services as outlined in 

Australia’s Remoteness Area Structure, all airports within a Euclidian distance of 750 km from 

the centroid involved are considered to be potential departure/arrival airports. A 500 km 

distance limit was applied to all other centroids (i.e. those situated in ‘Outer Regional 

Australia’, ‘Inner Regional Australia’ and Australia’s ‘Major Cities’). These large distance 

limits were (arbitrarily) selected to ensure the inclusion of all potential departure/arrival airports 

while maintaining the feasibility of the overland data collection process. With regard to 

unimodal travel, all trips between centroid pairs situated within a Euclidian distance of 500 km 

from each other are considered potential unimodal (car) travel trips. In total, 41 091 origin 

centroid – departure airport pairs, 41 091 arrival airport – destination centroid pairs and 1 179 

117 origin centroid – destination centroid pairs were identified. 

Following the (primary) aim of this study, data on overland (car) travel times were collected by 

invoking the web-based Google Maps Distance Matrix API in a Python script. Since we did not 

specify a departure date nor time for the car travel component, no specific or real-time 

traffic/road conditions were taken into account, and we thus generated general values. The 
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overland data acquisition concerning the origin centroid – departure airport pairs and the arrival 

airport – destination centroid pairs took place on 8 and 9 March 2018, respectively. From 10 

March 2018 until 23 March 2018, the Python script was run for all origin centroid – destination 

centroid pairs. The travel data extraction was executed on a 100 000 queries/day basis and the 

results were saved in Python shelf files. 

 

3.3. Method 

 

As previously mentioned, the combination of land- and airside accessibility consists of three 

route segments: (1) travel from the origin centroid to a departure airport using the road network, 

(2) air travel (including transfer time in case of connections requiring a stopover), and (3) travel 

from an arrival airport to the destination centroid using the road network. Depending on the 

centroid’s position in Australia’s Remoteness Area Structure, all airports within a Euclidian 

distance limit of 500/750 km from the centroid involved are considered to be potential departure 

or arrival airports. In case the origin and destination centroids are within a Euclidian distance 

of 500 km from each other, unimodal car travel is also taken into account. The land- and airside 

accessibility framework is visualised in Figure 32. 

 

 

Figure 32 : Land- and airside accessibility framework 

 

Using Python 3.6 software, we combined all possible route configurations with the aim of 

finding the shortest possible travel time between every pair of centroids. This combination 

process is visualised in Figure 33. The data collection process resulted in four shelf files, 

containing: (1) the overland, unimodal travel time between centroids that are within a Euclidian 

distance of 500 km from each other (the CODO shelf), (2) the overland travel time between the 

origin centroids and their potential departure airports (the COAD shelf), (3) the overland travel 

time between the potential arrival airports and the destination centroids (the AACD shelf), and 

(4) the fastest flights (including transfer time if relevant) between every pair of Australian 

airports (the ADAA shelf). In order to determine the shortest travel time between a pair of 

centroids, we first search the COCD shelf for the centroid pair involved. If the centroid pair is 

present, the corresponding unimodal travel time is temporarily considered to be the shortest 
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travel time. If not, an infinite travel time is assigned to the centroid pair involved. In a next step, 

we search for all centroid-airport pairs in the COAD shelf containing the origin centroid 

involved, and add these pairs to a new, empty Python dictionary. The same procedure is 

followed with regard to the airport-centroid pairs in the AACD shelf, albeit that we search for 

airport-centroid pairs involving the destination centroid involved instead of the origin centroid. 

Thereafter, all centroid-airport pairs containing the origin centroid and all airport-centroid pairs 

containing the destination centroid (i.e. those present in the abovementioned Python 

dictionaries) are combined. We then examine each combination for an available airside 

segment. In case an airside segment is present in the ADAA shelf, the corresponding land- and 

airside travel times are aggregated. When the aggregated travel time is less that the previously 

defined travel time, the latter is replaced by the former. This procedure is repeated for all 

possible route configurations involving the origin and destination centroids involved in order 

to find the shortest travel time between them. Any remaining infinite travel times were replaced 

by the observed (shortest) maximum travel time. Finally, the mean shortest travel time for each 

centroid to reach all other centroids was calculated. 
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Figure 33 : Data collection and processing framework. BME, MEB, MEL, WOL, AYQ, 

ABX, SYD, SNB, ADL, PUG and KNS respectively correspond to Broome International 

Airport (Broome), Essendon Airport (Melbourne), Melbourne Airport (Melbourne), 

Illawarra Airport (Wollongong), Connellan Airport (Uluru), Albury Airport (Albury), 

Kingsford Smith Airport (Sydney), Snake Bay Airport (Milikapiti), Adelaide 

International Airport (Adelaide), Port Augusta Airport (Port Augusta) and King Island 

Airport (King Island). The combinations of specific centroids and/or airports are for 

illustrative purposes only and therefore do not correspond to the actual combinations. 

(Meire and Derudder, under review) 

 

4. Results 

 

Figure 34 visualises the bimodal accessibility index of the Australian Statistical Areas Level 2. 

Results show that the southeastern part of Australia is generally characterised by high levels of 

accessibility, with a gradual transition from well accessible areas situated along Australia’s 
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coastline to less accessible areas situated more inland. To the (north)west of Sydney and to the 

east of Melbourne, however, a small number of less accessible statistical areas can also be 

observed, abruptly interrupting the abovementioned gradual transition. A similar abrupt low-

accessibility zone embedded in a well-accessible matrix can also be observed to the west of 

Rockhampton, Queensland. Central and northern Australia are in turn for the greater part 

comprised of less accessible areas. Exceptions include the surrounding area of the Northern 

Territory’s capital city Darwin and two centrally located statistical areas involving key sites of 

Australia’s tourism industry in this region, i.e. Uluru and Alice Springs. In Western Australia, 

the most accessible areas are again situated along the coastline, whereas the less accessible 

areas are situated more inland or towards the north. Especially the region around Perth stands 

out as a high accessibility zone. Also the area near Karratha, one of Australia’s small mining 

towns, is marked as a relatively high accessibility region. 

Overall, the most populated cities are, unsurprisingly, hotspots of accessibility: the mean 

shortest travel time to reach all statistical areas is lowest in or nearby the most dominant cities. 

These cities are mainly located near Australia’s coastline and are generally characterised by a 

hub airport. However, the results do not simply represent the configuration of Australia’s airport 

system: the layout of the road network also plays a major role in rendering (in)accessible 

statistical areas. Access to main highways that are connected to relatively distant airports with 

a diverse and extensive network may lead to a higher accessibility overall. In South Australia, 

for example, the area around a number of low-service airports (i.e. Coober Pedy Airport, 

Ceduna Airport, Port Augusta Airport and Olympic Dam Airport) stand out as relatively 

accessible areas since they are situated alongside the state’s main highways (i.e. the west-east 

directed Eyre Highway/Augusta Highway and the north-south direct Stuart Highway) which 

facilitate access to relatively distant and well-serviced airports – our mapping of this process 

conforms to what has been referred to in literature as ‘air traveller leaking’ (Ryerson & Kim, 

2018). 

The opposite pattern also emerges: the lack of main roads may prevent travellers from reaching 

well-connected (and sometimes even nearby) airports, consequently lowering the landside 

accessibility in particular and the overall accessibility in general. The abovementioned abrupt 

low-accessibility lobe to the northwest of Sydney, for example, is for the greater part comprised 

of wildlife area (i.e. the Wollemi and Blue Mountains National Parks), giving rise to a poor 

road network and, consequently, diminished accessibility. Similarly, the Alpine National Park 

lowers the accessibility index to the east of Melbourne to some extent. In the western part of 

Tasmania, Cradle Mountain-Lake St Clair and Franklin-Gordon Wild Rivers National Parks 

might have given rise to the low-accessibility zone in that area. The low accessibility zone to 

the west of Rockhampton might also be related to a local relief increase: the centroid of the less 

statistical area involved is situated next to Arthurs Bluff State Forest and, in the extension 

thereof, Blackdown Tableland National Park. These areas rise abruptly above the surrounding 

lowlands (Queensland Government; Department of National Parks; Recreation; Sport and 

Racing, 2013). As such, the cliff tops of Blackdown Tableland National Park’s undulating 

plateau (Queensland Government; Department of National Parks; Recreation; Sport and 

Racing, 2013) act as a local barrier. In Australia’s more inland regions, the less accessible 

statistical areas also partly coincide with Australia’s major deserts, which are again 

characterised by a low(er)-density road network. Hence, an inadequate road network 

infrastructure may lead to extended travel times and thus lower accessibility regions, even when 

a well-connected or hub airport (e.g. Sydney Airport or Melbourne Airport) is situated in the 

vicinity of the origin location involved. At the same time, the way in which the points of origin 

and destinations were defined may also influence the bimodal accessibility index to a 

considerable degree. This is of particular interest in cases where the population weighted 

centroid was replaced by the geometric centroid, since this may artificially increase the distance 

between the centroid involved and the main road network. Hence, is not simply a map of ‘major 
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airports’, but indicates the combined effects of land- and airside connectivity on the 

accessibility of locations. 

 

 

Figure 34 : The bimodal accessibility pattern within Australia. (Adapted from Meire et 

al., in press) 

  

5. Discussion 

 

Our case study shows some of the possibilities of gathering web-based data accessed via web 

APIs for accessibility related research topics. In this respect, a number of strengths of such an 

automated API-based approach to assessing transport networks can be identified. A major 

strength of the Google Maps API involves the provision of recent and/or real time information 

(Hajinasab et al., 2017; Wang & Xu, 2011). According to Wang & Xu (2011), for example, the 

Google Maps service is generally updated twice a month, which is likely to be significantly 

more than, for example, static road network shapefiles for GIS network analysis. Second, 

although not adopted in our study, the Google Maps API provides a diversity of traffic 

configurations among which different traffic models, potentially producing additional insights. 



BIVEC/GIBET Transport Research Days 2019 

 373 

Third, the outsourcing of the travel data collection itself reduces the need for self-preparing a 

transport network (e.g. in a GIS environment), which contributes to a faster data collection 

process (Hajinasab et al., 2017; Wang & Xu, 2011). Finally, a major strength of such an API-

based approach involves the public availability of Google’s travel APIs. Although the use of 

Google’s APIs is charged according to the amount of requests sent, no restrictions apply on 

who may access and use Google’s API services. However, we recognise that the use of web-

based travel data, accessed via web APIs, also contains a number of limitations: the dependency 

on corporate web-based data might raise both operational and ethical concerns. Google’s QPX 

Express API service, for example, has been ended as from April 10, 2018. The reproducibility 

of our research approach might therefore be questioned. However, provided that the 

programming code is adjusted to an alternative travel API, our framework for assessing the 

combined land- and airside accessibility can be considered a generic approach, which can be 

applied in similar research. Ethical concerns in turn relate to the selective openness and limited 

transparency of corporate (web-based) data. Related to this, the reliability of web-based travel 

data, and in this study Google-based data in particular, should be evaluated.  

 

6. Concluding remarks 

 

In this study, based on Meire et al. (in press) and Meire and Derudder (under review), we 

introduced a framework for transport data extraction and processing using publicly available 

web-based resources (i.e. the Google Maps Distance Matrix and QPX Express APIs), illustrated 

by a case study evaluating the combined land- and airside accessibility of Australia at the level 

of statistical units. The results of our case study have demonstrated some of the main 

possibilities, strengths and weaknesses of gathering web-based data via web APIs for transport 

and accessibility related research topics. A main avenue for future research involves a detailed 

quality assessment of Google’s web-based travel data, including the operational and ethical 

issues related to this. With regard to our case study, future research could focus on further 

developing the bimodal accessibility index (e.g. by incorporating complementary transport 

variables such as traffic conditions) and monitoring how and to which extent the accessibility 

pattern changes over time. In conclusion, we argue that the development of new data gathering 

and processing methods in the realm of big data offers new and exciting opportunities for 

transport research in general and accessibility research in particular. 
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Abstract: The reefer container market and global cold chains present several opportunities for 

seaports. This high-value market grows rapidly, but also places demands on ports’ logistics 

processes, infrastructure, and energy provision. The current academic literature lacks a 

comprehensive understanding of the policy options available to port authorities to address 

these types of challenges and opportunities. Based on a survey of the world’s 50 largest 

container ports, this study presents a new dataset of policies ports implement in the area of 

reefer transportation and cold chain logistics. The policies are analyzed in terms of their 

content, goals and scope. Most commonly, the scope is limited to the port cluster, where ports 

often (co)-invest in or aim for cluster formation around cold stores within the port. When a port 

broadens its strategic scope, this is aligned with policy goals formulated at higher levels of 

governance, such as modal shift goals or the development of domestic post-harvest distribution 

systems. There is little evidence that port authorities pursue policies in line with an overarching 

strategy, taking into account the logistics, marketing, technology, and sustainability dimensions 

of cold chains. The paper outlines the general tenets such a strategy should contain as a 

consideration for policymakers. 

 

Keywords: “reefer containers”, “cold chain”, “ports”, “port policy”, “container transport”. 

 

1. Introduction 

 

The focus of this study is on the policy measures that can be implemented by port authorities 

to better attract and facilitate transportation of reefer containers. Refrigerated or ‘reefer’ 

containers are a fast-growing segment in the container shipping market (Arduino, Carrillo 

Murillo, & Parola, 2013). Whereas the container shipping market itself is in a phase of maturity, 

niches such as reefer transportation can still be exploited for further growth (Guerrero & 

Rodrigue, 2014). Over the past decade, the reefer market has been the only segment showing 

consistent year-on-year growth in a generally depressed container shipping market (Drewry, 

2016). The intermodal compatibility, increased reliability (in terms of delivery and quality 

control), flexibility, and traceability that these containers and associated technology provide, 

make it an attractive mode of transportation for temperature-sensitive cargoes. Facilitated by 

technical developments in the reefer market, the growing global demand for temperature-

sensitive products, such as fresh and frozen agrifood products, flowers, chemicals, and 

pharmaceutical products, drives the further expansion of worldwide reefer trades.  

Hence these fast-growing, high-value cargo flows become increasingly relevant for port 

authorities. Reefer containers, with their built-in technology and sensitive cargo, place more 

stringent demands on port infrastructure, energy supply, and handling processes than standard 

containers (Behdani, Fan, & Bloemhof, 2018), prompting the question what measures port 

authorities can take to better facilitate the transportation of reefer containers and improve their 
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competitive position in this market. While the academic literature on port competitiveness has 

addressed the question how (container) ports can become more attractive to port users, so far 

containers have generally been considered ‘black boxes’ – a homogenous commodity without 

much regard for differentiation in their contents (Rodrigue & Notteboom, 2015). However, 

ports compete not only for cargo volume, but for cargo added value as well (Martino, Carbone, 

& Morvillo, 2015). Therefore a more disaggregated perspective on container flows – and how 

ports can deal with these – is desirable (Castelein, Geerlings, & Van Duin, 2019). 

Studies in port governance generally focus on governance models, institutional reform, and 

their outcomes (Borges Vieira, Kliemann Neto, & Goncalves Amaral, 2014). Most attention 

has been paid to the predominant port governance model, i.e. the ‘landlord’ port authority: a 

privatized entity, often with public ownership, with a role that is limited to infrastructure and 

real estate management and regulatory functions while balancing public and private interests 

(World Bank, 2007). This demarcation of port authority roles appears to be in constant flux 

however, as developments in the global logistics sector may place new demands on ports that 

forces a reconsideration of port authority roles and functions (Notteboom, De Langen, & 

Jacobs, 2013; Robinson, 2002). Earlier studies suggested ways in which changing contexts 

could impel port authorities to broaden their scope to the foreland and hinterland (Dooms, Van 

der Lugt, & De Langen, 2013; Notteboom & Rodrigue, 2005; L. M. Van der Lugt, Rodrigues, 

& Van den Berg, 2014) and extend their role beyond that of the landlord to for example being 

a cluster manager, facilitator, or entrepreneur (Hollen, Bosch, & Volberda, 2015; Verhoeven, 

2010). A recent contribution (Parola, Pallis, Risitano, & Ferretti, 2018) provided a novel 

conceptualization of marketing strategies for ports to engage actively with relevant 

stakeholders, but remained abstract as to the concrete policy instruments available. At the heart 

of this literature is the question ‘what can a port authority do?’, including the issue of how a 

port authority can insert itself in global supply chains and help create more value for the port 

cluster (Jacobs & Hall, 2007). So far, the approaches have been predominantly case studies of 

one or a handful of ports (Dooms, Van der Lugt, et al., 2013; Hollen et al., 2015; Jacobs & Hall, 

2007; L. Van der Lugt, Dooms, & Parola, 2013) or more conceptual work (Parola et al., 2018), 

but a comprehensive global perspective on the spectrum of tangible actions a port authority 

may take in response to threats or opportunities in its changing environment has been missing.  

This paper addresses this gap by focusing on port policies specifically tailored for one fast-

growing segment of the container market, namely the reefer market, characterized by high-

value, sensitive cargoes. Drawing on a newly compiled dataset of reefer and cold chain-related 

policies implemented by the world’s 50 largest container ports, the question how ports can 

respond to challenges and opportunities in this niche market is addressed. The study surveys 

the policy measures implemented by the largest container ports in the world to identify the 

spectrum of measures applied. Drawing on this new database of port policies, the study provides 

a typology of measures, and discusses these by type, scope, and goal. Furthermore, based on 

these findings the authors offer considerations on how ports can formulate and implement a 

coherent and comprehensive strategy for cold chain facilitation.  

Section 2 outlines the background to the study, including relevant considerations regarding 

reefers for ports, and a general discussion of port governance and the policy instruments 

available to port authorities. Section 3 outlines the process of data collection and coding of the 

policy instruments found, after which section 4 presents the results. Section 5 discusses and 

concludes. 

 

2. Background 

 

Research on what ports can do to respond to opportunities and challenges in a developing 

market – such as cold chains and reefer transportation – has been limited so far. From the 

existing academic literature two aspects should be highlighted that are relevant to understand 
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ports’ policy options in this context. First, the relevance of reefer transportation for ports, and 

second, insights into how port governance shapes the extent of policy instruments port 

authorities have at their disposal. 

 

2.1. Cold chain considerations for ports 

 

Three characteristics of reefer container transportation and cold chains make this sector 

particularly relevant for ports. First is the rapid growth in the market, creating opportunities for 

ports to attract high-value cargo. Second is the crucial role of ports in reefer chains as locations 

of (de)-consolidation, multiple transfers of custodianship, and the associated risks. Third, reefer 

containers account for a considerable share of ports’ energy consumption, making them a 

relevant consideration for ports’ energy policy. 

Growth in reefer container transport has for long strongly outpaced growth in standard or ‘dry’ 

container markets (Drewry, 2016), driven by three factors (Accorsi, Manzini, & Ferrari, 2014; 

Arduino et al., 2013; Behdani et al., 2018): First, as incomes increase worldwide, people tend 

to increase their consumption of exotic, non-local food, and demand this regardless of 

seasonality. Secondly, due to improved preservation techniques and the cost-competitiveness 

of reefer container transport, there is a modal shift of temperature-sensitive goods away from 

air and conventional reeferships transport towards reefer containers, with 85% of perishables 

expected to be transported in reefer containers by 2021 (Drewry, 2017). Third, as reefer 

containers become more ubiquitous, the range of goods transported is expanded with cargoes 

that would not have been transported under refrigeration by plane or conventional reefership. 

These miscellaneous goods range from sensitive electronics to sneakers with temperature-

sensitive glue and even live lobsters. Due to these developments, the use of reefer containers 

worldwide increases, and their range of uses expands.  

While ports are only a single nexus in a global cold chain, they are a critical point where reefer 

containers are disconnected from their power supply, transferred, and re-connected at several 

points within the port, and possibly stripped or stuffed with new cargo in cold stores. These 

transfer points, where the container is disconnected from an energy supply while at the same 

time the custodianship shifts from one chain actor to another, are typically the points where the 

risk of the cold chain being broken is greatest (Fitzgerald, Howitt, Smith, & Hume, 2011).  

Another consideration is the relevance of reefers for port’s energy policy. Ports tend to be 

clusters of energy-intensive activities, energy transport, and power generation (‘energy hubs’), 

while sustainability considerations also place demands on ports to control their emissions and 

environmental impact. All these demands should be taken into account in port authorities’ 

policymaking (Acciaro, Ghiara, & Cusano, 2014). For cold chains overall, approximately 20% 

of all energy consumption is used for cargo refrigeration (Fitzgerald et al., 2011). At container 

terminals, energy consumption of reefer containers is responsible for 30-35% of total energy 

use, and the prime driver behind energy demand peaks (van Duin, Geerlings, Verbraeck, & 

Nafde, 2018). Considering recent developments such as the Paris agreement of 2015 stressing 

the importance of reducing CO2 emissions, challenges arising from the energy footprint of 

refrigerated logistics deserve the attention of port authorities.  

 

2.2. Port governance and policy options for port authorities  

 

Recognizing that the reefer sector poses opportunities as well as challenges for port authorities, 

one should consider the set of instruments available to port authorities to respond to these 

developments. This entails considerations regarding port governance, strategy-making, and 

policy options. 

There are several generic governance models to which most ports conform, with the ‘landlord’ 

port being the most common (World Bank, 2007). There has been considerable discussion in 
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the literature whether this is the best model for port authorities in a period of significant change 

in the logistics environment. Major external factors include consolidation in the liner and 

terminal operator sector (Notteboom, 2002; Panayides & Wiedmer, 2011) and the tendency of 

supply chains becoming more interconnected and footloose (Robinson, 2002). In different 

contexts and conceptualizations, authors have made arguments for ports to broaden their 

strategic scope, resulting in roles and concepts such as the ‘entrepreneurial port developer,’ 

‘facilitator’, ‘ambidextrous port’, ‘cluster manager,’ and the ‘extended landlord port model.’  

Port authorities operate to meet a diverse spectrum of strategic goals, inspired by their hybrid 

nature with characteristics of a public as well as a private organization (L. Van der Lugt et al., 

2013; Verhoeven, 2010). These goals include straightforward financial performance criteria, 

sustainability goals, and meeting responsibilities to a wide range of stakeholders. The latter 

include national and local government, the national logistics sector, port users, and regional 

inhabitants. Drawing on Cochran and Malone’s (2014) definition of policy actions as “decisions 

for implementing programs to achieve […] goals,” in the seaport context the port authority can 

use a range of policy instruments to realize these various strategic goals (Hollen et al., 2015). 

These options are now discussed for the different roles a port authority can take.  

In the traditional ‘landlord’ model, the port authority manages land concession agreements, has 

a regulatory role, and is responsible for port infrastructure. Research so far has identified several 

ways in which port authorities extend their roles, either by using ‘traditional’ landlord policy 

instruments in innovative ways, or by engaging in previously unexplored activities (Notteboom 

et al., 2013). Concession agreements are not only used as a source of income for port authorities, 

but can also be used to incentivize port user behavior that is desirable from the perspective of 

the port authority’s other goals (e.g. achieving a certain modal split to reduce emissions and 

congestion) (Langen, Berg, & Willeumier, 2012; Notteboom & Verhoeven, 2010). The role of 

regulator can also be extended into standard-setting to further the port’s societal goals (Lam & 

Notteboom, 2014) or signal and address market failures. Another dimension of port policy 

development is a broader conception of what constitutes infrastructure. While physical 

infrastructure is traditionally within the scope of the landlord port authority, more 

entrepreneurial port authorities also invest in ‘knowledge infrastructure’ (Hollen et al., 2015), 

including information technology (Cepolina & Ghiara, 2013) inter-organizational relations, 

collaboration, and connectivity (De Martino & Morvillo, 2008; Hollen et al., 2015), and 

innovation (Martino, Errichiello, Marasco, & Morvillo, 2013). When a port authority extends 

its role into that of a ‘cluster manager’ or ‘community manager’, other considerations play a 

role as well, such as the mix of activities (co-)located in a port, intra-port inter-organizational 

relations, and possible co-siting of activities that could benefit from one another’s proximity 

(Hollen et al., 2015).   

Ports that are aware of their position in global supply chains will want to undertake actions that 

help better integrate the port and port actors in these chains. These actions include data-sharing 

technologies, development of relationships with foreland and hinterland actors, pursuing value-

added activities, and improving connectivity (Song & Panayides, 2008). Essentially any 

national or regional, public or private stakeholder – domestic or abroad – can be within the 

scope of targeted marketing efforts of port authorities (Parola et al., 2018). Specifically, 

cooperation between (semi-)public port authorities with private sector stakeholders (with 

varying degrees of commitment) are key instruments for port development (Dooms, Verbeke, 

& Haezendonck, 2013; Panayides, Parola, Siu, & Lam, 2015).  

Geographically, an entrepreneurial port also considers areas outside the port cluster (i.e. its 

hinterland or foreland) to be within its strategic scope. This includes outreach to its own 

hinterland to improve connectivity – ‘regionalization’ of the port (Notteboom & Rodrigue, 

2005) – or the development of the hinterland region itself (Cahoon, Pateman, & Chen, 2013). 

Also towards the foreland, research has shown evidence of internationalization of port authority 

strategies (Dooms, Van der Lugt, et al., 2013).  
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The question to be addressed with this background in mind is how this port policy ‘toolkit’ can 

be used to implement tangible measures – in this case responding to growing opportunities and 

demands in the reefer segment. The next section outlines the data collection process for the new 

dataset on which this study will draw. 

 

3. Data and method 

 

3.1. Case selection 

 

To obtain an overview of what is done globally by ports in this niche market, the study draws 

on information from the world’s 50 largest container ports (Lloyd’s List, 2017) – as inspired 

by the ‘global review’ of hinterland-oriented green port strategies by Gonzalez Aregall et al.  

(2018). The motivation to opt for the largest container ports globally is twofold. First, they 

likely have the highest absolute numbers of reefer containers passing through the port, and 

hence the greatest incentive and possibility to implement (scalable) measures aimed at the reefer 

segment. Second, the largest ports tend to have the greatest strategic scope, financial means and 

considerable national and regional political clout that allows them to implement a broad 

selection of policies that are generally not pursued by smaller ports, particularly towards the 

port’s foreland and hinterland. For each of the 50 ports, the authors collected information on 

the measures taken to facilitate reefer transportation and cold chain logistics – the units of 

observation for the purpose of the study. 

 

3.2. Data collection  

 

The starting point of data collection were ports’ official (English) web pages, annual reports, 

and press releases. The authors did not impose a limit on the time period in which the identified 

measures were implemented or published, since the reefer container market has only fairly 

recently grown to significance, and the measures found were generally not dating back further 

than 10-15 years. To omit the limitation of only consulting documents released directly by port 

authorities, the authors also consulted secondary sources for relevant policies, including 

academic research, professional publications, and news releases. These secondary sources were 

searched for through Google (Scholar), using the name of the port and variations of search 

terms related to reefer- and cold chain transportation (e.g. ‘reefer’, ‘refrigerated’, ‘cold’, ‘cool’, 

‘conditioned’, ‘temperature’, ‘fresh’, ‘frozen’, and ‘perishable’). For each port, these primary 

and secondary sources were searched until no new information was found, and all reefer-related 

policies were recorded and compiled.  

It should be emphasized that this sampling approach does not guarantee that no relevant action 

has gone unnoticed. There may be relevant actions that are pursued by port authorities, but for 

one reason or another not publicized, hence remaining ‘unknown unknowns.’ For two reasons 

however, the authors consider this risk to be limited. First, ports that take action to improve 

their position in cold chains are likely keen to advertise this, either to catch the attention of 

reefer shippers, or to advertise their efforts towards a broader goal (e.g. sustainability goals). 

Secondly, the study focuses on the world’s largest ports: large organizations, with large 

amounts of reefer throughput, hence large-scale reefer-related policy actions, and considerable 

visibility to national and international industry, media, academia, or other parties that could – 

in one form or another – make mention of relevant developments. Despite these considerations, 

the sample may be biased towards including policy measures from those ports with the most 

accessible English-language information provision. This does not need to be a problem 

however. Since the goal of this study is to evaluate the full spectrum of policy measures 

available to ports, one action by one port authority missing – though not preferred – will likely 
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enter the inventory through the use of a comparable action by another port due to benchmarking 

competition.  

 

3.3. Data recording 

 

All reefer- or cold chain-related actions by port authorities were compiled, each action 

constituting one observation in the sample dataset. Some actions were not coded as port 

policies, for example simple requirements to handle reefer containers such as the constructing 

reefer racks and plugs, performing plugging and unplugging services, and the availability of 

on-site reefer servicing, including PTIs. Moreover, actions by private sector companies or 

government agencies in which the port authority itself was not involved (financially or 

otherwise) were not counted as port policy – even though public-private partnerships with port 

authority involvement were included. Third, multiple initiatives stemming from the same policy 

(e.g. subsidizing multiple barge connections as part of the same program) were still counted as 

one policy.  

For every policy identified, as much information as possible was recorded. First the policy 

instrument itself. Secondly the geographical scope of the policy, distinguishing between actions 

taken inside the port cluster, towards the hinterland or foreland, or impacting the cold chain in 

its entirety. Third, if mentioned in the information provided, the goal of the policy. Last – where 

applicable – the stakeholders with which the port authority partnered in implementing the 

policy. Aside from these categories, extensive notes were taken on all other information found 

regarding the policy in question.  

 

3.4 Analytical approach 

 

Even though the data collection process was aimed to be comprehensive, the risk of omissions 

and (availability) biases in the data precludes findings being proven with statistical significance 

or statements about causality being made. Also details about the performance of policy 

measures are generally not available, making quantification of costs and benefits of policies 

infeasible.  

Instead, this study takes an inductive approach to the research question – how can port 

authorities respond to opportunities in the reefer market? – with the available information from 

a broad sample of cases. From a classification of the diverse policy measures encountered, we 

outline the instruments potentially available to port policymakers, while recognizing that 

institutional arrangements may limit port authorities’ access to some of these instruments. 

Following a case study approach, we aim to identify patterns in the data, and formulate 

propositions on how port policy instruments, goals, and scope may be related (Yin, 1994). 

 

4. Findings 

 

This section details the findings from the new dataset, starting with some general descriptive 

information on the ports and policies found. 

 

4.1. Data descriptives 

 

Before discussing substantive findings, the general characteristics of the data deserve attention. 

Of the 50 ports surveyed, for 35 ports at least one reefer- or cold chain-related measure was 

recorded, obtaining a sample of 72 individual measures in total. Most individual policy 

measures (6) were recorded for the Port of Rotterdam (Netherlands). The other ports with the 

most distinct measures were the Port of Antwerp (Belgium) (5) and the Port of Dalian (China) 

(4). 



BIVEC/GIBET Transport Research Days 2019 

 383 

Plotting the number of measures identified against the ports’ rankings from Lloyd’s List (Figure 

1) shows that the ports that implement relatively most measures (3 and more) also tend to be 

the larger ports in terms of container throughput. This skewness suggests that it makes sense to 

starts with the world’s largest ports when compiling such a policy inventory.  

 

 
Figure 1. Number of reefer-related measures by port ranking and region (source: own 

compilation, based on Lloyd’s List (2017). 

 

Another important aspect is the geographical distribution of the surveyed ports. Expanding the 

distinction in Figure 1 between ports in different regions, Table 1 below shows the number of 

ports per region and the average number of reefer or cold chain-related measures found per 

port. The regional categorization is adapted from the original source of the ranking (Lloyd’s 

List, 2017), with Europe further divided into North-Western Europe (European Atlantic, North 

Sea, and Baltic) and the Mediterranean.  

Most ports are located in Asia, which may lend a regional bias to the sample. It also deserves 

attention for which ports no policy measures could be found. This can be either due to their 

absence, or due to limitations in the port’s information provision, in which case this is a blind 

spot in this investigation. Figure 1 shows that for 4 ports in the top 10, zero measures could be 

identified. These ports are Shanghai, Shenzhen, Hong Kong, and Guangzhou – all in China, 

suggesting that there may be a structural reason for lack of information – even though other 

top-10 Chinese ports, such as Ningbo, Qingdao, and Tianjin provide plenty information. Also 

for the Mediterranean ports, 3 out of 5 show zero measures, and an average of 0.6 measures for 

all ports in the region. This can be expected to be due to the transshipment focus of the larger 

ports in the region (e.g. Piraeus, Malta), with a smaller market for hinterland-oriented policies 

or value adding activities. Clearly, for North-Western European ports most distinct measures 

were identified on average.  

 
Table 1. Regional breakdown of findings. 

Region Number 

of ports 

Number of ports 

recording zero 

measures 

Average number of 

measures recorded per 

port 

Minimum Maximum 

Asia 29 11 1,2 0 4 

Mediterranean 5 3 0,6 0 1 

Middle East 4 0 1,5 1 2 

N. America 5 0 2 2 2 
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NW. Europe 5 0 3,4 1 6 

S. America 2 1 2 0 2 

  

Another potential limitation with regard to the data also shows from this breakdown, namely 

that two major export regions for reefer cargoes (Latin America and Africa) are quite 

underrepresented.  

The three sections below classify and discuss the cases of cold chain policies according to three 

dimensions: policy goal, scope, and stakeholder involvement.  

 

4.2. Policy goals  

 

The sampled ports shows a broad range of goals behind port policies, beyond commercial goals 

such as the attainment of market share or cargo added value. Not all measures recorded were 

accompanied by a statement explaining the goal. Some ports reported a generic or instrumental 

goal (e.g. ‘improve efficiency,’ ‘serve customers better’), without mentioning the final goal 

(e.g. sustainability goals, market share, trade facilitation, export development etc.). Where such 

a concrete goal was reported, this was recorded in the dataset, along with other relevant notes. 

Roughly, the stated goals can be labeled as relating to sustainability, food safety, trade 

facilitation, efficiency improvements, and increasing competitiveness. Table 2 below shows 

these broader goals with a few specific examples (not exhaustive) of port policies implemented 

with that goal. 

 
Table 2. Possible goals of reefer-related policies and examples of ports reporting a certain goal 

(not exhaustive). 

Goal Example policies Example ports 

Food quality/safety - Cooperation with national 

customs and inspection 

agencies for quality 

monitoring and pest control  

- Aim of establishing a ‘halal 

hub’ with quality control and 

certification 

- United States, Indonesia, 

China. 

 

 

- Port Klang 

Sustainability - Energy use of cold stores: shift 

to renewable energy  

- Modal shift away from trucks, 

stimulate use of barge and rail 

for reefer transport 

- Reduce congestion: expedited 

treatment of trucks with 

reefers, exemptions from 

restrictions, modal shift 

- Reduce food waste (various 

monitoring and control 

initiatives) 

- Bremerhaven (Ger.) 

 

- Antwerp, Rotterdam, Long 

Beach, Valencia, Dalian 

 

- Long Beach, New 

York/New Jersey, 

Seattle/Tacoma, Manila 

 

- Hamburg, Singapore 

Trade facilitation (national) / 

support domestic 

perishables-producing 

sectors 

- Cold chain policies as part of 

nationwide plan to improve 

post-harvest distribution 

system 

- Improve connectivity of 

exporting regions 

- Indonesia, Japan, India, 

Taiwan, China 

 

 

- Rotterdam, Los Angeles, 

Santos 

More efficient service to 

customer 

- Expedited clearance by 

customs and inspection 

agencies; prioritization of 

trucks picking up reefers at 

terminal gate  

- Container tracking within the 

port or worldwide 

- Long Beach, New 

York/New Jersey, 

Seattle/Tacoma, Manila, 

Tanjung Perak 

 

- Hamburg, Singapore 
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Increase competitiveness 

(market share, value added) 

- Marketing: Host trade shows 

for perishables traders 

- Marketing: outreach to 

shippers 

- Co-invest in cold stores with 

value added logistics activities 

- Hamburg, Algeciras 

 

- Multiple 

 

- Multiple 

 

The specified goals of some policies can be considered instrumental, rather than final. For 

example, some port authorities aim to reduce dwell time of reefer containers (specified policy 

goal), but remain unclear whether this is to reduce energy use, prevent long occupation of scarce 

reefer plugs, to prevent product spoilage, or several of these (final) goals. A similar example is 

the reduction of congestion (stated policy goal), which can be aimed for with sustainability or 

efficiency goals in mind, or to circumvent the need for additional infrastructure investments.  

The following general observations can be made based on these goals. First, many ports are 

aware of the myriad sustainability considerations related to reefer containers, and various ports 

take multiple measures addressing one or more of these aspects. Second, some goals may 

conflict, while others may produce attractive synergies. An example of the first is intensified 

customs and quality controls, which typically entail longer time in transit for larger amounts of 

cargo – as is the case in Tanjung Perak, Indonesia. Conversely, ports may achieve synergies 

between policies addressing efficiency and sustainability goals, as smoother handling and 

shorter time in transit generally reduces overall energy consumption by the reefer container and 

reduced risk of product waste. Third, a considerable number of ports pursue policies aimed at 

trade facilitation, and often more specifically export stimulation. Particularly in Asia (India, 

Malaysia, Taiwan), these port policies are often tied in with a nationwide plan to improve post-

harvest distribution systems, addressing both export competitiveness and domestic food 

security. In Europe and North America ports are also improving connectivity with main 

agrifood export regions, but in these regions there is less evidence of a nationwide government-

led plan, and the focus seems to be predominantly on export competitiveness.  

 

4.3. Categorizing reefer policies by scope  

 

The policy measures can be differentiated by their scope: Some of the most broad-scope 

measures impact on the cold chain overall, whereas others are limited in scope to the port cluster 

itself, the port’s foreland, or the port’s hinterland. A port authority can extend its role beyond 

the landlord to a greater (e.g. being more entrepreneurial by taking on financial risk) or lesser 

degree (e.g. sticking to (knowledge) infrastructure provision, making regulatory provisions). 

Figure 2 below classifies the reefer-related measures observed by their scope, and lists the 

(number of) ports that implement the type of measure. Where a similar policy was observed in 

multiple ports (e.g. (co)-investing in cold store capacity), a generic description of the policy is 

shown.  
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Figure 2. Schematic overview of the full spectrum of port policies for cold chains  

 

 

4.3.1. Policies for the port cluster 

 

The greatest diversity of observed policy measures is within the port cluster itself – within the 

scope of the most limited ‘landlord’ port governance model. The most frequently observed 

measure is port authority involvement in the construction of cold storage capacity. Although in 

some cases the port authority plans, constructs and operates the cold store by itself, in most 

cases this takes the form of public-private partnerships with various degrees and types of port 

authority involvement. Some port authorities (e.g. Ningbo-Zhoushan, Qingdao, Jeddah) (co-
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)invest in cold store facilities in a joint venture with one or more private sector counterparties, 

whereas others participate in these projects by tailoring land concession policies towards a 

clustering of cold chain activities (e.g. Rotterdam). This type of cluster policy includes customs 

and inspection facilities and reefer servicing being co-located with cold stores, streamlining 

cargo clearance and container servicing. Moreover, port authorities can invest in infrastructure 

to improve the sustainability (e.g. powering cold stores with renewable energy) and 

connectivity (e.g. constructing rail sidings at cold stores) of the cold stores within the port.  

In their regulatory role, port authorities can also impact upon the reefer flows through the port. 

Some observed measures include the expedition of customs clearance – in cooperation with 

customs and inspection agencies and select shippers (e.g. Dalian). One port authority (Jeddah) 

regulates the dwell time of reefer containers at the port’s terminals to stimulate quick pick-up. 

Port authorities can also gear infrastructure policies towards reefer and cold chain facilitation. 

For example, the Port of Tokyo provides government subsidies to increase the number of reefer 

plugs within the port, and the Port of Savannah has a strategic plan to always keep the port’s 

reefer plug capacity at 20% above regular demand. More sophisticated infrastructure policies 

also affect the energy mix with which reefers and cold stores are provided (e.g. cold stores in 

Bremerhaven being supplied with wind power). Also policies are observed that stimulate reefer-

related knowledge infrastructure. For example, the Port of Antwerp has set up an expertise 

center for cold supply chains through the port, bringing together a network of regional shippers 

and service providers. 

 

4.3.2. Foreland policies 

 

The simplest policies directed towards the foreland come in the form of outreach or marketing 

to shippers. More entrepreneurial ports also direct their investment policies towards the foreland 

parts of their reefer chains. It is observed that some ports invest in other ports with a notable 

predominance of reefer flows (e.g. the port of Qingdao taking a stake in the Mediterranean 

reefer hub of Vado). In one case, the Port of Rotterdam participates in a hinterland rail 

connection from another port (Valencia). Another port – Dalian – takes on the role of shipper 

itself (through a joint venture) to arrange a container vessel loaded with reefers exclusively 

destined for Dalian.  

Port authorities also engage in policies aimed at trade facilitation, sometimes unilaterally, but 

in most observed cases in cooperation with higher-level government agencies that also seek to 

lower barriers to (perishables) trade. National governments as well as port authorities can exert 

lobbying efforts, or spearhead regulatory agency cooperation to streamline administrative 

procedures. A good example of the latter is the Port of Antwerp, working with Belgian and 

Peruvian customs agencies to streamline container clearance with digital certification.  

 

4.3.3 Hinterland policies 

 

In the hinterland dimension of reefer transport, port policies frequently address modal split. 7 

policies have been identified that aim to facilitate rail transportation of reefers or temperature-

controlled goods, and 2 ports (Rotterdam and Antwerp) have taken steps to increase the modal 

share of inland waterways transport of reefers. Multiple port authorities stimulate the use of 

inland terminals, and some even invest in inland terminals or cold storage facilities citing 

improving hinterland connectivity for reefers as a main goal. Interestingly, the ports that extend 

their scope the most towards the hinterland, often do so in the pursuit of goals that tie in with 

policy goals specified at higher levels of governance (e.g. national, regional, or European). In 

Europe in particular, the aim of a modal shift from road transport to rail or inland waterways 

was specified in an EU whitepaper, adopted by national governments, and subsequently 

integrated in port policy (European Commission, 2011). In Asia, more ambitious initiatives 
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extending ports’ strategic scope towards their hinterland are often linked with goals formulated 

by higher-level government pertaining to the improvement of food safety, the development of 

national or regional postharvest distribution systems, or the ambition to stimulate domestic 

agricultural exports.  

 

4.3.4. Cold chain policies 

 

At the top of Figure 2, examples are shown of port policies impacting the cold chain in its 

entirety, which in most cases relates to end-to-end monitoring of reefer containers or 

conditioned shipments, or data sharing and coordination between stakeholders along the cold 

chain. Whereas some ports (e.g. Hamburg) invest in container tracking around the port, several 

more port authorities are involved in initiatives that revolve around new technologies and data 

exchange – notably experiments with blockchain applications – along the entire reefer chain 

(e.g. Singapore, Busan, Antwerp). While these technologies will in the future likely have an 

impact on transportation of standard containers as well, port authorities and their partners in 

these projects (broad coalitions of shippers, carriers, insurers, government agencies, technology 

companies, and financial institutions) use the reefer chain to pioneer these technologies. The 

motivation is probably twofold. First, reefer containers already have the embedded technology 

that make remote monitoring possible. Second, the perishable and time-sensitive nature of 

reefer cargoes make that these flows will benefit the most from improved monitoring (allowing 

real time adjustments) and streamlining of administrative actions. In the long run, one can 

expect technological advances in the reefer sector to diffuse to the standard container market 

as well. 

 

4.4. Stakeholder involvement 

 

From the sample, we can distinguish a variety of policy instruments employed by port 

authorities, including investment, regulation, infrastructure provision, networking, pricing, 

incentives, subsidies, and marketing. Almost all policy actions identified entail a port authority 

engaging in a partnership with one or more public and/or private stakeholders and instances 

where a port authority acts unilaterally are limited. 

There is considerable diversity in stakeholder configurations and partnership compositions that 

port authorities engage in to co-create reefer chain measures. The dataset shows partnerships 

with shippers, terminals, carriers, other port authorities, logistics and transportation service 

providers, customs and other government agencies, knowledge institutes, technology 

companies, and financial institutions - domestic as well as foreign. In particular port policies 

that aim to impact the cold chain in its entirety are characterized by broad and diverse coalitions 

of port authorities and other stakeholders. Examples include container tracking, data sharing 

initiatives and blockchain experiments that typically involve shippers and port users, as well as 

technology companies and organizations involved in the administrative dimension of the 

transport chain. As ports’ scopes broaden towards the foreland or hinterland, also the 

stakeholder coalitions in which policies are implemented become broader. Towards the 

foreland this may include foreign shippers, carriers, and customs and inspection authorities, 

whereas in the hinterland port authorities partner (in varying degrees of commitment) with 

inland terminals and logistics and production clusters.  

Some types of partnerships and policies are surprisingly not encountered. First, the link between 

port policy and the processing of reefer cargoes within the port cluster is observed only rarely 

in the sample – notable exceptions include food processing in Bremerhaven and juice 

processing in Rotterdam, even though there is no evidence of port policy directed at better 

facilitating these activities. This is surprising, considering that this is a logical next step in 

creating opportunities to generate more value added from reefer cargoes shipped through the 
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port. Second, the policies in the sample are rarely related to energy management for reefer and 

cold chain facilities. One port (Bremerhaven) does mention shifting the energy mix provided 

to cold stores towards renewable energy sources, but given the relevance of energy strategies 

for ports, it is striking that these considerations seem to be few and far between. 

 

5. Discussion and conclusions 

 

The study has analyzed the policy options for port authorities to respond to challenges and 

opportunities arising from the rapidly growing reefer container market and cold chain logistics 

sector. The sections above discussed the characteristics of 72 individual policy measures 

sampled from the world’s 50 largest container ports, focusing on the policy instruments, goals, 

scope, and stakeholder involvement. The findings support and further illustrate Robinson’s 

(2002) conjecture that ports indeed position themselves in specific supply chains – in this case 

a relatively small sub-segment of the container market. It is also in the course of this positioning 

that port authorities extend their scope beyond the classic ‘landlord’ model, including actively 

facilitating, coordinating or even entrepreneurial roles and an extension of their strategic scope 

towards their hinterland and foreland. To our illustration of these insights, we can add the 

observation that although public port authorities have been commercialized and privatized, in 

their most ambitious endeavors (extending the geographical scope of their strategies towards 

their foreland and hinterland) we still see strong intertwining of the policy goals and efforts of 

port authorities and higher-level government. Interestingly, this trend varies between regions, 

with distinctly different underpinnings in Europe and the United States (e.g. modal shift) 

compared to Asia (agricultural development and food quality). Although in these cases port 

authorities emphasize public goals this does not preclude an underlying strategic agenda with 

commercial goals. Interestingly, the most commonly observed policy of cold storage 

facilitation seems to be the most fundamental type of cold chain policy, since the port 

authorities that broaden their strategic scope towards their fore- or hinterland do so in addition 

to cold chain policies within the port cluster. The same logic applies to measures that target the 

cold chain overall (such as data sharing and trade facilitation initiatives), which are generally 

undertaken by port authorities that already pursue cold chain facilitation policies within the port 

area. 

The limitations of the study should also be addressed. One limitation is the constitution of the 

sample. By reviewing actions taken by the world’s 50 largest ports, the cases of policies 

entering the sample were highly dependent on the ports’ information provision, which may 

have introduced a bias in the sample. Hence the patterns identified should be seen in the context 

of this sample. Second, while the authors showed that ports expand their role and focus, and 

explore new roles and activities beyond only managing infrastructure and land concessions, 

differences between ports in terms of governance model and operating environment should be 

recognized. For example, observations regarding European ports cannot easily be generalized 

to Chinese ports. In the discussion of the results, we have acknowledged regional variation 

where appropriate. Third, the cases did not include performance evaluations of the policies 

studied, either because the information was not publically available or because it concerns 

relatively recent initiatives of which some are still being developed. Therefore it has 

unfortunately not been possible to judge the success of the policy measures studied. 

The findings present several considerations for academic research and port policy. Most 

importantly, as the dataset used in this study did not include data on the performance of specific 

policies, future research should focus on which type of policies achieve the desired outcomes, 

and which factors impede or enhance the effectiveness of policies. The findings from this study 

may serve as the starting point for more in-depth research into the performance of specific types 

of cold chain policies. More generally, similar exercises to the one conducted in this study can 

be done into the tailoring of port policies for specific (niche) markets – ideally extended with 
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information on policy outcomes in more mature markets. For practice, this study provides a 

comprehensive overview of what major ports worldwide are doing to facilitate cold chains and 

reefer transport. The typology of policy actions presented can serve as a palette of possible 

actions from which policymakers and managers can draw, and adapt generic concepts to their 

local context. Currently, there is little evidence of ports establishing comprehensive strategies 

for cold chains. The policy measures identified are generally separate measures, each with their 

individual goals, with no indication of being part of an overarching strategy. While some port 

policies in developing regions are connected to national government policies aimed at 

establishing post-harvest distribution systems, for developed regions (North America, Europe), 

there is no higher-level governance framework observed addressing cold chain logistics in ports 

and informing port policy. However, in the light of rapidly growing markets, technological 

developments, and sustainability concerns, a more thorough and comprehensive approach is 

desirable. From the findings of this study, at least the most important tenets of such an 

overarching strategy can be identified. Within the port, port authorities should take an integrated 

perspective of different cold chain activities, including stripping and stuffing of reefer 

containers, storage, inspection, processing, and container servicing. A smart port can strive to 

better connect its cold chain activities with intermodal container networks and co-site relevant 

activities together to improve handling efficiency with a central role for well-connected cold 

stores. Considering sustainability concerns, the energy mix of these cold clusters can be made 

more sustainable, and smarter energy management techniques can be implemented (such as the 

use of cold stores or reefers as accumulators for energy storage). Towards the hinterland, many 

ports strive to reduce road congestion while also ensuring fast transit for time-sensitive reefer 

cargoes. Some do this by prioritizing trucks with reefers, others by stimulating the use of rail 

and/or barge transport for reefers. To achieve this modal shift, we observed a range of possible 

measures: infrastructure investments in intermodal connectivity for cold stores, start-up 

subsidies for barge connections, and investments in inland terminals to improve connectivity. 

Foreland-oriented policies may consist of marketing and lobbying, but port authorities can also 

stimulate cooperation between different national customs and inspection agencies to expedite 

clearance of goods. As also seen for even broader policies that impact on the entire cold chain 

(e.g. data sharing initiatives, blockchain experiments), smart ports can take a role as networking 

organizations, forming coalitions with diverse sets of stakeholders, and using the network and 

expertise of each to address pervasive issues in the reefer chain. This conception of cold chains 

as complex, multi-stakeholder systems in an uncertain global environment can serve as the 

rationale behind more comprehensive cold chain strategies for ports and ports’ conception of 

their own role in these chains. On an even more ambitious note, the same type of integrated 

policy-making can be extended to port positioning in other supply chains. 

The reefer market will likely keep growing in the foreseeable future, and ports would serve 

themselves well by considering all relevant aspects of this niche market for their own 

policymaking. In particular two global developments emphasize the relevance of cold chains 

for ports. First, there is a growing tension between rapidly growing, energy-intensive cold chain 

markets, and the need to curtail greenhouse gas emissions, as specified in the Paris Agreement. 

Considering the overall energy-intensity of ports, and their central role as nodes in global cold 

chains, there is a growing relevance for ports to address the environmental footprint of reefer 

transport, and perhaps even take a leading role in broader coalitions of stakeholders whose 

cooperation is required. Secondly, reefer containers are becoming more technology-intensive, 

allowing for better monitoring and control, and smarter handling – technology that is likely to 

diffuse to dry containers in the future as well. It is also in this segment in the container that the 

use of blockchain technology is first being pioneered. Developments such as these suggest that 

reefer containers are the first sector where new technologies for container transport are tested 

and implemented. Ports and other service providers that want to have a strong position in the 

container market when these technologies diffuse are therefore served well by being at the 
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forefront of these new developments in the reefer market. In addition to these trends, 

considerations regarding sustainability, logistics processes, technology, and competitiveness 

are top priorities for ports, and the reefer segment poses several challenges in these domains 

that may require port authorities to develop new activities and capabilities to address. This study 

serves to help practitioners and researchers get a firmer grip on what ports can do to respond to 

these challenges and opportunities. 
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Predicting Pedestrian Traffic at Street Level using Data from the 

‘Straatvinken’ Citizen Science Project  
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Abstract: The analysis reported in this paper estimated the number of pedestrians in street 

segments in the Antwerp region. Data on the number of pedestrians were obtained from the 

citizen science project ‘Straatvinken’. As expected, the number of pedestrians is correlated with 

population density and job density. The position of a street segment in the road network is also 

a relevant factor and was measured using betweenness centrality. We conclude that traffic data 

collected by citizens may offer a valuable source of information, and that the act of counting 

has the potential to increase participation in traffic and transport planning processes. 

 

Keywords: pedestrian traffic, walking, Straatvinken, citizen science, Antwerp. 

 

1. Introduction 

 

Pedestrian traffic is often treated as a taken for granted way of travelling by both researchers 

and policy makers. However, recent studies have highlighted that walking deserves more 

attention arguing that (1) walking is a sustainable mode of travel which allows persons to reach 

a variety of destinations (Saghapour et al., forthcoming), (2) barriers such as roads with heavy 

traffic can significantly reduce the accessibility of persons for whom walking is an important 

mode of travel (‘community severance’; Anciaes et al., 2016), (3) walking is promoted for 

health reasons since it is an everyday activity which can be carried out by a large majority of 

the population, and (4) the presence of pedestrians in streets contributes to the liveability of 

neighbourhoods, and meetings with relatives and strangers are seen as an essential part of social 

life (Gehl, 2011).  

The literature that focuses on mode choice investigates why people choose to travel by car, 

train, bike or another travel mode (Abdul Aziz et al., 2018). In this literature, walking is often 

seen as a residual category since this travel mode has a marginal position in the commuting 

modal split. However, as has been outlined above, walking remains a relevant mode when seen 

from a street perspective. Related to the mode choice literature are studies that measure the 

modal split of larger geographical units such as cities (Vanoutrive, 2015). However, the level 

of abstraction and measurement issues make that there is a significant distance between the 

traffic conditions that people experience in their daily lives and aggregated indicators. A focus 

on streets has the potential to disentangle the modal split of a city or region.  

Recent contributions have used a variety of quantitative and qualitative methods to measure 

and better understand barriers to walking, and the presence of walking in urban as well as 

suburban locations (Geddes and Vaughan, 2014). This includes investigations of crossing 

facilities (Anciaes and Jones, 2018), stated preference studies and Geographical Information 

System (GIS)-based applications (Dhanani et al., 2017). However, a considerable part of the 

research is carried out in the UK, a setting which shows relevant differences with, for instance, 

the region of Flanders in terms of street design, modal split and travel behaviour. The aim of 

this research is to better understand the spatial distribution of pedestrian traffic.  
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2. Method and data 

 

The present paper reports the first results of a quantitative analysis of pedestrian traffic that 

makes use of traffic counts collected by citizens within the framework of the ‘Straatvinken’ 

citizen science project. A regression model was estimated with the absolute number of 

pedestrians in a street segment as dependent variable. According to the literature, following 

variables have considerable explanatory power (Geddes and Vaughan, 2014): (1) population 

density, (2) the presence of non-residential activities such as jobs and retail, (3) 

sociodemographic variables such as age composition and median income of a neighbourhood, 

(4) the position of a street segment in the street network, which can for example be measured 

using space syntax methods, and (5) street layout characteristics.  

For the dependent variable, the data stems from the ‘straatvinken’ project 

(www.straatvinken.be). In the framework of this project, more than 1,500 citizens 

simultaneously counted traffic during one hour in the May 2018 pilot. One of the distinctive 

features of the ‘straatvinken’ project is that all modes of transport are counted, including 

pedestrians, vans, cars and bicycles (6 categories in total), and all of that at street level. The 

study area corresponds to the 33 municipalities of the Antwerp region. Figure 1 shows a map 

of the region and the locations of the traffic counts selected for the analysis. 

 

 
Figure 35 : Map of the study region 



BIVEC/GIBET Transport Research Days 2019 

 396 

After data cleaning, 1,199 observations were retained, and the number of pedestrians was 

extrapolated to values for 1 hour (24 May 2018, 17h-18h). Somewhat less than half of the traffic 

counts are based on paper and pencil registration (npaper = 537), while for the other observations, 

participants made use of a smartphone application developed for the Straatvinken project (napp 

= 662). The observations were attributed to street segments as defined by the regional GIS 

agency (road centre line, file: Wvb.shp, version 10-04-2018) using GPS location (app-based 

data) or geocoded address data (paper and pencil). Table 1 gives some descriptive statistics of 

the dependent variable, and it is clear from the table that this variable is not normally distributed. 

The logarithm was taken which reduced the skewness to -0.2 and the kurtosis to -0.5. 

 
Table 12 : Descriptive statistics of the number of pedestrians (1h values; 24 May 2018, 17h-18h) 

variable value 

number of observed street segments 1,199 

total number of pedestrians  59,529 

average pedestrians/street 49.7 

median pedestrians/street 22 

standard deviation 75.7 

skewness 3.5 

kurtosis 17.4 

 

 

Figure 2 shows the relationship between the number of pedestrians and the distance from the 

city centre of Antwerp. A clear distance decay pattern can be observed. In order to explain this 

pattern, we selected some variables to be included in a regression model.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: Pedestrians and distance from the city centre of Antwerp 
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As for the independent variables, 500m, 1,000m and 1,500m circular buffer zones were drawn 

around the measurement locations. Subsequently, the share of the area of each statistical ward 

that lies within the buffer zone was computed and jobs and population were attributed to the 

zones assuming a homogeneous spatial distribution. Job data stems from Belgium’s Census 

2011 (file TU_GEO_LPW_SECTOR.mdb), and the same holds for the population data (table 

S_00.04). Three age categories were used: 0-19 year, 20-64 year, and >64. In order to take into 

account the position of a street segment in the road network, the betweenness centrality was 

computed using the R package igraph. The transformation of the shapefile containing the road 

center lines into a network graph was done using the package shp2graph, but first motorways 

were removed since pedestrians cannot make use of these infrastructures. Correlation 

coefficients as well as a stepwise regression indicated that using the 500m range outperformed 

the application of other buffer radii. The logarithm is used for job data and betweenness 

centrality, and population data are measured in 1,000 residents. 

 

3. Results 

 

Table 2 shows the results of an OLS regression with the logarithm of the number of pedestrians 

in a street segment as dependent variable. The results confirm that the amount of pedestrian 

traffic can be estimated at the street level with a reasonable level of accuracy (adjusted R²: 

0.65). The density of the area where a street segment is located and its centrality in the street 

network are major determinants which are associated with higher numbers of pedestrians. Only 

for the age category 20-64 the estimate is not significant at the 5% level. 

 
Table 2 : Results of OLS regression 

Variable Estimate St. error t value 

Intercept -0.60 0.075 -8.02 

log(Jobs) 0.39 0.032 12.46 

Age 0-19 0.086 0.033 2.64 

Age 20-64 0.020 0.019 1.09 

Age >65 0.18 0.043 4.14 

Betweenness centrality 0.23 0.024 9.40 

adjusted R² 0.65   

 
 

4. Discussion and Conclusion 

 

The results of this preliminary research confirm that density and the position of a street segment 

in a road network are positively associated with the number of pedestrians in a street. The data 

on pedestrians was generated in a citizen science project, Straatvinken, and these results 

indicate that this can be considered a useful data source, in particular since walking receives 

relatively less attention in transport research and policy when compared to motorized traffic 

and, to a lesser extent, bicycle traffic. Knowledge on the spatial distribution and other 

characteristics of walking might be used by urban designers, citizen groups and policymakers 

to create more walkable neighbourhoods and to detect physical as well as other barriers to 

walking. Collecting traffic data with citizens not only generates a useful source of information, 

it has also the potential to increase levels of participation in analysis and design. 
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Reconstructing mesoscopic traffic state, vehicle trajectories, and lane change 

behavior by fusing individual sensor and high-resolution floating car data 
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Abstract. In recent years, GPS-enabled devices are prevalent in people’s daily lives which are 

ubiquitous and economic source of mobility data. Smartphones GPS data have attracted 

transportation researchers owing to its diverse and dynamic applications in resolving the ever-

increasing problems in urban centers ranging from transportation planning to traffic safety 

and operations. High-resolution GPS data of 1-sec frequency were collected within a pre-

defined geo-fenced area along a defined highway E313 in Belgium. However, this data is 

generally noisy, which could lead to disguising results if not treated properly, as this is being 

used for analyzing various important traffic attributes which usually requires a high level of 

accuracy in data. Thus, in order to de-noise this data, the state-of-the-art optimal smoothing 

technique known as Rauch, Tung & Striebel (RTS) smoothing is utilized. To gain better insights 

of traffic conditions on the selected test-site, the high resolution floating car (GPS) data and 

the individual vehicle data from fixed-location roadway sensors are fused together to 

reconstruct the mesoscopic traffic state. Preliminary results obtained from Kalman smoothing 

are presented. The findings of this research study would have important & critical implications 

on traffic management & operations, especially for deployment of connected and automated 

vehicles (CAVs) on the highway exposed to different levels of traffic flow. 
 

Keywords: “gps trajectory”, “kalman-smoothing”, “state-estimation”, “lane-change”. 

 
1. Introduction & Literature Review 

 

With the technological evolution and increased use of smartphone devices with embedded GPS 

receivers, a large scale of novel data are becoming widely available. These data require new 

processing techniques to extract useful information. Therefore, in this paper, we explore several 

novel data processing and interpretation techniques revealing detailed information on 

individual vehicle behavior along a test site in Antwerp, as well as reconstruction of the full 

mesoscopic traffic state on the test site at any given time.  

Due to smartphone devices with embedded GPS receivers, mobile cellular networks could serve 

as ubiquitous sensors for physical mobility. GPS data have been the focus of numerous research 

in recent years and have much applications in transportation especially in the intelligent 

transportation system (ITS). From GPS traces, the trajectories of vehicles may be explored 

multifariously and useful information could be extracted. Nonetheless, such data is generally 

noisy and is challenging to use it for analyzing various traffic attributes such as lane change 
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behavior and traffic state estimation which usually requires a high level of accuracy in data. In 

order to address this issue, various techniques including moving average technique [1], Kalman 

filters [2, 3], smoothing splines [4], kernel smoothers [4], have widely been used. However, the 

performance of these techniques may not be optimal as these methods usually incorporate only 

the previous information to estimate the future state. To utilize the data obtained from floating 

car (FC), we explored a new smoothing technique; Fixed-Interval Kalman smoother, 

specifically tailored for post-processing of data. This smoother is commonly known as RTS 

smoother, invented by Rauch, Tung, and Striebel [5]. In contrast to other filtering and 

smoothing techniques, Fixed-Interval Kalman smoother is optimal while incorporating all 

available information (past and future) to make the best estimate that is mathematically 

achievable[6].  

 
2. Data Collection 

 

High-resolution GPS data were collected within a pre-defined geo-fenced area along highway 

E313 and Ring R1 in Belgium which is shown in Figure 1. A passive monitoring system 

developed by Be-Mobile tracks those devices which enter the area and have a specific 

application installed. The real-time data stream is delivered to a database (cloud source) 

available for download in the form of one-hour zip files for further processing. Each ticket/data-

point contains the following fields: 
i. Timestamp of registration 

ii. Anonymous vehicle ID 

iii. Latitude 

iv. Longitude 

v. Speed in km/hr 

vi. Heading (0 – 360, 0° is north, 90° is east) 

vii. Timestamp GPS data received 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Geofenced area of E313 and R1 (Ring of Antwerp) 

 

The time resolution of the observation data is 1 second for each smartphone device. The 

position accuracy of GPS data depends on the type of smartphone device (receiver quality), 

satellite geometry, signal blockage, and atmospheric conditions. Therefore, the accuracy in 
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position is expected to be different from device to device and location to location, e.g. as the 

signals are reflected off of the bridges. 

Despite a large number of smartphone devices in the data coverage area, relatively few of the 

devices run the tracking app, so only a fraction of total roadway traffic can be observed. One 

hour of data has about 500 vehicles (trajectories) and the GPS traces for each trajectory range 

from 50 to 1000. Within this research, we will investigate if the sample size is sufficient to 

provide a good estimate of the whole population of vehicles within the area. First, tracks are 

analyzed individually, next the hourly penetration rates are compared to stationary count 

stations within the area. These count stations consist of double loop detectors that collect the 

total demand measures during the observation period.  

 
3. Analysis Methods 

 

In order to reconstruct vehicle trajectory and analyze lane change behavior, accurate position 

information of vehicles is required. As discussed above, the usual car navigation data (GPS 

trajectory) is full of noise (error). Thus, Fixed-Interval Kalman smoothing was employed in this 

research. From measurement (GPS) data, only position coordinates (latitude, longitude) are 

used as the inputs. The latitude and longitude were transformed to Belgian Lambert 72 (EPSG 

31370) reference system. The outcomes of the Kalman smoothing are (i) position coordinates 

(x,y), (ii) speeds in the direction of x and y, (iii) and the acceleration in the direction of x and 

y. This information is used in the reconstruction of vehicle trajectories. The initial 

implementation of Kalman Smoothing Technique manifested interesting results as shown in 

Figures 2 and 3. 

In the next processing step, clustering techniques will be employed to gather accurate 

information about the center-line of the lanes. For every longitudinal position along the 

motorway, we will identify at which lateral positions the (smoothened) gps-samples pass that 

cross-section. As most of the time vehicles are following a lane (rather than changing between 

lanes), the majority of the data should be clustered around the (functional) center points of the 

lanes. In this way, a fully empirical registration of the exact layout of the infrastructure can be 

obtained.  

With the lane centers identified over the entire length of the roadway in the test site, lane change 

behavior will be analyzed by comparing the membership function of the lane clusters for an 

individual track and the changes in azimuth angle (rotation/heading angle) of a vehicle 

compared to the actual road shape map.  

In a final step, we will attempt to reconstruct the trajectories of all individual vehicles passing 

through the test site by fusing gps tracks with individual vehicle registrations by roadway 

sensors installed at various locations on the highway section. They provide traffic flow 

characteristics for an individual vehicle on each lane. On the other hand, GPS data are available 

for the limited number of vehicles in the stream at each location for every second; hence sparse 

both temporally and spatially. It is often insufficient to use either fixed-location sensors or 

floating car (FC) data separately for traffic state estimation and real-time traffic prediction. To 

reconstruct the traffic state, the high resolution floating car (GPS) data and the individual 

vehicle data from fixed-location roadway sensors are fused together using the methods 

proposed by P. Van Erp et. al [7, 8]. This method exploits macroscopic traffic flow theoretical 

relationships to extrapolate the spatio-temporal samples of individual vehicle paths to any point 

along the trajectories. This lays the foundation of a full mesoscopic reconstruction of the traffic 

state on the test site. “Mesoscopic” means here that estimates of full trajectories of individual 

vehicles are obtained, be it based on macroscopic principles. 
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4. Preliminary results 

 

Initial results obtained from Kalman smoothing are very interesting. Only one processed 

trajectory using RTS smoothing is presented here as a sample of processed trajectories in Figure 

2.  The black line (smoothed in the legend) represents smooth trajectory obtained after 

processing the measured data shown as a red dashed line (observed in the legend). Blue arrows 

(accn) are proportional to lateral acceleration (steering to follow or change lanes). Orange color 

arrows (accv) indicate the acceleration/deceleration in the direction of velocity. To show it clear 

on the trajectory, the direction of acceleration is plotted upward (at 45-degree angle) and the 

direction of deceleration is plotted downward (at -45 degrees) to the direction of travel as shown 

in Figure 3.  The findings of this research will have important implications, in terms of traffic 

operations, especially for deployment of connected and automated vehicles on the highway 

under different levels of traffic flow. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Processed Trajectory of a Single Vehicle Using RTS Smoother 
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Figure 3. Section of Processed Trajectory of a Single 

 

5. Outlook 

 

The final paper will provide more details on the methodology for denoising the data, extracting 

lane center positions from trajectories, identifying lane changes along a track, and 

reconstructing the full mesoscopic traffic pattern by fusing trajectory data with individual local 

detector data. These methods will be illustrated with results obtained by application of the 

methods to the unique combination of data available on our site. 
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SmartGPS: An Android app for collecting urban mobility data 
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Abstract: The complexity of urban mobility patterns has been studied many years ago. Thanks 

to the continuous advance of information and communication technologies (ICTs), several 

mechanisms have been used to collected mobility data and, consecutively analyze these data 

using statistical and artificial intelligence techniques with an objective to derive important 

findings regarding people's mobility behavior. One of these techniques concerns the collecting 

of data based on GPS. Nowadays, due to the common daily use of smart phones, this technique 

can be used with considerable ease in research for the identification of urban mobility patterns. 

This paper presents a new approach to urban mobility data collection using Android GPS 

devices. It provides an overview of the performance of the SmartGPS application during the 

data collection process. Furthermore, we present a validation, analysis and visualization of the 

data using statistical techniques. 

 

Keywords: “Urban mobility”, “Smart Phone”, “Android OS”, “GPS”, “Statistical Analysis”. 

 

1. Introduction 

 

Nowadays, several studies provided insight to understand the complexity of urban mobility 

patterns. In this regard, data collected from sensors of mobile devices combined with GPS 

information opened new research opportunities. Some approaches have been adopted for 

identifying the common factors in the daily movement of people, such as trip purpose (Montini, 

Rieser-Schüssler, Horni, & Axhausen, 2014), mode choice, activity-travel patterns detection, 

route choice, etc. (Wang, He, & Leung, 2017). For example, Byon, Abdulhai, & Shalaby (2009) 

used GPS traces to find mobile device location with a temporal resolution of 5 minutes and find 

travelers’ transportation mode. Xia, Qiao, Jian, & Chang (2014) incorporated accelerometer 

data to categorize travelers under their corresponding outdoor transportation mode: walking, 

bicycling, motorized transport or stationary state. For the same purpose, Fang et al. (2016) 

collected data from the accelerometer, magnetometer and gyroscope sensors to enhance the 

accuracy, additionally comparing the different transportation modes with the vehicle 

classification: motorcycle, car, bus, metro or train. 

Another kind of projects deals with the collection and analysis of crowded behavior data,  

collected through mobile phones applications, and have developed new technologies to mine 

these collected data (Vlassenroot, Gillis, Bellens, & Gautama, 2015). One such case is the 

MOVE project, which describes the different steps in the development of tracking applications 

for smartphones that make use of advanced data mining to build an urban data monitoring 

system. Another example is SMARTMO (Berger & Platzer, 2015), an innovative approach to 

the collection of travel behavior data, or in the same way TRAC-IT (Barbeau & Labrador, 2009) 
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or SWIPE (Faye et al., 2017), who have worked in the construction of GPS based smartphones 

datasets to study urban mobility patterns.  

Besides, data collection through mobile devices is often accompanied by different problems, 

e.g. battery consumption (Montini, Prost, Schrammel, Rieser-Schüssler, & Axhausen, 2015), 

ethical issues, privacy or awareness of using the app for research purposes (Odiari, 2018).  

In this study, we present a conceptual framework for collecting data through mobile sensors 

and GPS with Android Operating System. We will show to what extent such disaggregate data 

can provide more insights into the urban mobility of travelers. In this regard, an advanced 

statistical analysis of the collected data will be performed. 

 

2. Data and Methods 

 

2.1.  SmartGPS App 

The first part of the work focused on the development of the SmartGPS application under 

Android OS, which is one of the most widely distributed operating systems for mobile devices 

and always is in constant evolution. In fact, in the last 10 years 17 versions have been released 

(Android version history, 2019), which implies at least one version each year. (see Table 1) 

 
Table 13 : Android Version History (Android releases, 2018) 

Android Version API Level Number Version(s) Date Release % use 

Apple Pie1 1 1,0 2008-09-23 < 0,1 

Banana Bread1 2 1.1 2009-02-09 < 0,1 

Cupcake 3 1.5 2009-04-25 < 0,1 

Donut 4 1.6 2009-09-15 < 0,1 

Eclair 5 – 6 – 7 2.0 – 2.1 2009-10-26 < 0,1 

Froyo 8 2.2 – 2.2.3 2010-05-20 < 0,1 

Gingerbread 9 – 10 2.3 – 2.3.7 2010-12-06 0,2 

Honeycomb2 11 – 12 – 13 3.0 – 3.2.6 2011-02-22 < 0,1 

Ice Cream Sandwich 14 – 15 4.0 – 4.0.5 2011-10-18 0,3 

Jelly Bean 16 – 17 – 18 4.1 – 4.3.1 2012-07-09 3,0 

KitKat 19 – 20 4.4 – 4.4.4 2013-10-31 7,6 

Lollipop 21 – 22 5.0 – 5.1.1 2014-11-12 17,9 

Marshmallow 23 6.0 – 6.0.1 2015-10-05 21,3 

Nougat 24 – 25 7.0 – 7.1.2 2016-06-15 28,2 

Oreo 26 – 27 8.0 – 8.1 2017-08-21 21,5 

Pie 28 9.0 2018-08-06 < 0,1 

"Q" 29 10.0 2019-06-01 < 0,1 

 

Android's evolution implies that the applications must adapt quickly to new features and 

enhancements, which are generally about device design, security and battery saving. One 

example of it, is the version 8-Oreo, which incorporated a substantial improvement in terms of 

battery savings, limiting the access to the current location of the device for applications running 

in background (Android Oreo limitations, 2017). 

SmartGPS is the first version of an app created to collect GPS data from Android SmartPhones,  

specifically designed to run in the background. Unlike other apps, it incorporates multiple 

services to achieve the highest possible accuracy GPS locations, every 15 seconds when the 

device is in motion. These services operate in a smart way to save battery power. However, to 

make it possible, it is necessary the devices have Internet connection all the time. 
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2.2. Data Collection 

Data collection was performed with around 400 voluntary people of Quito-Ecuador; most of 

them were students from Central University of Ecuador, with 58% Men and 42% Women, ages 

between 20 and 30 years. All participants were informed about the app operation, mainly to the 

battery power consumption and the GPS track of the device in background.  

The application was installed and operated mainly on Samsung, Huawei, Sony and Xiaomi 

devices, with Android versions 4-KitKat, 5-Lollipop, 6-Marshmallow, 7-Nougat and 8-Oreo, 

the latter being the predominant version (see Figure 1). 

 

 
Figure 1 : Android Version Devices 

 

During about three weeks between January and February 2019, data from the participants were 

collected. Daily, the data were stored internally on the mobile device and later sent to a 

centralized online database. The amount of data collected per Android version is shown in 

Figure 2 

 

 
Figure 2 : Android Version Data Collected 

 

Whereas most of devices involved in data collection executed the app over Android 8-Oreo 

version, the amount of data collected by these devices was not significant compared with the 

number of the devices that installed the app over the same version. The reason is the 

improvement incorporated by Google in the API of this version that limits the access to the 

current location to save battery power. 
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2.3. Dataset Definition 

The dataset structure contains 12 variables. The description of each one is shown in Table 2. 

 
Table 2 : Dataset Definition 

Field Type Description 

dspId Number Id to identify each device in the dataset 

dspLat Number Latitude, in degrees 

dspLon Number Longitude, in degrees 

dspNSat Number Number of satellites used by the GPS engine to compute the most recent fix 

dspAccu Number Average of horizontal accuracy of providers. Approximately 1 = exact location, 

Approximately 2 = not exact location 

dspAlti Number The altitude if available, in meters above the WGS 84 reference ellipsoid. If not, 0 

dspVelo Number The speed if available, in km/h. If not, 0 

dspActy Factor Activity recognition based on Google API 

dspFcIn Factor Date in which data was collected 

hour Factor Hour in which data was collected 

weekDay Factor Day of week in which data was collected 

dspFcUp Factor Date in which data was updated after 15 secs.  

If it is different to dspFcIn, it means there was no movement during this time 

 

3. Results 

 

To show the results of this work, an exploratory analysis and spatial visualization of data was 

performed using the R software (Team R Core, 2018). For exploratory data analysis, the 

packages: “dplyr”, “VIM”, “lubridate”, “sqldf” and “vcd” were used, and for the spatial data 

visualization, we used the “ggmap” package (Kahle & Wickham, 2019). 

 

3.1. Data Collected Quality 

Before to start the analysis, it was necessary to check the data quality and sanity. By doing an 

aggregation for missing values, we found around 28% of missing data, the largest portion of 

missing data was in the fields: dspAlti, dspActy, dspNSat and dspAccu. On the other hand, 72% 

of data were complete (see Figure 3). 

 

 
Figure 3 : Aggregation missing/imputed values 
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In addition, duplicated values and values outside study area (Quito) were found in the dataset. 

These outliers could cause problems with the data analysis, so that it was necessary to clean the 

data. Deleting these rows, led to a reduction of 70% of the data 

 

3.2 Exploratory Data Analysis 

We examine the correlation between numerical and categorical variable values in Table 3 and 

Table 4 respectively. 

 
Table 3 : Numerical variables correlation - Pearson Coefficient 

 dspLat dspLon dspNSat dspAlti dspVelo dspAccu 

dspLat 1,0000 0,4749 0,0150 0,0017 0,0085 -0,1161 

dspLon 0,4749 1,0000 0,0187 -0,1324 0,0713 -0,0196 

dspNSat 0,0150 0,0187 1,0000 0,0690 0,1290 0,0983 

dspAlti 0,0017 -0,1324 0,0690 1,0000 0,0397 -0,0575 

dspVelo 0,0085 0,0713 0,1290 0,0397 1,0000 -0,0099 

dspAccu -0,1161 -0,0196 0,0983 -0,0575 -0,0099 1,0000 

 

The correlation matrix does not show a direct relationship between the numerical variables of 

dataset. One of the most influential variables in the table is the number of satellites “dspNSat”. 

It is possible to observe a possible, but weak, relationship between the number of satellites 

“dspNSat”, altitude “dspAlti”, velocity “dspVelo” and accuracy “dspAccu”, which tends the 

prove that when more satellites are visible, the device improves the precision of the location by 

obtaining better altitude, velocity and accuracy data. 

 
Table 4 : Categorical variables correlation – Cramer’s V Coefficient 

 Activity - Week Day Activity – Hour 

Contingency Coefficient 0,108 0,283 

Cramer's V 0,048 0,132 

 

Similarly, as shown in Table 4, the categorical correlation matrix shows a possible, but weak 

relationship, between the activity and the hour of the day in which it is performed. 

The plausibility of the missing data values was examined with density diagrams (Figure 4 and 

Figure 5). These show that data values are within the expected ranges. For example, in Figure 

4, the concentration of “Altitude” values refer to Quito's altitude (2.850 m approximately); the 

"Number of satellites" shows that for most data, locations were calculated with approximately 

18 to 23 available satellites. 
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Figure 4 : Altitude and Number of Satellites density diagrams 

 

In Figure 5, the “Accuracy” has values closer to two, because of the well-known margin of 

error existing in the hardware of mobile devices. Finally, the density diagram of “Activity” 

indicates that most of the device location readings were taken when it was still. 

 

 
Figure 5 : Accuracy and Activity density diagrams 
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The last indicator about “Activity” can be ratified with the following diagrams, about the 

distributions of Activity by week day and hour, respectively. (see Figure 6). 

 

 
Figure 6 : Activity distribution diagrams. Data collected per week day and hour 

 

The analysis of the distribution of velocity data per day and hour (Figure 7) shows that both 

“Activity” and “Velocity” have similar distribution functions. It means, their values are high or 

low in the same week day or in the same hours during the day. 

 

  
Figure 7 : Velocity distribution diagrams. Data collected per week day and hour 
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3.3 Spatial Data Visualization 

 

Finally, GPS data collected were plotted on the city map of Quito (see Figure 8). 

 

  
Figure 8 : GPS points plot. Track and density ponts 

 

The maps allow identifying the transit of the devices through the different places of the city. 

Some places where there exists a high density of points are marked in red, these places 

correspond to residential or study areas, avenues and highways of Quito. 

 

4. Discussion 

 

Related to SmartGPS app, constant Android version’s evolution results in deprecated apps, 

which on several times forbid its proper functioning in different models of mobile devices. In 

this work, we used services to save battery power, however, these services behave differently 

on each device depending on the installed Android version; this problem is highlighted with 

Android version 8-Oreo. 

Related to the data analyzed in this paper, have allowed us to identify some basic urban mobility 

behaviors, such as hours and days of the week in which people are most active. In the same 

way, through the location of GPS points on the map, different urban, residential and school 

areas have been identified, as well as the main highways in Quito. This knowledge can be used 

to help governments in planning and managing mobility and traffic cities. It is possible to 

generate a high impact on transport efficiency through the implementation of forecasting 

models for activity recognition (Work, Studies, Home, Social), movement (Origin-Destination 

trip, Trip purpose), velocity limits by zones (School, Urban, Residential), etc. 

It is also important to mention 3 sensitive factors in the study. The first one is the privacy of 

people. The second one is related to the power battery consumption. Both generated reluctance 

of people to participate to the project. The third factor relates to the Internet connection in 

Ecuador. According to data from INEC (INEC, 2017) and ARCOTEL (ARCOTEL, 2019) 

approximately 32% of the Economically Active Population (EAP), has access to mobile 

Internet in the country. It means that an important amount of devices probably did not have 

Internet connection all the time during data collection and this causes the app not to work 

properly and generates missing or duplicated data. 

Based on this preliminary analysis, several studies can be started, such as individual data 

analysis of devices, data analysis for a specific day of the week or time of the day. In the same 
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way, it is necessary to continue collecting information and incorporating more fields in the data 

set, like accelerometer, gyroscope, luminosity, battery level or step count data. 

The future work will consist to build a methodology that will allow us to find more specific 

mobility patterns. 

 

5. Conclusions 

 

It is important to correct errors in data collection, improve the concurrency management of 

central database, as well as to ensure that devices have connection to the Internet all the time. 

All of these factors will be essential to ensure the best data quality and avoid missing values. 

Based on the analyses of the data, a general idea of the mobility behavior in Quito can be 

formulated, for example, it can be observed that between Wednesday and Friday people show 

more activity, while on weekends the activity decreases considerably. In the same way, the 

duration and timing of the peak in movement of people can be deducted. 
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