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[18F]FDG PET radiomics to predict disease-free survival in cervical
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Abstract
Purpose To test the performances of native and tumour to liver ratio (TLR) radiomic features extracted from pre-treatment
2-[18F] fluoro-2-deoxy-D-glucose ([18F]FDG) PET/CT and combined with machine learning (ML) for predicting cancer recur-
rence in patients with locally advanced cervical cancer (LACC).
Methods One hundred fifty-eight patients with LACC frommultiple centers were retrospectively included in the study. Tumours
were segmented using the Fuzzy Local Adaptive Bayesian (FLAB) algorithm. Radiomic features were extracted from the
tumours and from regions drawn over the normal liver. Cox proportional hazard model was used to test statistical significance
of clinical and radiomic features. Fivefold cross validation was used to tune the number of features. Seven different feature
selection methods and four classifiers were tested. The models with the selected features were trained using bootstrapping and
tested in data from each scanner independently. Reproducibility of radiomics features, clinical data added value and effect of
ComBat-based harmonisation were evaluated across scanners.
Results After a median follow-up of 23 months, 29% of the patients recurred. No individual radiomic or clinical features were
significantly associated with cancer recurrence. The best model was obtained using 10 TLR features combined with clinical
information. The area under the curve (AUC), F1-score, precision and recall were respectively 0.78 (0.67–0.88), 0.49 (0.25–
0.67), 0.42 (0.25–0.60) and 0.63 (0.20–0.80). ComBat did not improve the predictive performance of the best models. Both the
TLR and the native models performance varied across scanners used in the test set.
Conclusion [18F]FDG PET radiomic features combined with ML add relevant information to the standard clinical parameters in
terms of LACC patient’s outcome but remain subject to variability across PET/CT devices.
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Introduction

Cervical cancer is the fourth most common cancer in women
[1]. Currently, in clinical routine, the disease prognosis is
based upon the FIGO/TNM staging system, with a particular
emphasis on the lymph node involvement [2, 3]. Despite im-
proved outcome, thanks to the introduction of concurrent che-
moradiotherapy, the overall recurrence rate in patients with
locally advanced cervical cancer (LACC) is 35%, and the
median survival after recurrence is 10–12 months [2, 3].
Improving the patient risk stratification in order to adapt the
treatment or surveillance schemes in high-risk patients would
fulfil an unmet clinical need.

2-[18F]fluoro-2-deoxy-D-glucose ([18F]FDG) positron
emission tomography combined with computed tomography
(PET/CT) imaging plays an important role in treatment strat-
ification in oncology. In cervical cancer, parameters such as
the standard uptake value (SUV), metabolic tumour volume
(MTV) or total lesion glycolysis (TLG) have been proposed as
prognostic factors, although none has been integrated in the
clinical decision algorithms [4]. Recently, there has been an
increased interest in radiomics i.e. the characterisation of tu-
mour phenotypes via the extraction of high-dimensional quan-
titative features from medical images, with the aim to support
clinical decision-making [5–7]. Radiomic features have
shown to predict treatment outcome in several cancer diseases
including cervical cancer, and using various imaging modali-
ties [8–11]. However, most of radiomic features show high
sensitivity to multiple factors, including the scanner manufac-
turer and specific properties, acquisition protocols and the
reconstruction algorithm and settings of each clinical center
[12–18]. Radiomics have increasingly been combined with
machine learning (ML) techniques in order to predict a spe-
cific clinical outcome [8, 10, 11, 19–26].

In this study, we first extracted radiomic features from
multi-center/multi-scanner [18F]FDG PET images of cervical
cancer and evaluated the performance of different classifiers
combined with different feature selection (FS) methods to
predict DFS. We hypothesised that a PET-based radiomics
signature would have a significant prognostic value, higher
or complementary to standard clinical parameters. We then
evaluated the predictive value of tumour to liver ratios
(TLR) of radiomic features [27]. The liver uptake is indeed
quite homogeneous and reproducible [28], and we
hypothesised that this may reduce the variability of uptake
within the different patients and across centres.We also inves-
tigated the effect of several pre-processing steps of radiomics
workflow applied before FS, including intensity discretisation
scheme for textural features, the use of ComBat method for
features harmonisation and image voxel size resampling, as

well as the added value of clinical data and ComBat
harmonisation after FS. Finally, we evaluated the performance
of the trained models on data from each individual and exter-
nal validation scanner, and we compared our radiomic signa-
ture with those previously developed by other research group
[8].

Materials and methods

Patients and treatment information

One hundred and fifty-eight patients with LACC imaged be-
tween 2010 and 2016 were included in this retrospective
study. All patients were treated with platinum-based chemo-
therapy and a combination of external radiotherapy (EBRT)
(3D or not) and brachytherapy (BT), with a total dose of
85 Gy. Various regimens were applied depending on the
treating Center: EBRT 45–50 Gy and pulse-dose rate brachy-
therapy (PDR) 35–40 Gy (n = 77); EBRT 45–50 Gy and high-
dose brachytherapy (HDR) 4 × 6 or 7 Gy (n = 18); EBRT
60 Gy and PDR-BT 25 Gy (n = 1); EBRT 60 Gy and HDR-
BT 3 × 7 Gy (n = 1); EBRT in addition to pulse-dose rate
brachytherapy (PDR) with total dose of 60 to 70 Gy (n =
45). A complementary boost centered on the tumour was also
given to 50 patients. A detailed description of patient clinical
characteristics is given in Table 1. All patients had histologi-
cally proven cervical cancer and a median follow-up of
23 months (range: 4–84).

PET/CT imaging

PET/CT studies were performed with 3 types of scanners. In
the CHU of Liège, 89 studies were acquired using a Philips
Gemini TF or BB (scanner A), and in the CHU of Brest and
ICO St Herblain 17 and 34, respectively, were acquired using
a Siemens Biograph mCT (scanner B). In addition, 18 studies
performed with a General Electric Discovery ST (scanner C)
at the McGill University Health Center were used as an exter-
nal validation set. A mean activity of 306 MBq of [18F]FDG
was injected before image acquisition with a mean uptake
time of 66 min. The acquisition and reconstruction protocols
are described in Table 1 of the supplementary data A.

Radiomics workflow

The radiomics workflow usually consists of image acquisition
or collection, image pre-processing (such as image interpola-
tion, segmentation or intensity discretisation in the case of
textures), extraction of the radiomic features and finally
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modelling [29].We describe in the next sections the radiomics
workflow used in this work.

Images interpolation

PET images from scanners B and C, were interpolated in order
to study the effect of image interpolation in the predictive
performance of radiomics. We up-sampled or down-sampled
the images using a linear method, so that all datasets had
isotropic voxels of 4 mm3. Interpolation was done using a
research toolbox (Oncoradiomics SA, Liège, Belgium).

Segmentation

The 3D primary tumour volumes were segmented from the
[18F]FDG PET images using the semi-automatic Fuzzy Local
Adaptive Bayesian (FLAB) algorithm with 2 classes [30]. The
median volume of the segmented lesions was 28.6 cm3 (range:
2.4–181.2 cm3). In addition, regions of 20 cm3 in the liver
were manually drawn in order to investigate the predictive
value of TLR radiomic features, as explained below. Those
segmentations were reviewed and edited if needed by one
nuclear medicine physician with 9 years of experience in clin-
ical PET/CT. No volume cut-off value was applied for patient
inclusion in this study.

Radiomic features and intensity discretisation

Two hundred and fifteen features were extracted from the
segmented volumes using the Oncoradiomics research tool-
box. These features included first-order grey level statistics,
geometry, fractals, texture matrix-based features and others.
The detailed description of the features can be found in sup-
plementary data B. For those standardised by the IBSI
(Imaging biomarkers standardisation initiative), the

implementation follows IBSI benchmark. We also studied
the ratio of the features’ values calculated in the tumour and
in the liver (TLR), except for the shape features. In addition to
the radiomic features, data also included 4 clinical parameters
i.e. FIGO stage (IB to IVA), histological types (squamous cell
carcinoma (SCC) or not), age and presence of lymph node
(LN) metastasis.

For the calculation of the texture matrix-based features, the
intensities needed to be discretised. Image intensities were
discretised using two different methods according to IBSI
recommendations: fixed bin number (FBN, using 32 and 64
bins) and fixed bin width (FBW, with 4 different widths of
0.05, 0.1, 0.2 and 0.5 SUV) [29]. There was no missing data
for any patient.

ComBat harmonisation

ComBat is a batch adjustment method initially developed for
genomics data [31, 32]. It has also been used in PET and CT
studies to correct the center variability of radiomic features
[33, 34]. In our work, we intended to use ComBat
harmonisation to correct the effect of multi scanner acquisition
and to test whether it could improve the predictive perfor-
mance of predictive models based on radiomic features. First
ComBat was applied with the non-parametric version, before
FS. Since there was no significant difference in clinical char-
acteristics of patients across centers, we did not use the covar-
iate matrix modelling. Second, in a separate set of experi-
ments, the best performance models were also retrained using
ComBat harmonisation after FS.

Statistical analysis

Clinical and treatment data from the different scanners were
compared using chi square test for categorical data (FIGO,

Table 1 Patient’s characteristics

CHU Liège (Scanner A) CHU Brest and ICO
St Herbain (Scanner B)

Total CHU Mcgill (Scanner C)

Number of patients 89 51 140 18

Age (median and range in years) 50 (23–76) 52 (23–82) 51 (23–82) 50 (28–86)

FIGO (%)

IB1-IB2 18% 12% 16% 6%

IIA-IIB 66% 58% 64% 56%

IIIA-IIIB 12% 18% 14% 33%

IVA 3% 12% 6% 6%

Histology (% of SCC)

87% 82% 85% 89%

LN metastasis

% of patients 19% 16% 18% 28%

Recurrence (%) 21% 35% 26% 50%
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histology, presence of LN metastasis, type of EBRT i.e. 3D or
not, complementary boost centered on the tumour and combi-
nation of EBRT/BT) to test the null hypothesis that the distri-
bution of each of the parameters categories between the scan-
ners were independent. For continuous data (age), we used a
one-way ANOVA to test whether the difference in means
differs or not. To predict DFS, a univariate Cox proportional
hazard model was first applied to the clinical, treatment,
radiomics and TLR radiomics data for each discretisation
method. To this end, we separated our data into training and
testing sets (80% and 20% of the data from each scanner,
respectively). Training data was standardisedwith z-score nor-
malisation before performing the Cox regression. The univar-
iate Cox model was used to test the statistical significance (P
value < = 0.05) of the features. Pearson correlation was com-
puted between pairs of features. In case the correlation was
higher than 0.9, the feature which was most correlated with all
the others was removed. The Holm-Bonferroni correction
method was used to correct for multiple hypothesis testing
[35]. A multivariate Cox proportional hazard model was per-
formedwith the remaining features. Finally, the Youden index
was used for extracting a threshold for the receiver operating
characteristic (ROC) curve of the train data of each individual
significant feature, clinical features and tumour volume (TV).
Afterwards, the thresholds were used to plot Kaplan-Meier
curves and evaluate individual features performance using
recall, precision, and F1-score metrics. Differences in survival
were evaluated using the log-rank test. In addition to the Cox
model, we also evaluated whether combining different FS and
ML classifiers methods was able to find a radiomics signature
to predict DFS. For that purpose, we first dichotomised DFS
into a binary endpoint i.e. recurrence or no recurrence, inde-
pendently of the time of the recurrence. Next, we tested a
different set of models, which differs in (i) the features type
i.e. original radiomics (OR) or TLR radiomics, (ii) the pre-
processing of the PET images i.e. with or without interpola-
tion, (iii) the pre-processing of the features i.e. with or without
ComBat harmonisation and intensity discretisation scheme,
(iv) the FS and ML classifier method and (v) the metric used
to optimise the number of features used in the model.
Additionally, we also investigated the effect of adding clinical
data before FS.

We tested 7 different FS methods: (1)- Accuracy decrease
obtained from the embedded FS of the random forest (RF)
classifier; (2)- Gini impurity decrease obtained from the em-
bedded FS of the RF classifier; (3)- forward FS using maxi-
mum relevance minimum redundancy (MRMR) method with
Pearson correlation; (4)- backward FS using MRMR with
Pearson correlation; (5)- forward FS using MRMR with
Spearman correlation; (6)- backward FS using MRMR with
Spearman correlation and (7)- forward MRMR based on the
mutual information (MI). We also used 4 ML classifiers: RF,
support vector machine (SVM) with radial kernel, Naïve

Bayes (NB) and a logistic regression (LR) [36–38]. The train-
ing data was used to tune the number of features selected by
each FS method, which were limited to 10 in order to avoid
overfitting. We used fivefold cross validation in our training
data and chose the number of features to be used according to
the best mean fold area under the curve (AUC) value, F-score
(with Beta 1 and 2) and AUC of precision recall curve
(AUCpr). Patients who recur were oversampled using the ran-
dom oversampling method in the training data to help in the
learning process [39]. We repeated this procedure for each of
the models. We used for each classifier the default
hyperparameters values in their respective R packages.
Finally, for each of the different models with distinct selected
features, all training data were bootstrapped with 1000 repeti-
tions, in order to get confidence intervals for each perfor-
mance metric, and tested on one test set independent of
model/feature selection training set. We measured AUC, F1-
score and F2-score, precision, recall, AUCpr and its corre-
sponding percentile confidence intervals of the distinct
models. We considered as best model the one with higher
bootstrap F1-score values. A 0.5 probability threshold of the
recurrence event was used to plot Kaplan-Meier curves.
Survival curves were compared with the log-rank test.
Delong test was used to compare AUC and a binomial test
to compare precision of the best OR and TLR models [40].

The best performance models were retrained and retested
adding clinical features and correcting multi-scanner variabil-
ity using ComBat harmonisation after FS in order to investi-
gate whether they could improve the models’ predictive abil-
ity. To decrease the overfitting risk of our models, we
randomised the outcome of the test set and evaluate our model
performance. By randomising the outcome, we expect to get
an AUC close to 0.5.

To test the dependency of prediction performance on data
from different scanners, we replaced the test data belonging
from all scanners with data from all the different scanners inde-
pendently. We also validated our model in the data from scan-
ner C, which was never seen in the training process. Statistical
and ML analyses were performed using R software (Fig. 1).

Finally, we compared our models with the 3 statistical sig-
nificant radiomic signatures (G1, G2 and G3) developed by
Altazi et al. [8] for predicting local regional recurrence (LRR).
We tested these radiomic signatures in the mix test set i.e. test
set from scanner A + B, using the AUC. Predictor assessments
were blinded for outcome or other predictors in all steps of this
work.

Results

After a median follow-up of 23 months, 29% of the patients
recurred. There was no difference between the clinical char-
acteristics of the 3 cohorts (P value: FIGO = 0.1084, presence
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of LN metastasis = 0.5302, histology = 0.7691 and age =
0.7205).

With a cox proportional hazard model, clinical features,
treatment scheme, TV, SUVmax, MTV and TLG at any thresh-
old, were not significantly associated with DFS in univariate
analysis (Table 2). The significant features in the univariate
and multivariate analyses are listed in Table 3. As features
were standardised before performing the Cox regression, the
hazard ratio units correspond to standard deviations of the
different covariates. The most significant features were textur-
al (GLDZM and GLSZM). Figure 2 shows the Kaplan-Meier
curves for each of the significant individual features. The
threshold for each feature was defined through the Youden

Index of the feature ROC curve in the training data.
GLSZM_HILAE_0.5 (TLR) was the only feature providing
statistically different stratification between the two Kaplan-
Meier curves, according to the log-rank test.

The best results for predicting DFS were obtained with 10
TLR features i.e. 2 shape features: Shape_volume and
Shape_centroidDistance; 3 texture matrix-based features:
GLDZM_HIE, GLSZM_SZV and GLDZM_INN; 1 image
intensity: Stats_var; and 4 intensity volume histogram fea-
tures: IVH_RVRI_10, IVH_RVRI_20, IVH_AVRI_80 and
IVH_AVRI_90) selected with the Forward MRMR MI,
discretised with FBN (32 bins) and classified with RF. The
AUC, F1-score 1, F2-score, precision, recall and AUCpr were

Fig. 1 Radiomics pipeline

Table 2 Hazard ratios (HR) with 95% confidence intervals and P
values of clinical features, as well as TV, MTV, SUV Max and TLG
after performing a univariate Cox proportional hazard model to predict
DFS. The Youden Index was used to find a threshold for each predictor,

plot Kaplan-Meier curves and evaluate the performance of each
individual feature in predicting DFS in the test set. AUC, recall,
precision and F1-score were used as DFS performance metrics

P value KM curve F1-score Precision Recall AUC P value in
univariate analysis

HR (95% CI) Feature

0.32 0.33 0.2 1 0.6 0.14 1.23 (0.94–1.6) FIGO

0.15 0.4 0.4 0.4 0.64 0.33 1.14 (0.87–1.5) Histology

0.67 0.22 0.25 0.2 0.54 0.15 1.22 (0.93–1.6) Metastasis

0.027 0.44 0.5 0.4 0.61 0.84 0.97 (0.71–1.3) Age

0.17 0 0 0 0.48 0.01 1.4 (1.1–1.9) TV

0.23 0.36 0.24 0.8 0.48 0.65 1.06 (0.81–1.4) MTV 50%

0.87 0.22 0.15 0.4 0.43 0.1 1.25 (0.96–1.6) SUV MAX

0.67 0.15 0.13 0.2 0.43 0.32 1.14 (0.88–1.5) TLG 50%
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0.72 (0.62–0.8), 0.48 (0.25–0.67), 0.56 (0.22–0.74), 0.40
(0.22–0.60), 0.63 (0.20–0.80) and 0.50 (0.30–0.69), respec-
tively. Adding all clinical data to the TLR features model
further improved the results with AUC, F1-score, F2-score,
precision, recall and AUCpr of 0.78 (0.67–0.88), 0.49
(0.25–0.67), 0.56 (0.22–0.74), 0.42 (0.25–0.60), 0.63 (0.2–
0.80) and 0.53 (0.33–0.72).

Next were the 3 clinical features (age, histology, metasta-
sis) combined with the following 6 radiomic features: one
shape feature (Shape_elongation) and 5 intensity volume his-
togram features, (IVH_RVRI_50, IVH_RVRI_60,
IVH_RVRI_70, IVH_RVRI_80 and IVH_RVRI_90);
discretised using FBW (0.05 SUV), selected with the
Backward MRMR Pearson method and a LR classifier. The
AUC, F1-score, F2-score, precision, recall and AUCpr were
0.65 (0.47–0.73), 0.44 (0.25–0.57), 0.56 (0.32–0.69), 0.32
(0.18–0.44), 0.69 (0.40–0.80) and 0.38 (0.22–0.58), respec-
tively. Adding the remaining clinical feature (FIGO) to the OR
model did not improve prediction performances.

Neither using the ComBat-harmonized features nor apply-
ing ComBat harmonisation on these two models did improve
performances (Supplementary data C).

Figure 3 shows the Kaplan-Meier curves of the best OR
and TLR models, which were significantly discriminant: log-
rank P value of 0.034 for the OR and 0.002 for the TLR
model. Both models performed better than the individual
radiomic features. The differences between AUC and preci-
sion of the OR and TLRmodels were however not statistically
significant (P value = 0.64 and 0.34 respectively).

By randomising the outcome of the test set, we obtain an
AUC of 0.58 for the best ORmodel and anAUC of 0.56 in the
best TLR model.

Training and testing in the independent scanners and on the
external validation scanner resulted in large variations in the
predictive ability of the models. Table 4 illustrates the varia-
tion in the distinct performance metrics for the best OR and
TLR model.

Finally, the radiomic signatures developed by Altazi et al.
did not identify the patients with a higher risk of recurrence in
our population, as shown in Table 5.

Discussion

There are conflicting results regarding the prognostic value of
[18F]FDG uptake in cervical cancer when using conventional
metrics such as the SUVmax, MTV or TLG [8, 9, 41–44]. We
recently found, in a different patient’s sample, TLG to be the
only parameter associated with DFS in multivariate analysis
[45]. In the current multicenter series however, except histol-
ogy, none of the clinical or conventional metabolic features
such as SUV, MTV and TLG were statistically significant
predictors of DFS in univariate analysis. Compared to De
Cuypere et al., the follow-up is slightly shorter in the present
study, but the population size is larger, which consequently
may be statistically more relevant. Moreover, the tumours
were segmented using different methods in the two studies,
which is a factor known to affect the TLG and also radiomic
features reproducibility [46]. Of note, even though the radia-
tion therapy protocols varied across centers, this did not inter-
vene in the DFS. Radiomics has been proposed for
characterising cervical cancer subtypes [47] or predicting the
response to treatment either based upon [18F]FDG PET/CT
alone [8, 11, 48] or in combination with MRI [9] [49, 50]. In
the current series, we confirm that individual radiomic fea-
tures, in particular matrix-based and intensity histogram, are
significant predictors of DFS in uni- and multivariate analysis.
However, the best overall performances are obtained with a
ML model that uses 10 TLR radiomic features characterising
different tumour properties such as shape, texture and intensi-
ty. The best model was obtained when features were selected
using a forward MRMRMI method and classified with a RF.
The good performance of this classifier has been already ob-
served by other studies [20–22]. Furthermore, we found

Table 3 Features which were significant in univariate and multivariate
analysis. For each of the features, we show the hazard ratios (HR) with
95% confidence intervals and P values after performing the univariate
Cox proportional hazard model. Additionally, we also show the AUC,
recall, precision, F1-score and P value of KM curve. The threshold to

measure the last metrics was defined using the Youden index of the
training data set ROC curve. Feature’s names are described as in the
supplementary data B with the additional information of the discretisation
width and features origin (OR or TLR)

P value KM curve F1-
score

Precision Recall AUC P value in
multivariate analysis

P value in
univariate analysis

HR (95% CI) Feature

0.79 0.21 0.14 0.4 0.46 0.034 0.00049 0.44 (0.28–0.70) GLDZM_DZNN_0.5 (OR)

0.044 0.43 0.28 0.1 0.68 0.0023 0.00058 1.61 (1.20–2.10) GLSZM_HILAE_0.5 (TLR)

0.47 0.13 0.1 0.2 0.43 0.0016 0.001 1.65 (1.20–2.20) GLDZM_DZV_0.05 (TLR
from interpolated images)

0.088 0.24 0.14 0.8 0.61 0.0022 0.001 1.72 (1.20–2.40) Stats_qcod_0.2 (TLR from
interpolated images)

0.15 0.4 0.4 0.4 0.64 NA 0.002 0.65 (0.49–0.85) Histology
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combining clinical and radiomic features improve the predic-
tion ability of the models. Regarding the intensity
discretisation scheme, the application of the FBW
discretisation method in PET has been recommended [15,
29], although some studies have also reported more
favourable properties using FBN [51]. This is related to the
fact that FBN and FBW have different drawbacks and advan-
tages. FBW preserves the relationship between PET units and
the corresponding physical meaning, contrary to arbitrary
units (such as in some non-quantitative MRI sequences).
However, most features cannot be directly compared across
different volumes of interest. FBN on the other hand does not

preserve the relationship between intensities and physical
meaning but introduces a normalisation effect that can be
favourable when contrast is considered important.
Furthermore, it allows direct comparison of values across dif-
ferent volumes of interest. In our findings, the best model was
obtained when using a FBN (32 bins) discretisation method.

We also looked at various parameters known to affect the
reproducibility and robustness of such process. Feature selec-
tion in particular is an important step of the analysis process as
it improves the generalisation of the results. It is known that
each FS method and each classifier has its own limitations,
and indeed, like other researchers in various settings, we did

Fig. 2 Kaplan-Meier curve of the each individual significant feature in
univariate and multivariate analysis, after the Cox proportional hazard
model. a GLDZM_DZNN_0.5 (OR) (Threshold = 0.59, log-rank test P
value 0.079). b GLSZM_HILAE_0.5 (TLR) (Threshold = 0.07, log-rank

test P value 0.044), c GLDZM_DZV_0.05 (TLR from interpolated
images) (Threshold = 1.28, log-rank test P value 0.47). d Stats_qcod_
0.2 (TLR from interpolated images) (Threshold = 1.18, log-rank test P
value 0.088). e Histology (Threshold = 0.5, log-rank test P value 0.15)
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observe a large performance variability when using different
methods for discretisation, FS and classification [14–17,
19–22]. In addition, we also evaluated the effect of image
interpolation on the model performances. In radiomics stud-
ies, it is recommended for most textural features to ensure
isotropic voxel sizes across observations or patients.
Isotropic voxel sizes make textural features rotationally invari-
ant, allows direct comparison between the different samples
and improves features reproducibility [29]. However, differ-
ent methods for interpolating images voxels exists, which re-
sult in distinct textural feature values [17] and predictive mod-
el performances [52]. In addition to this, image interpolation
also implies information inference or loss, depending on
whether down-sampling or up-sampling of the voxel size is
performed. In our study, the best radiomics model was obtain-
ed when interpolating images into an isotropic voxel size of
4 × 4 × 4 mm3.

Multi-center radiomics studies imply features variability
mainly due to distinct imaging devices and protocols. This
variability is among the major obstacles preventing generali-
sation of radiomics signatures in the clinical practice.
Different methods have been developed to decrease radiomic
features variability across clinical centers. Harmonising acqui-
sition and reconstruction parameters, for instance through the
EANM EARL initiative might contribute reaching such goal.
A key finding of the present study is that the TLR perform
better across scanners than the native radiomics features. As
each patient acts as his own control, it should not come as a
surprise finding the ratios as more stable than the native fea-
tures. ComBat is another method that was previously success-
fully used for that purpose. It was shown to align features
distributions across different clinical centers as well as to im-
prove predictive ability of radiomic features namely in cervi-
cal cancer DFS prediction [50]. In our dataset, the best model

Fig. 3 Kaplan-Meier curve of the test set for the best OR (a) and TLR (b)
model. Red and blue curves represent respectively patients with better
and worse prognosis. The log-rank test was used to estimate statistical
significance of the difference between survival curves. The P value

obtained from the log-rank test is shown in the left down corner of each
image. The difference between both the Kaplan-Meier curves is statistical
significant (log-rank P value = 0.034 for the OR model and 0.002 for the
TLR model)

Table 4 Variation of Bootstrap mean AUC, F1-score and F2-score,
precision, recall and AUCpr values according to the different test data
obtained from the different scanners. Table 4 (part a) shows the models

usingOR radiomics features and Table 4 (part b) those with TLR features.
The 95% confidence intervals are in parentheses

AUC F1-score F2-score Precision Recall AUCpr

a

Mix Scanner A and B 0.65 (0.47–0.73) 0.44 (0.25–0.57) 0.56 (0.32–0.69) 0.32 (0.18–0.44) 0.69 (0.40–0.80) 0.38 (0.22–0.58)

Scanner A 0.54 (0.24–0.67) 0.37 (0–0.57) 0.46 (0–0.63) 0.29 (0–0.5) 0.55 (0–0.67) 0.36 (0.15–0.72)

Scanner B 0.81 (0.50–1) 0.52 (0.25–0.67) 0.69 (0.36–0.83) 0.37 (0.17–0.50) 0.91 (0.50–1) 0.57 (0.27–1)

Scanner C 0.57 (0.36–0.75) 0.40 (0.14–0.67) 0.35 (0.12–0.61) 0.58 (0.20–1) 0.32 (0.11–0.56) 0.61 (0.46–0.82)

b

Mix Scanner A and B 0.78 (0.67–0.88) 0.49 (0.25–0.67) 0.56 (0.22–0.74) 0.42 (0.25–0.60) 0.63 (0.2–0.8) 0.53 (0.33–0.72)

Scanner A 0.70 (0.56–0.84) 0.36 (0–0.57) 0.41 (0–0.63) 0.31 (0–0.50) 0.46 (0–0.67) 0.39 (0.25–0.65)

Scanner B 0.95 (0.78–1) 0.67 (0.4–1) 0.78 (0.45–1) 0.57 (0.29–1) 0.89 (0.50–1) 0.88 (0.58–1)

Scanner C 0.50 (0.37–0.65) 0.25 (0–0.46) 0.20 (0–0.38) 0.46 (0–0.75) 0.18 (0–0.33) 0.55 (0.46–0.67)
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was not obtained when applying ComBat harmonisation be-
fore FS. Additionally, ComBat did not improve model perfor-
mance when applied after FS in the best OR and TLRmodels.
As observed here, ComBat might therefore not be unequivo-
cally effective, as it presents drawbacks such as the assump-
tion that the site effect follows a Gaussian and Inverse-Gama
distribution and the need for sample sizes large enough to be
statistically representative. Studies have shown in MRI that
ComBat might not preserve biological variability, and minor
differences in pre-processing steps can lead to unexpected
effects during ComBat harmonizsation [53, 54].

There is currently no satisfying answer to the only clinical-
ly relevant question when it comes to introducing ML and
radiomics in the clinical field of nuclear medicine: Is there a
“universal” feature set or ML strategy that could predict the
outcome, in this case DFS in cervical cancer patients, inde-
pendently of the PET/CT device and imaging methodology?.
Indeed, in lung cancer for instance, Parmar et al. [21] and Sun
et al. [19] compared different FS methods and classifiers and
reached very different conclusions. Deist et al. [22] also ob-
served that when training the model with different datasets,
the performance of classifiers is significantly different. We
similarly observed that the performance of our models is high-
ly dependent on the data used to train and test the models,
which can be related to the relatively small sizes of the
datasets, compared to other ML applications where thousands
or tens of thousands of samples are available for training the
models. We also found that the radiomic features or models
selected and developed by other researchers were not trans-
posable to our population i.e. could not predict recurrence in
our patients, with the caveat that the previous works did not
evaluate DFS, but rather LRR [8]. In particular, none of the
parameters selected in the models developed by Altazi et al.
[8] were common to our model, except GLSZM_SZV (size
zone variance from GLSZM matrix, a texture feature) when
used as a ratio with the liver. In Lucia et al. [9]
GLNU_GLRLM was the only PET feature predictive of
DFS, and this parameter was not selected in our models.
Interestingly, this parameter was identified as significant in
Lucia et al. [9], but only when calculated following
discretisation with histogram equalisation, not after FBW or
FBN discretisation. We did not include discretisation with

histograms, as it is currently not included in the IBSI standard.
This illustrates that the devil might indeed be in the details and
further emphasises the need for harmonised feature generation
and robust models across centers and scanners.

Our study presents some limitations. The tumour segmen-
tations were done by a single observer, using the semi-
automatic FLAB algorithm. Using fully automatic and thus
possibly more reproducible segmentation methods [48] [55]
might improve the results, although considering that these
tumours are consistently highly hypermetabolic and easily
delineated, we do not expect major changes. Additionally, it
might also be relevant to evaluate features not only on the
segmented region but also for instance in regions around the
tumour, as proposed by Hao et al. [11]. Finally, in this study,
we dichotomised DFS into a binary outcome and predicted
DFS without considering time-to-event information. Leger
et al. [20] reported that this simplification can bias the models.
However, we believe that this is not clinically relevant since
patients that have a recurrence within a relatively short time,
which is the case in our data, are treated equally. Our results
show that combining distinct radiomics and clinical informa-
tion can help in the stratification of patients with high and low
risks of recurrence. However, the predictive performances of
the metabolic data do not appear good enough to be applied in
clinical practice and need further validation in larger multi-
center cohorts of patients. Further improvements could none-
theless be obtained by combining radiomic features extracted
from other image modalities, such as MRI, as shown by Lucia
et al. [9].

Despite these limitations, to the best of our knowledge, this
is the first study to investigate TLR radiomic features in
predicting DFS in cervical cancer. All the features calculations
were performed using a software which is documented and
fully in line with IBSI standardisation, which should help
other research groups reproduce our results. Our study follows
the TRIPOD guidelines [56] (Supplementary data D) and
scores 42% according to the radiomics quality score, which
compares favourably with the majority of previous radiomics
studies [7]. We believe this is a step towards a possible inte-
gration of radiomics in the clinics, which is slow to come and
hampered by methodological drawbacks, as illustrated by re-
cent articles [57–59].

Future research should include combining different image
modalities [9] [23] and combining features discretised with
different schemes instead of considering each discretisation
set independently. The former is subject to its own inter-
device variability limitations and the latter is more demanding
in terms of computation time. An exhaustive hyper parameter
tuning ofMLmodels could also be investigated for evaluating
the improvement of performance. Fusion or combination of
the different FS and ML techniques could also help in allevi-
ating the variability of resulting models and increase
performance.

Table 5 Radiomic signatures developed by Altazi et al. The models
were tested in the mix test set (test set A + B)

AUC

Ref [8]

G1 0.49

G2 0.56

G3 0.6
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Conclusion

In this multicentre series, a ML algorithm with 10 TLR
radiomic features combined with the clinical information re-
sulted in the best predictor of cancer recurrence. Despite these
encouraging results, one cannot ignore the persistence of sig-
nificant dependency of the features on the local acquisition
settings as well as the poor F-score performance. Hence, fur-
ther works need to be done prior to large-scale clinical testing.

Supplementary Information The online version contains supplementary
material available at https://doi.org/10.1007/s00259-021-05303-5.

Funding This project has received funding from the European Union’s
Horizon 2020 research and innovation programme under the Marie
Skłodowska-Curie grant agreement No 766276. The funders had no role
in study design, data collection and analysis, decision to publish or prep-
aration of the manuscript.

Code availability https://github.com/msilvaferreira/Phd/tree/master/
FDG%20PET%20radiomics%20to%20predict%20disease%20free%
20survival%20in%20Cervical%20Cancer.

Declarations

Ethics approval All procedures were performed in accordance with the
principles of the 1964 Declaration of Helsinki and its later amendments or
comparable ethical standards. The study design and exemption from in-
formed consent were approved by the Institutional Review Board of
Liege University Hospital.

Conflict of interest/competing interests Dr. Philippe Lambin reports,
within and outside the submitted work, grants/sponsored research agree-
ments from Varian medical, Oncoradiomics, ptTheragnostic/DNAmito,
Health Innovation Ventures. He received an advisor/presenter fee and/or
reimbursement of travel costs/external grant writing fee and/or in kind
manpower contribution from Oncoradiomics, BHV, Merck, Varian,
Elekta, ptTheragnostic and Convert pharmaceuticals. Dr. Lambin has
shares in the company Oncoradiomics, Convert pharmaceuticals,
MedC2 and LivingMed Biotech; he is co-inventor of two issued patents
with royalties on radiomics (PCT/NL2014/050248, PCT/NL2014/
050728) licensed to Oncoradiomics and one issue patent on mtDNA
(PCT/EP2014/059089) licensed to ptTheragnostic/DNAmito, three non-
patented invention (softwares) licensed to ptTheragnostic/DNAmito,
Oncoradiomics and Health Innovation Ventures and three non-issues,
non licensed patents on Deep Learning-Radiomics and LSRT
(N2024482, N2024889, N2024889). He confirms that none of the above
entities or funding was involved in the preparation of this paper.

Informed consent For this type of retrospective study formal consent is
not required.

References

1. Ferlay J, Soerjomataram I, Dikshit R, Eser S,Mathers C, RebeloM,
et al. Cancer incidence and mortality worldwide: sources, methods
and major patterns in GLOBOCAN. Int J Cancer. 2012:2015.
https://doi.org/10.1002/ijc.29210.

2. Cibula D, Pötter R, Planchamp F, Avall-Lundqvist E, Fischerova
D, Haie-Meder C, et al. The European Society of Gynaecological
Oncology/European Society for Radiotherapy and Oncology/
European Society of Pathology Guidelines for the Management of
Patients with Cervical Cancer. VirchowsArch an Int J Pathol. 2018.
https://doi.org/10.1007/s00428-018-2380-7.

3. Marth C, Landoni F, Mahner S, Mccormack M, Colombo N.
Cervical cancer : ESMO Clinical Practice Guidelines for Clinical
Practice Guidelines. Ann Oncol. 2017. https://doi.org/10.1093/
annonc/mdx220.

4. Gandy N, Arshad MA, Park WHE, Rockall AG, Barwick TD.
FDG-PET imaging in cervical cancer. Semin Nucl Med. 2019;
https://doi.org/10.1053/j.semnuclmed.2019.06.007

5. Lambin P, Rios-Velazquez E, Leijenaar R, Carvalho S, van
Stiphout RGPM, Granton P, et al. Radiomics: extracting more in-
formation from medical images using advanced feature analysis.
Eur J Cancer. 2012. https://doi.org/10.1016/j.ejca.2011.11.036.

6. Aerts HJWL, Velazquez ER, Leijenaar RTH, Parmar C,
Grossmann P, Cavalho S, et al. Decoding tumour phenotype by
noninvasive imaging using a quantitative radiomics approach. Nat
Commun. 2014. https://doi.org/10.1038/ncomms5006.

7. Lambin P, Leijenaar RTH, Deist TM, Peerlings J, van Soest J, de
Jong E, et al. Radiomics: the bridge between medical imaging and
personalized medicine. Nat Rev Clin Oncol. 2017. https://doi.org/
10.1038/nrclinonc.2017.141.

8. Altazi BA, Fernandez DC, Zhang GG, Hawkins S, Naqvi SM, Kim
Y, et al. Investigating multi-radiomic models for enhancing predic-
tion power of cervical cancer treatment outcomes. Phys Medica.
2018. https://doi.org/10.1016/j.ejmp.2017.10.009.

9. Lucia F, Visvikis D, Desseroit M-C, Miranda O, Malhaire J-P,
Robin P, et al. Prediction of outcome using pretreatment 18F-
FDG PET/CT and MRI radiomics in locally advanced cervical
cancer treated with chemoradiotherapy. Eur J Nucl Med Mol
Imaging. 2018. https://doi.org/10.1007/s00259-017-3898-7.

10. ShenWC, Chen SW,WuKC, Hsieh TC, Liang JA, HungYC, et al.
Prediction of local relapse and distant metastasis in patients with
definitive chemoradiotherapy-treated cervical cancer by deep learn-
ing from [18F]-fluorodeoxyglucose positron emission tomography/
computed tomography. Eur Radiol. 2019. https://doi.org/10.1007/
s00330-019-06265-x.

11. Hao H, Zhou Z, Li S, Maquilan G, Folkert MR, Iyengar P, et al.
Shell feature: a new radiomics descriptor for predicting distant fail-
ure after radiotherapy in non-small cell lung cancer and cervix can-
cer. Phys Med Biol. 2018. https://doi.org/10.1088/1361-6560/
aabb5e.

12. Lovinfosse P, Visvikis D, Hustinx R, Hatt M. FDGPET radiomics :
a review of the methodological aspects. 2018. https://doi.org/10.
1007/s40336-018-0292-9.

13. Rahmim A, Ghaffarian P, Shiri I, Abdollahi H, Bitarafan-Rajabi A,
Geramifar P. The impact of image reconstruction settings on 18F-
FDG PET radiomic features: multi-scanner phantom and patient
studies. Eur Radiol. 2017. https://doi.org/10.1007/s00330-017-
4859-z.

14. Shafiq-ul-hassan M, Zhang GG, Latifi K, Ullah G, Hunt DC,
Balagurunathan Y, et al. Intrinsic dependencies of CT radiomic
features on voxel size and number of gray levels. Med Phys.
2017. https://doi.org/10.1002/mp.12123.

15. Leijenaar RTH, Nalbantov G, Carvalho S, ElmptWJC, Van TEGC,
Boellaard R, et al. The effect of SUV discretization in quantitative
FDG-PET radiomics : the need for standardized methodology in
tumor texture analysis. Sci Rep. 2015. https://doi.org/10.1038/
srep11075.

16. Altazi BA, Zhang GG, Fernandez DC, Montejo ME, Hunt D,
Werner J, et al. Reproducibility of F18-FDG PET radiomic features
for different cervical tumor segmentation methods, gray-level

Eur J Nucl Med Mol Imaging

https://doi.org/10.1007/s00259-021-05303-5
https://github.com/msilvaferreira/Phd/tree/master/FDG%20PET%20radiomics%20to%252
https://github.com/msilvaferreira/Phd/tree/master/FDG%20PET%20radiomics%20to%252
https://doi.org/10.1002/ijc.29210
https://doi.org/10.1007/s00428-018-2380-7
https://doi.org/10.1093/annonc/mdx220
https://doi.org/10.1093/annonc/mdx220
https://doi.org/10.1053/j.semnuclmed.2019.06.007
https://doi.org/10.1016/j.ejca.2011.11.036
https://doi.org/10.1038/ncomms5006
https://doi.org/10.1038/nrclinonc.2017.141
https://doi.org/10.1038/nrclinonc.2017.141
https://doi.org/10.1016/j.ejmp.2017.10.009
https://doi.org/10.1007/s00259-017-3898-7
https://doi.org/10.1007/s00330-019-06265-x
https://doi.org/10.1007/s00330-019-06265-x
https://doi.org/10.1088/1361-6560/aabb5e
https://doi.org/10.1088/1361-6560/aabb5e
https://doi.org/10.1007/s40336-018-0292-9
https://doi.org/10.1007/s40336-018-0292-9
https://doi.org/10.1007/s00330-017-4859-z
https://doi.org/10.1007/s00330-017-4859-z
https://doi.org/10.1002/mp.12123
https://doi.org/10.1038/srep11075
https://doi.org/10.1038/srep11075


discretization, and reconstruction algorithms. J Appl Clin Med
Phys. 2017. https://doi.org/10.1002/acm2.12170.

17. Whybra P, Parkinson C, Foley K. Assessing radiomic feature ro-
bustness to interpolation in F-FDG PET imaging. Sci Rep. 2019.
https://doi.org/10.1038/s41598-019-46030-0.

18. Van Timmeren JE, Carvalho S, Leijenaar RTH, Troost EGC, van
Elmpt W, de Ruysscher D, et al. Challenges and caveats of a multi-
center retrospective radiomics study: An example of early treatment
response assessment for NSCLC patients using FDG-PET/CT
radiomics. PLoS One. 2019. https://doi.org/10.1371/journal.pone.
0217536.

19. Sun W, Jiang M, Dang J, Chang P, Yin FF. Effect of machine
learning methods on predicting NSCLC overall survival time based
on radiomics analysis. Radiat Oncol. 2018. https://doi.org/10.1186/
s13014-018-1140-9.

20. Leger S, Zwanenburg A, Pilz K, Lohaus F, Linge A, Zöphel K,
Kotzerke J, Schreiber A, Tinhofer I, Budach V, Sak A, StuschkeM,
Balermpas P, Rödel C, Ganswindt U, Belka C, Pigorsch S, Combs
SE, Mönnich D, Zips D, Krause M, Baumann M, Troost EGC,
Löck S & Richter C. A comparative study of machine learning
methods for time-to-event survival data for radiomics risk model-
ling 2017; https://doi.org/10.1038/s41598-017-13448-3.

21. Parmar C, Grossmann P, Bussink J, Lambin P, Aerts HJWL.
Machine learning methods for quantitative radiomic biomarkers.
Sci Rep. 2015. https://doi.org/10.1038/srep13087.

22. Deist TM, Dankers FJWM, Valdes G, Wijsman R, Hsu IC, Oberije
C, et al. Machine learning algorithms for outcome prediction in
(chemo)radiotherapy: an empirical comparison of classifiers. Med
Phys. 2018. https://doi.org/10.1002/mp.12967.

23. Vaidya M, Creach KM, Frye J, Dehdashti F, Bradley JD, El I.
Combined PET / CT image characteristics for radiotherapy tumor
response in lung cancer. Radiother Oncol. 2012. https://doi.org/10.
1016/j.radonc.2011.10.014.

24. Kim DW, Lee S, Kwon S, NamW, Cha I, Kim HJ. Deep learning-
based survival prediction of oral cancer patients. Sci Rep. 2019.
https://doi.org/10.1038/s41598-019-43372-7.

25. Xu Y, Hosny A, Zeleznik R, Parmar C, Coroller T, Franco I, et al.
Deep learning predicts lung cancer treatment response from serial
medical imaging. Precis Med Imaging. 2019. https://doi.org/10.
1158/1078-0432.CCR-18-2495.

26. Jiang Y, Jin C, Yu H, Wu J, Chen C, Yuan Q, et al. Development
and validation of a deep learning CT signature to predict survival
and chemotherapy benefit in gastric cancer: a multicenter,
Retrospective Study. Ann Surg. 2020. https://doi.org/10.1097/
SLA.0000000000003778.

27. Beichel RR, Ulrich EJ, Smith BJ, Bauer C, Brown B, Casavant T,
et al. FDG PET based prediction of response in head and neck
cancer treatment: assessment of new quantitative imaging features.
PLoS One. 2019. https://doi.org/10.1371/journal.pone.0215465.

28. Paquet N, Albert A, Foidart J, Hustinx R. Within-patient variability
of 18F-FDG: standardized uptake values in normal tissues. J Nucl
Med. 2004; http://doi.org/15136627.

29. Zwanenburg A, Vallières M, Abdalah M, Aerts H, Andrearczyk V,
Apte A, et al. The image biomarker standardization initiative: stan-
dardized quantitative radiomics for high-throughput image-based
phenotyping. 2020. https://doi.org/10.1148/radiol.2020191145.

30. Hatt M, Cheze C, Turzo A, Roux C. A fuzzy locally adaptive
Bayesian segmentation approach for volume determination in
PET. IEEE Trans Med Imaging. 2009. https://doi.org/10.1109/
TMI.2008.2012036.

31. Johnson WE, Li C. Adjusting batch effects in microarray expres-
sion data using empirical Bayes methods. Biostatistics. 2007.
https://doi.org/10.1093/biostatistics/kxj037.

32. Fortin JP, Parker D, Tunç B, Watanabe T, Elliott MA, Ruparel K,
et al. Harmonization of multi-site diffusion tensor imaging data.

Neuroimage. 2017. https://doi.org/10.1016/j.neuroimage.2017.08.
047.

33. Orlhac F, Boughdad S, Philippe C, Stalla-Bourdillon H, Nioche C,
Champion L, et al. A postreconstruction harmonization method for
multicenter radiomic studies in PET. J Nucl Med. 2018. https://doi.
org/10.2967/jnumed.117.199935.

34. Da-Ano R, Masson I, Lucia F, Dore M, Robin P, Alfieri J, et al.
Performance comparison of modified ComBat for harmonization of
radiomic features for multicenter studies. Scientific Reports, Nature
Publishing Group. 2020. https://doi.org/10.1038/s41598-020-
66110-w.

35. Wichern DW, Johnson RA. Applied multivariate statistical analy-
sis. 6th ed. Pearson Education; 2007.

36. Peng H, Long F, Ding C. Feature selection based on mutual infor-
mation: criteria of max-dependency, max-relevance, and min-re-
dundancy. IEEE Trans Pattern Anal Mach Intell. 2005. https://doi.
org/10.1007/978-3-319-03200-9_4.

37. Breiman L, Friedman JH, Olshen RA, Stone JC. Classification and
regression trees. 1st ed. Chapman and Hall/CRC; 1984.

38. Géron A. Hands-on machine learning with scikit-learn. 1st ed.
O’Reilly; 2017.

39. Kumar L., Sureka A.. Feature selection techniques to counter class
imbalance problem for aging related bug prediction: aging related
bug prediction. ISEC '18: Proceedings of the 11th Innovations in
Software Engineering Conference. 2018; https://doi.org/10.1145/
3172871.3172872

40. Dinga R, Penninx B, Veltman D, Schmaal L, Marquand A. Beyond
accuracy: measures for assessing machine learning models, pitfalls
and guidelines. BioRxiv. 2019. https://doi.org/10.1101/743138.

41. Cima S, Perrone AM, Castellucci P, Macchia G, Buwenge M,
Cammelli S, et al. Prognostic impact of pretreatment
fluorodeoxyglucose positron emission tomography/computed to-
mography SUV max in patients with locally advanced cervical
cancer. Int J Gynecol Cancer. 2018. https://doi.org/10.1097/IGC.
0000000000001207.

42. Sarker A, Im HJ, Cheon GJ, Chung HH, Kang KW, Chung JK,
et al. Prognostic implications of the SUVmax of primary tumors
and metastatic lymph node measured by 18F-FDG PET in patients
with uterine cervical cancer: a meta-analysis. Clin Nucl Med. 2016.
https://doi.org/10.1097/RLU.0000000000001049.

43. Voglimacci M, Gabiache E, Lusque A, Ferron G, Ducassou A,
Querleu D, et al. Chemoradiotherapy for locally advanced cervix
cancer without aortic lymph node involvement: can we consider
metabolic parameters of pretherapeutic FDG-PET/CT for treatment
tailoring? Eur J Nucl Med Mol Imaging. 2019. https://doi.org/10.
1007/s00259-018-4219-5.

44. Yilmaz B, Daǧ S, Ergul N, Çermik TF. The efficacy of pretreatment
and after treatment 18F-FDG PET/CT metabolic parameters in pa-
tients with locally advanced squamous cell cervical cancer. Nucl
Med Commun. 2019. ht tps : / /doi .org/10.1097/MNM.
0000000000000969.

45. De Cuypere M, Lovinfosse P, Gennigens C, Hermesse J, Rovira R,
Duch J, et al. Tumor total lesion glycolysis and number of positive
pelvic lymph nodes on pretreatment positron emission tomography/
computed tomography (PET/CT) predict survival in patients with
locally advanced cervical cancer. Int J Gynecol Cancer. 2020.
https://doi.org/10.1136/ijgc-2020-001676.

46. Yang F, SimpsonG,Young L, Ford J, Dogan N,Wang L. Impact of
contouring variability on oncological PET radiomics features in the
lung. Sci Rep. 2020. https://doi.org/10.1038/s41598-019-57171-7.

47. Tsujikawa T, Rahman T, Yamamoto M, Yamada S, Tsuyoshi H,
Kiyono Y, et al. 18F-FDG PET radiomics approaches: comparing
and clustering features in cervical cancer. Ann Nucl Med. 2017.
https://doi.org/10.1007/s12149-017-1199-7.

48. Chen L, Shen C, Zhou Z, Maquilan G, Albuquerque K. Automatic
PET cervical tumor segmentation by combining deep learning and

Eur J Nucl Med Mol Imaging

https://doi.org/10.1002/acm2.12170
https://doi.org/10.1038/s41598-019-46030-0
https://doi.org/10.1371/journal.pone.0217536
https://doi.org/10.1371/journal.pone.0217536
https://doi.org/10.1186/s13014-018-1140-9
https://doi.org/10.1186/s13014-018-1140-9
https://doi.org/10.1038/s41598-017-13448-3
https://doi.org/10.1038/srep13087
https://doi.org/10.1002/mp.12967
https://doi.org/10.1016/j.radonc.2011.10.014
https://doi.org/10.1016/j.radonc.2011.10.014
https://doi.org/10.1038/s41598-019-43372-7
https://doi.org/10.1158/1078-0432.CCR-18-2495
https://doi.org/10.1158/1078-0432.CCR-18-2495
https://doi.org/10.1097/SLA.0000000000003778
https://doi.org/10.1097/SLA.0000000000003778
https://doi.org/10.1371/journal.pone.0215465
https://doi.org/10.1148/radiol.2020191145
https://doi.org/10.1109/TMI.2008.2012036
https://doi.org/10.1109/TMI.2008.2012036
https://doi.org/10.1093/biostatistics/kxj037
https://doi.org/10.1016/j.neuroimage.2017.08.047
https://doi.org/10.1016/j.neuroimage.2017.08.047
https://doi.org/10.2967/jnumed.117.199935
https://doi.org/10.2967/jnumed.117.199935
https://doi.org/10.1038/s41598-020-66110-w
https://doi.org/10.1038/s41598-020-66110-w
https://doi.org/10.1007/978-3-319-03200-9_4
https://doi.org/10.1007/978-3-319-03200-9_4
https://doi.org/10.1145/3172871.3172872
https://doi.org/10.1145/3172871.3172872
https://doi.org/10.1101/743138
https://doi.org/10.1097/IGC.0000000000001207
https://doi.org/10.1097/IGC.0000000000001207
https://doi.org/10.1097/RLU.0000000000001049
https://doi.org/10.1007/s00259-018-4219-5
https://doi.org/10.1007/s00259-018-4219-5
https://doi.org/10.1097/MNM.0000000000000969
https://doi.org/10.1097/MNM.0000000000000969
https://doi.org/10.1136/ijgc-2020-001676
https://doi.org/10.1038/s41598-019-57171-7
https://doi.org/10.1007/s12149-017-1199-7


anatomic prior automatic PET cervical tumor segmentation by com-
bining deep learning and anatomic prior. Phys Med Biol. 2019.
https://doi.org/10.1088/1361-6560/ab0b64.

49. Bowen SR, Yuh WTC, Hippe DS, Wu W, Partridge SC, Elias S,
et al. Tumor radiomic heterogeneity: multiparametric functional
imaging to characterize variability and predict response following
cervical cancer radiation therapy. J Magn Reson Imaging. 2017.
https://doi.org/10.1002/jmri.25874.

50. Lucia F, Visvikis D, Vallières M, Desseroit M, Miranda O, Robin
P, et al. External validation of a combined PET and MRI radiomics
model for prediction of recurrence in cervical cancer patients treated
with chemoradiotherapy. 2018. https://doi.org/10.1007/s00259-
018-4231-9.

51. Presotto L, Bettinardi V, De Bernardi E, Belli ML, Cattaneo GM,
Broggi S, et al. PET textural features stability and pattern discrim-
ination power for radiomics analysis: an “ad-hoc” phantoms study.
Phys Med. 2018. https://doi.org/10.1016/j.ejmp.2018.05.024.

52. Yip SSF, Parmar C, Kim J, Huynh E, Mak RH, Aerts HJWL.
Impact of experimental design on PET radiomics in predicting so-
matic mutation status. Eur J Radiol. 2017. https://doi.org/10.1016/j.
ejrad.2017.10.009.

53. Cetin-Karayumak S, Stegmayer K, Walther S, Szeszko PR, Crow
T, James A, et al. Exploring the limits of ComBat method for multi-
site diffusion MRI harmonization. bioRxiv. 2020. https://doi.org/
10.1101/2020.11.20.390120.

54. Garcia-Dias R, Scarpazza C, Baecker L, Vieira S, Pinaya WHL,
Corvin A, et al. Neuroharmony: a new tool for harmonizing volu-
metric MRI data from unseen scanners. Neuroimage. 2020. https://
doi.org/10.1016/j.neuroimage.2020.117127.

55. Hatt M, Laurent B, Ouahabi A, Fayad H, Tan S, Li L, et al. The first
MICCAI challenge on PET tumor segmentation. Med Image Anal.
2018. https://doi.org/10.1016/j.media.2017.12.007.

56. Collins GS, Reitsma JB, Altman DG, Moons KGM. Transparent
reporting of a multivariable prediction model for individual prog-
nosis or diagnosis (TRIPOD): the TRIPOD statement. Eur J Clin
Investig. 2015.

57. Cook GJR, Goh V. A role for FDG PET radiomics in personalized
medicine? Semin Nucl Med. 2020. https://doi.org/10.1053/j.
semnuclmed.2020.05.002.

58. Sollini M, Antunovic L, Chiti A, Kirienko M. Towards clinical
application of image mining: a systematic review on artificial intel-
ligence and radiomics. Eur J Nucl. 2019. https://doi.org/10.1007/
s00259-019-04372-x.

59. Zhou Q, Cao YH, Chen ZH. Lack of evidence and criteria to eval-
uate artificial intelligence and radiomics tools to be implemented in
clinical settings. Eur J Nucl Med Mol Imaging. 2019. https://doi.
org/10.1007/s00259-019-04493-3.

Publisher’s note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.

Eur J Nucl Med Mol Imaging

https://doi.org/10.1088/1361-6560/ab0b64
https://doi.org/10.1002/jmri.25874
https://doi.org/10.1007/s00259-018-4231-9
https://doi.org/10.1007/s00259-018-4231-9
https://doi.org/10.1016/j.ejmp.2018.05.024
https://doi.org/10.1016/j.ejrad.2017.10.009
https://doi.org/10.1016/j.ejrad.2017.10.009
https://doi.org/10.1101/2020.11.20.390120
https://doi.org/10.1101/2020.11.20.390120
https://doi.org/10.1016/j.neuroimage.2020.117127
https://doi.org/10.1016/j.neuroimage.2020.117127
https://doi.org/10.1016/j.media.2017.12.007
https://doi.org/10.1053/j.semnuclmed.2020.05.002
https://doi.org/10.1053/j.semnuclmed.2020.05.002
https://doi.org/10.1007/s00259-019-04372-x
https://doi.org/10.1007/s00259-019-04372-x
https://doi.org/10.1007/s00259-019-04493-3
https://doi.org/10.1007/s00259-019-04493-3

	[18F]FDG...
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Introduction
	Materials and methods
	Patients and treatment information
	PET/CT imaging
	Radiomics workflow
	Images interpolation
	Segmentation
	Radiomic features and intensity discretisation
	ComBat harmonisation
	Statistical analysis

	Results
	Discussion
	Conclusion
	References


