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This paper deals with the design and validation of accurate local absorbing boundary 
conditions set on convex polygonal and polyhedral computational domains for the 
finite element solution of high-frequency acoustic scattering problems. While high-order 
absorbing boundary conditions (HABCs) are accurate for smooth fictitious boundaries, the 
precision of the solution drops in the presence of corners if no specific treatment is 
applied. We present and analyze two strategies to preserve the accuracy of Padé-type 
HABCs at corners: first by using compatibility relations (derived for right angle corners) 
and second by regularizing the boundary at the corner. Exhaustive numerical results for 
two- and three-dimensional problems are reported in the paper. They show that using the 
compatibility relations is optimal for domains with right angles. For the other cases, the 
error still remains acceptable, but depends on the choice of the corner treatment according 
to the angle.

© 2019 Elsevier Inc. All rights reserved.

1. Introduction

Large-scale high-frequency scattering problems need to be solved in many application areas, such as seismic and medical 
imaging, aeroacoustics, seismic risk assessment and electromagnetic compatibility. When specific frequencies of interest 
are identified, time-harmonic solvers are conveniently considered. Unfortunately, because of the highly oscillatory nature 
of the wave fields, these solvers lead to discretizations with a large number of unknowns and require the solution of 
large poorly-conditioned linear systems. Research on accurate and computationally efficient methods is very active: we can 
mention for instance recent works on high-frequency boundary element methods [1–3], high-order finite element methods 
[4–7] and domain decomposition methods [8–11].

Finite element methods are suited to realistic settings and complicated geometries, thanks to unstructured meshes and 
robust formulations. For solving scattering problems, they must be coupled with domain truncation techniques, which simu-
late the outward propagation of waves at the boundary of the computational domain. Thereby, couplings have been proposed 
with exact non-local boundary conditions [12], local absorbing boundary conditions (e.g. [13–19]) and perfectly marched 
layers (e.g. [20–23]). In particular, high-order absorbing boundary conditions (HABCs) and perfectly matched layers (PMLs) 
provide high-fidelity solutions for limited computational costs, which makes them attractive techniques for large-scale sim-
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ulations. Mostly because PMLs are easier to use, they have received much more attention than HABCs. Nevertheless, the 
parameter selection of PMLs remains tricky and critically depends on the discretization scheme [21,24,25]. By contrast, a 
priori analyses allow for a better control of the error, and make the parameter selection of HABCs easier [26–28].

In the present paper, we are interested in applying Padé-type HABCs to computational domains with non-regular bound-
aries. Such HABCs have proved to be very efficient for planar boundaries [29] and regular curved boundaries [14,17,30]. 
However, difficulties arise when they are prescribed on non-regular boundaries with corners, such as the boundaries of 
polygonal and polyhedral domains. Specific corner treatments have been proposed for classical low-order absorbing bound-
ary conditions [31,32] and some HABCs [33–37] in settings with only right angles. These treatments rely on compatibility 
relations and involve, in some cases, auxiliary unknowns defined at the corners. Dealing with non-right angles and general-
shaped non-regular boundaries is much more challenging, whatever boundary truncation technique is considered. Few 
corner treatments have been tested for specific boundary truncation techniques [38–40] and, to the best of our knowl-
edge, only in two dimensions with polygonal domains.

Here, we derive and analyze two approaches for applying Padé-type HABCs to Helmholtz problems with computational 
domains having right and non-right angles in two and three dimensions. These approaches are based on compatibility rela-
tions (derived for settings with right angles) and a regularization of the boundary. They can offer geometric flexibility when 
choosing the computational domain in application contexts, eventually leading to more appropriate shapes and smaller com-
putational costs. Let us mention that the Padé-type HABCs are also used in acceleration techniques for boundary integral 
solvers [2,41,42] and domain decomposition methods [43]. The analysis proposed here could also improve these acceleration 
techniques, which is currently investigated.

The Padé-type HABC for planar boundaries is derived in Section 2. Section 3 is dedicated to corner and edge treatments 
for settings with right angles. These treatments are based on compatibility relations, which are derived for two and three 
dimensions. The parameter selection is discussed and the effectiveness of the compatibility relations is asserted with finite 
element results. In section 4, we present two families of approximate approaches to deal with corners and edges with 
non-right angles. These approaches are evaluated and compared thanks to numerical results in two and three dimensions. It 
appears that the compatibility relations are optimal for settings with right angles. For angles lower than 2π/3, using these 
relations still provides the best results, leading to acceptable levels of error. For more obtuse angles, it is then preferable to 
use regularization-based approaches which are more accurate. Finally, a conclusion and some perspectives are proposed in 
section 5.

2. Padé-type HABC for planar boundary

In this section, we derive a family of high-order absorbing boundary conditions (HABCs) for planar boundaries. For the 
derivation, we consider the Helmholtz problem

�v + κ2 v = s, in R3,

with the wavenumber κ(x, y, z) and the source term s(x, y, z). The unbounded domain R3 is decomposed into the interior 
region � = {(x, y, z) ∈ R3 : x < 0} and the exterior region �ext = {(x, y, z) ∈ R3 : x > 0} separated by the plane interface �
with the equation {x = 0}. The exterior medium is assumed to be homogeneous (κ is constant in �ext) and free of source 
(the support of s is compact on �). We seek to prescribe a boundary condition on � to represent the outward propagation 
of waves leaving �.

2.1. Exact nonreflecting boundary condition

The exact nonreflecting boundary condition is classically obtained by solving the exterior Helmholtz problem defined in 
�ext for some Dirichlet data v̄(y, z) on � [29]. Applying the multidimensional transverse Fourier transform Fyz in the y-
and z-directions to the Helmholtz equation yields(

∂2
x + λ+λ−

)
Fyz[v](x, ξy, ξz) = 0, for x > 0, ξy ∈R, ξz ∈ R,

where ξy and ξz are the dual variables of y and z in the Fourier space, and the symbols λ+ and λ− are defined as

λ±(ξy, ξz) ≡ ±ı

√
κ2 − ξ2

y − ξ2
z .

The solution that contains only outgoing traveling modes and bounded evanescent modes reads

Fyz[v](x, ξy, ξz) = Fyz[v̄](ξy, ξz) exλ+(ξy ,ξz).

Taking the derivative in x of this solution leads to

∂xFyz[v](x, ξy, ξz) = λ+(ξy, ξz)Fyz[v](x, ξy, ξz),
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and then, using the inverse Fourier transform F−1
yz ,

∂x v(x, y, z) = F−1
yz

[
λ+(ξy, ξz)Fyz[v](x, ξy, ξz)

]
.

Taking the restriction on � gives the exact nonreflective boundary condition for the interior problem,

∂x v|� = Bv|�, on �,

where B is the pseudo-differential operator defined as

B ≡ F−1
yz

[
λ+(ξy, ξz)Fyz

] = ıκ

√
1 + ��/κ2, (1)

with the Laplace-Beltrami operator �� = � − ∂xx . The operator B is the exact Dirichlet-to-Neumann (DtN) operator for this 
problem. Unfortunately, because of the square root in the symbol of B, the boundary condition is non-local. When using a 
finite element solver, it then leads to a strong coupling of the unknowns defined onto the fictitious boundary, and then to 
a dense block in the matrix of the linear system for the corresponding entries.

2.2. Rational approximation of the square root 
√

1 + X

Local boundary conditions can be derived by approximating the square root in the symbol of the DtN operator (1). In 
their seminal paper, Engquist and Majda [29] derived a family of local boundary conditions by using a Padé approximation 
of the square root. The (2N + 1)th-order Padé approximation of the square root f (X) = √

1 + X is classically written as the 
rational function [44,45]

f Padé
2N+1(X) = 1 + 2

M

N∑
i=1

ai X

1 + bi X
, (2)

which we rewrite as

f Padé
2N+1(X) = 1 + 2

M

N∑
i=1

ci

(
1 − ci + 1

ci + 1 + X

)
,

with ai = sin2(iπ/M), bi = cos2(iπ/M), ci = tan2(iπ/M) and M = 2N + 1. Unfortunately, Padé approximations lead to 
boundary conditions that are inappropriate for evanescent modes and inaccurate for grazing waves. For parabolic wave 
equations, Milinazzo et al. [46] proposed the following modified approximation with a change of variable to rotate the 
branch cut of the square root by some angle φ, which leads to

f φ
2N+1(X) = eıφ/2 f Padé

2N+1(e−ıφ(1 + X) − 1) = eıφ/2

[
1 + 2

M

N∑
i=1

ci

(
1 − eıφ(ci + 1)

(eıφci + 1) + X

)]
. (3)

The obtained approximation highly improves the accuracy of the HABC for evanescent modes [17], while it slightly increases 
the reflection of traveling modes. The effect is more important as the rotating angle φ grows.

More general approximations of the DtN operator have been proposed (see e.g. [26,47–52]), leading to absorbing bound-
ary conditions possibly more accurate thanks to a larger number of tuning parameters [26,51,52]. In particular, Higdon-type 
HABCs [47] are exact for waves propagating with any angle of incidence of a given set {θm}m=1...M , but they are still in-
efficient for evanescent waves. The complete radiation boundary conditions (CRBCs) can deal with both propagative and 
evanescent modes. In the time-harmonic context, these boundary conditions are equivalent to the general boundary condi-
tion [

M∏
m=1

(∂x − ıκαm)

]
u = 0,

which corresponds to the rational approximation of the square root f M(X) provided by the sequence

fm(X) = αm + X + 1 − α2
m

αm + fm−1(X)
, for m = 2 . . . M,

f1(X) = α1,

where {αm}m=1...M are complex coefficients. The real and imaginary parts of these coefficients attenuate respectively prop-
agative and evanescent parts of waves. We have the following coefficients (see Appendix A for further details):
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• Padé-type HABC without rotation of the branch cut [29,53]: αm = 1;
• Padé-type HABC with φ-rotation of the branch cut [14]: αm = eıφ/2;
• Higdon-type HABC [35,47,54]: αm = cos θm , with θm ∈ [0, π/2[;
• CRBC [26]: αm = cos θm − σm/(ıκ), with θm ∈ [0, π/2[ and σm > 0.

In an alternative version of the CRBC, the coefficients are separated into a set of purely real parameters and a set of purely 
imaginary parameters [50,52]. The convergence of that CRBC has been analysed for waveguides in [52]. To the best of our 
knowledge, the convergence of HABCs has not yet been addressed for high-frequency scattering problems.

In this work, we limit ourself to the φ-rotated Padé-type approximation written as a sum of prime fractions (3). We 
recognize that this approximation is a particular case of the CRBC with θm = φ/2 and σm = κ sin(φ/2) for m = 1 . . . M . 
Although the φ-rotated Padé-type HABCs are potentially less accurate than fully-optimized CRBCs, they are of practical 
interest since only two parameters must be selected (φ and M). The parameter selection is analyzed with numerical results 
in section 3.3. Let us note that these conditions could be easily extended to more general approximations by considering 
{ci}i=1...N as complex parameters to be tuned.

2.3. Padé-type high-order absorbing boundary condition

Using the approximation (3) in the pseudo-differential operator (1) leads to the approximate boundary condition

∂xu|� = Ru|�, on �, (4)

where R is the pseudo-differential operator defined as

R ≡ ıκeıφ/2

[
1 + 2

M

N∑
i=1

ci

(
1 − eıφ(ci + 1)

(eıφci + 1) + ��/κ2

)]
.

The field u(x, y, z) denotes the solution of the truncated problem defined on �, with the approximate condition on �. This 
solution is an approximation of the exact free-space solution v(x, y, z), with spurious reflections generated at the boundary. 
Following a strategy used by Lindman [55] and next by Collino [56,57], high-order absorbing boundary conditions can be 
written with differential equations by introducing auxiliary surface fields and additional equations on the boundary. Here, 
we define N auxiliary fields ϕi , with i = 1 . . . N , governed by

Niϕi = u, for i = 1 . . . N, on �, (5)

where Ni is the differential operator given by

Ni ≡ − (eıφci + 1) + ��/κ2

eıφ(ci + 1)
.

Using these auxiliary fields, the boundary condition (4) can be rewritten as

∂xu|� = L(u|�,ϕ1, . . . ,ϕN), on �,

where L is the linear algebraic operator defined as

L(g, g1, . . . , gN) ≡ ıκeıφ/2

[
g + 2

M

N∑
i=1

ci (g + gi)

]
. (6)

This boundary condition and the auxiliary equations (5) are local equations. Writing explicitly these relations finally gives 
the HABC

∂xu|� = ıκeıφ/2

[
u|� + 2

M

N∑
i=1

ci (u|� + ϕi)

]
, on �,

and the auxiliary equations

��ϕi + κ2((eıφci + 1)ϕi + eıφ(ci + 1)u|�
) = 0, for i = 1 . . . N, on �. (7)

When using this boundary condition, two parameters must be chosen: the angle φ and the number of auxiliary fields N , 
which are related to the approximation of the square root.
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3. Exact treatment for settings with right angles

When using the HABC on the faces of polygonal or polyhedral domains, the corners and the edges of these domains 
require a specific treatment. To illustrate this, let us consider the two-dimensional Helmholtz problem defined on the 
quarter space � = {(x, y) ∈R2 : x < 0, y < 0}. On both edges of �, we prescribe a HABC, i.e.

∂xu|�x = ıκeıφ/2

[
u|�x + 2

M

N∑
i=1

ci
(
u|�x + ϕx

i

)]
, on �x, (8)

∂yu
∣∣
�y = ıκeıφ/2

⎡
⎣u|�y + 2

M

N∑
j=1

c j

(
u|�y + ϕ

y
j

)⎤
⎦ , on �y, (9)

with auxiliary fields governed by

∂yyϕ
x
i + κ2((eıφci + 1)ϕx

i + eıφ(ci + 1)u|�x
) = 0, for i = 1 . . . N, on �x, (10)

∂xxϕ
y
j + κ2((eıφc j + 1)ϕ

y
j + eıφ(c j + 1)u|�y

) = 0, for j = 1 . . . N, on �y, (11)

where �x = {(x, y) ∈ R2 : x = 0, y < 0} and �y = {(x, y) ∈ R2 : x < 0, y = 0}. From a mathematical point of view, boundary 
conditions must be prescribed on these auxiliary fields at the boundary of each edge (i.e. at the corner P xy = (0, 0)) because 
of the second-order spatial derivative arising in equations (10)-(11). From a modeling point of view, these conditions provide 
additional information about the exterior problem. Indeed, if we seek the solution of the free-space problem, the corner 
treatment should accurately represents the outward propagation of waves at the corner. A similar reasoning can be made in 
three dimensions.

In this section, we present and analyze a strategy to deal with the corners and the edges of rectangular and cuboidal 
domains, which have only right angles. The strategy relies on additional relations that give the missing boundary condi-
tions, and supplementary auxiliary fields defined on the corners and the edges. The approach is explained in section 3.1 in 
the two-dimensional case, and extended in section 3.2 for the three-dimensional case. Numerical results are proposed in 
section 3.3 to assert the efficiency of the corner treatment and to study the parameters selection.

3.1. Compatibility relations in two dimensions

Let us remind that we seek an approximate solution of the free-space problem

�v + κ2 v = s, in R2, (12)

where v(x, y) is the exact free-space solution verifying the Sommerfeld’s condition, the source term f (x, y) has a compact 
support on the quarter space �, and the wavenumber κ(x, y) is constant in R2\�. The exterior region R2\� contains 
the two half spaces �x = {(x, y) ∈ R2 : x > 0} and �y = {(x, y) ∈ R2 : y > 0}, which overlap on the exterior quarter space 
�xy = {(x, y) ∈ R2 : x > 0, y > 0}. Following the procedure detailed in the previous section, solving the exterior problems 
defined on the half spaces �x and �y leads to the exact relations

∂x v|x=0 = Bx v|x=0, for y ∈R,

∂y v
∣∣

y=0 = By v|y=0, for x ∈R,

with the DtN operators Bx and By formally defined as

Bx ≡ ıκ
√

1 + ∂yy/k2,

By ≡ ıκ

√
1 + ∂xx/k2.

In the truncated problem defined on �, these two operators are localized using a Padé-type approximation of the square 
root, and the restriction of the obtained approximate boundary conditions on �x and �y are used. It leads to equations (8)
and (9) and the approximate solution u(x, y).

In order to derive a suited corner treatment, let us consider the solutions of particular exterior half-space problems 
defined on �x and �y , which verify the HABC at the interface of the respective interior domain. The exterior half-space 
problem on �x reads⎧⎪⎪⎨

⎪⎪⎩
�ũx + k2ũx = 0, in �x,

ũx = ūx(y), for x = 0, y ∈R,

∂xũx = L
(
ũx, ϕ̃x

1, . . . , .ϕ̃
x
N

)
, for x = 0, y ∈R,

(13)
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with auxiliary fields defined as

N x
i ϕ̃x

i ≡ ũx, for i = 1 . . . N, in �x, (14)

where the differential operator N x
i is

N x
i ≡ − (eıφci + 1) + ∂yy/κ

2

eıφ(ci + 1)
. (15)

Both the main field ũx and the auxiliary fields ϕ̃x
i , denoted with a tilde ̃ , are defined on the exterior half space �x . Since N x

i
is a dissipative Helmholtz-type operator, it can be inverted. Therefore, the auxiliary fields ϕ̃x

i are defined uniquely through 
(14), and we can write

ϕ̃x
i = (N x

i )−1ũx, for i = 1 . . . N, in �x.

Similarly, we introduce the exterior half-space problem for the unknown ũ y and the auxiliary fields ϕ̃ y
j = (N y

j )−1ũ y , for 
j = 1 . . . N , defined on �y . The operator N y

j is defined by equation (15) with ∂yy instead of ∂xx .
Because of the spatial derivatives in equations (10)-(11), we seek for supplementary boundary conditions giving the 

traces ∂yϕ
x
i |P xy and ∂xϕ

y
j |P xy at the corner. To do this, we first enforce the approximate half-space fields ũx and ũ y to be 

equal in the exterior quarter space, i.e. ũx = ũ y = ũ in �xy . Because we have a right angle between the interfaces, the normal 
derivative of one face is the tangential derivative of the other face up to a sign. Therefore, since L is a linear operator, by 
applying (N y

j )−1 on the last equation of (13) and (N x
i )−1 on the corresponding equation for ∂y ũ y , we obtain

∂xϕ̃
y
j = L

(
ϕ̃

y
j , ϕ̃

y
1 j, . . . , ϕ̃

y
N j

)
, for j = 1 . . . N, for x = 0, y > 0, (16)

∂yϕ̃
x
i = L

(
ϕ̃x

i , ϕ̃
x
i1, . . . , ϕ̃

x
iN

)
, for i = 1 . . . N, for x > 0, y = 0, (17)

where we have introduced new fields

ϕ̃
y
i j = (N y

j )−1ϕ̃x
i , for i, j = 1 . . . N, in �xy, (18)

ϕ̃x
i j = (N x

i )−1ϕ̃
y
j , for i, j = 1 . . . N, in �xy . (19)

The restriction of equations (16) and (17) at the corner gives the missing boundary conditions. However, they require the 
computation of the auxiliary fields ϕ̃x

i j and ϕ̃ y
i j only at the corner, while the governing equations (18)-(19) involve spatial 

derivatives of these fields. To overcome this problem, we first note that ϕ̃x
i j = ϕ̃

y
i j , for i, j = 1 . . . N . Indeed, since N x

i and N y
j

commute (i.e. N x
i N

y
j =N y

j N x
i ) and can be inverted, we have

ϕ̃
xy
i j ≡ ϕ̃x

i j = (N y
j )−1(N x

i )−1ũ = (N x
i )−1(N y

j )−1ũ = ϕ̃
y
i j, for i, j = 1 . . . N, in �xy .

We can then explicitly write equations (18) and (19) as

∂yyϕ̃
xy
i j + κ2((eıφci + 1)ϕ̃

xy
i j + eıφ(ci + 1)ϕ̃

y
j

) = 0, for i, j = 1 . . . N, in �xy,

∂xxϕ̃
xy
i j + κ2((eıφc j + 1)ϕ̃

xy
i j + eıφ(c j + 1)ϕ̃x

i

) = 0, for i, j = 1 . . . N, in �xy .

Since the Helmholtz operator commutes with N y
j and N x

i , the auxiliary fields also verify the Helmholtz equation,

�ϕ̃
xy
i j + κ2ϕ̃

xy
i j = 0, for i, j = 1 . . . N, in �xy .

Canceling the spatial derivatives by combining the three previous equations gives the algebraic relations

(eıφci + eıφc j + 1)ϕ̃
xy
i j + eıφ(ci + 1)ϕ̃

y
j + eıφ(c j + 1)ϕ̃x

i = 0, for i, j = 1 . . . N, in �xy . (20)

Finally, taking the restriction of equations (16), (17) and (20) at the corner P xy gives the missing boundary conditions for 
the truncated problem,

∂xϕ
y
j

∣∣∣
P xy

= ıκeıφ/2

[
ϕ

y
j |P xy + 2

M

N∑
i=1

ci

(
ϕ

y
j |P xy + ϕ

xy
i j

)]
, for j = 1 . . . N, at P xy, (21)

∂yϕ
x
i

∣∣
P xy = ıκeıφ/2

⎡
⎣ϕx

i |P xy + 2

M

N∑
j=1

c j

(
ϕx

i |P xy + ϕ
xy
i j

)⎤
⎦ , for i = 1 . . . N, at P xy, (22)

with N2 auxiliary fields defined at the corner and given by
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ϕ
xy
i j = −

(c j + 1) ϕx
i

∣∣
P xy + (ci + 1) ϕ

y
j

∣∣∣
P xy

ci + c j + e−ıφ
, for i, j = 1 . . . N, at P xy .

In a nutshell, the corner treatment consists in applying the HABC on the 2N auxiliary fields belonging to the edges, and 
they are coupled through N2 supplementary auxiliary fields defined only at the corner.

When solving these equations with a finite element scheme, we straightforwardly adapt the bilinear form of the 
Helmholtz equation. The HABC (equations (8)-(9)), the auxiliary equations (equations (10)-(11)) and the compatibility 
relations (equations (21)-(22)) are directly incorporated in the variational formulation of the problem. The variational for-
mulation is provided in Appendix B.

3.2. Compatibility relations in three dimensions

Our approach can be applied in three dimensions. When using the HABC on all the faces of a cuboidal domain to 
represent wave propagation in the free space R3, additional relations must be prescribed at the edges and the corners 
of the cuboid. To state the equations, we consider the three-dimensional version of the Helmholtz problem (12) and a 
truncated domain that is the eighth of space � = {(x, y, z) ∈R3 : x < 0, y < 0, z < 0}. The faces of � belonging to the planes 
x = 0, y = 0 and z = 0 are denoted �x , �y and �z , respectively. The edges are given by ϒxy = �x ∩ �y , ϒxz = �x ∩ �z and 
ϒyz = �y ∩ �z . The corner is defined as P xyz = �x ∩ �y ∩ �z .

On the faces �x , �y and �z , the boundary conditions for the approximate solution u(x, y, z) read

∂xu|�x
= L(u|�x ,ϕ

x
1, . . . ,ϕ

x
N), on �x,

∂yu
∣∣
�y

= L(u|�y ,ϕ
y
1 , . . . ,ϕ

y
N), on �y,

∂zu|�z
= L(u|�z ,ϕ

z
1, . . . ,ϕ

z
N), on �z,

with N auxiliary fields defined on each face and governed by

(∂yy + ∂zz)ϕ
x
i + κ2eıφ

(
(ci + e−ıφ)ϕx

i + (ci + 1)u|�x
) = 0, ∀i, on �x,

(∂xx + ∂zz)ϕ
y
j + κ2eıφ

(
(c j + e−ıφ)ϕ

y
j + (c j + 1)u|�y

) = 0, ∀ j, on �y,

(∂xx + ∂yy)ϕ
z
k + κ2eıφ

(
(ck + e−ıφ)ϕz

k + (ck + 1)u|�z
) = 0, ∀k, on �z.

For the sake of conciseness, we do no write that the values of the indices i, j and k are between 1 and N . Because of the 
spatial derivative in their governing equations, the auxiliary fields defined on the faces require boundary conditions on the 
edges. By extending the approach of the previous section, we obtain

∂yϕ
x
i

∣∣
ϒxy = L(ϕx

i |ϒxy ,ϕ
xy
i1 , . . . ,ϕ

xy
iN ), ∀i, on ϒxy,

∂zϕ
x
i

∣∣
ϒxz = L(ϕx

i |ϒxz ,ϕxz
i1 , . . . ,ϕxz

iN), ∀i, on ϒxz,

∂xϕ
y
j

∣∣∣
ϒxy

= L(ϕ
y
j |ϒxy ,ϕ

xy
1 j , . . . ,ϕ

xy
N j), ∀ j, on ϒxy,

∂zϕ
y
j

∣∣∣
ϒyz

= L(ϕ
y
j |ϒyz ,ϕ

yz
j1 , . . . ,ϕ

yz
jN), ∀ j, on ϒyz,

∂xϕ
z
k

∣∣
ϒxz = L(ϕz

k |ϒxz ,ϕxz
1k, . . . ,ϕ

xz
Nk), ∀k, on ϒxz,

∂yϕ
z
k

∣∣
ϒyz = L(ϕz

k |ϒyz ,ϕ
yz
1k , . . . ,ϕ

yz
Nk), ∀k, on ϒyz,

with N2 auxiliary fields defined on each edge and governed by

∂zzϕ
xy
i j + κ2eıφ

(
(ci + c j + e−ıφ)ϕ

xy
i j + (ci + 1)ϕx

j |ϒxy + (c j + 1)ϕx
i |ϒxy

) = 0, ∀i, j, on ϒxy,

∂yyϕ
xz
ik + κ2eıφ

(
(ci + ck + e−ıφ)ϕxz

ik + (ci + 1)ϕx
k |ϒxz + (ck + 1)ϕx

i |ϒxz
) = 0, ∀i,k, on ϒxz,

∂xxϕ
yz
jk + κ2eıφ

(
(c j + ck + e−ıφ)ϕ

yz
jk + (c j + 1)ϕx

k |ϒyz + (ck + 1)ϕx
j |ϒyz

) = 0, ∀ j,k, on ϒyz.

Again, boundary conditions must be prescribed at the corner on the auxiliary fields belonging to the edges because of the 
spatial derivative in the governing equations. We obtain the boundary conditions

∂zϕ
xy
i j

∣∣∣
P xyz

= L(ϕ
xy
i j |P xyz ,ϕ

xyz
i j1 , . . . ,ϕ

xyz
i jN ), ∀i, j, on P xyz,

∂yϕ
xz
ik

∣∣
P xyz = L(ϕxz

ik |P xyz ,ϕ
xyz
i1k , . . . ,ϕ

xyz
iNk), ∀i,k, on P xyz,

∂xϕ
yz
jk

∣∣∣
P xyz

= L(ϕ
yz
jk |P xyz ,ϕ

xyz
1 jk , . . . ,ϕ

xyz
N jk), ∀ j,k, on P xyz,
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Fig. 1. Scattering by a sound-hard circular cylinder: real part of the reference solution �e{uref} (Fig. 1a) and real part of the error �e{unum − uref} when 
using the HABC with the exact corner treatment, N = 4 and either φ = 0 (Fig. 1b) or φ = π/3 (Fig. 1c). The mesh is made of 7,156 elements and 14,917 
second-order nodes, which corresponds to nλ ≈ 10. (For interpretation of the colors in the figures, the reader is referred to the web version of this article.)

with N3 auxiliary fields given by

ϕ
xyz
i jk = − (ci + 1)ϕ

yz
jk |P xyz + (c j + 1)ϕxz

ik |P xyz + (ck + 1)ϕ
xy
i j |P xyz

ci + c j + ck + e−ıφ
, ∀i, j,k, on P xyz.

Therefore, for using this approach with a cuboidal domain, we must define two-dimensional auxiliary fields on the faces (N
per face), one-dimensional auxiliary fields on the edges (N2 per edge) and additional scalar unknowns at the corners (N3

per corner). Auxiliary differential equations similar to the two-dimensional and one-dimensional versions of the Helmholtz 
equation must be solved on the faces and the edges, respectively.

3.3. Numerical verification and parameter analysis

In this section, the accuracy of the HABC with the compatibility relations at corners and edges is asserted by considering 
two reference benchmarks: the scattering of a plane wave by a circular cylinder and by a sphere. The influence of the 
parameters φ and N is analyzed in two dimensions. The numerical results have been obtained with the mesh generator
Gmsh [58] and the finite element solver GetDP [59].

Numerical verification in two dimensions
The scattering of the plane wave solution uinc(x) = eıκx with the propagation direction κ̂ = [1, 0] by the sound-hard 

circular cylinder of radius R centered at the origin generates the scattered field

uref(r, θ) = −
∞∑

m=0

εmım Jm
′(κ R)

H (1)
m

′
(κ R)

H (1)
m (κr) cos(mθ), r ≥ R, (23)

where (r, θ) are the polar coordinates, Jm is the mth-order Bessel’s function, H (1)
m is the mth-order first-kind Hankel func-

tion, and εm is the Neumann function which is equal to 1 for m = 0 and 2 otherwise.
We consider a two-dimensional setting where a disk of radius R = 1 is placed in the middle of the squared domain 

[−1.1, 1.1]2. The Neumann boundary condition ∂nu|∂�disk = −∂nuinc|∂�disk is prescribed on the boundary of the disk, HABCs 
are set on all the edges of the square, and the compatibility relations are used at the corners. The scattered field solution is 
computed for the wavenumber κ = 25 on meshes made of second-order curvilinear triangular elements with second-order 
nodal basis functions. The real part of the reference solution is shown in Fig. 1a for this setting.

Figs. 1b and 1c show the error on the numerical solutions computed with N = 4 auxiliary fields and either φ = 0 or 
φ = π/3, respectively. In the first case, the error is dominated by surface waves propagating along the upper and lower 
artificial boundaries. These spurious waves are canceled when rotating the branch cut of by a π/3 angle in the Padé 
approximation, and the standard dispersive numerical error dominates the global error.

To quantify the accuracy of the HABC with the corner compatibility relations, we study the global error between the 
numerical solution unum and the reference solution uref on the computational domain �. This error takes into account both 
modeling errors due to the approximate boundary treatment and numerical errors due to the numerical approximations. If 
the boundary treatment is sufficiently accurate, the global error will be dominated by numerical errors, and the third-order 
convergence rate of the numerical scheme should be recovered.
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Fig. 2. Scattering by a sound-hard circular cylinder: convergence of the numerical solution. The relative L2-error takes into account both modeling errors 
due to the HABC and numerical errors due to the scheme. In both figures, the black line corresponds to the relative projection L2-error.

In Fig. 2, we show the relative L2-error as a function of the mesh density for five meshes in different settings: the 
number of auxiliary fields N = 0, 1, 2, 3, 4 and 5 and the angles φ = 0 and π/3. The ratio of the characteristic size of a 
mesh cell to the wavelength is nλ ≈ 2.5, 5, 10, 20, 40 for the five meshes. The relative L2-error is defined as

‖unum − uref‖L2(�)

‖uref‖L2(�)

,

and the mesh density is evaluated with the formula 
√

#nodes, where #nodes is the total number of nodes in the mesh 
(i.e. with 6 nodes per triangle). In addition, we also show the relative L2-error between the reference solution and its 
L2-projection onto the finite element space,

‖Puref − uref‖L2(�)

‖uref‖L2(�)

.

By Céa’s lemma, this error corresponds to the best numerical solution that can be done on each mesh, whatever the 
boundary treatment.

For the coarsest meshes, the smallest numerical error is reached with a small number of auxiliary fields N , both for 
φ = 0 and φ = π/3, but this error is significantly higher than the projection error. When refining the mesh, the numerical 
error decreases until a plateau in all the cases. This plateau corresponds to the modeling error due to the approximate 
treatment at the boundary. Increasing N decreases the level of the plateau, and taking φ = π/3 instead of φ = 0 accelerates 
this decrease. For N = 5 and φ = π/3, we observe that the numerical error reaches the projection error for the finest 
meshes. The numerical solutions obtained with the HABC then are very close to the best approximations possible with 
these meshes, and the modeling error is negligible.

Parameter analysis in two dimensions
To understand the role of the angle φ, and then to guide the parameter selection, we analyse the error for each mode 

of the solution. The incident wave can be decomposed into the modes uinc
m (r, θ) = Jm(κr)eımθ , where m ∈ Z is the mode 

number. For each mode, the scattered field is then given by

uref
m (r, θ) = − Jm

′(κ R)

H (1)
m

′
(κ R)

H (1)
m (κr)eımθ , r ≥ R, m ∈Z.

This solution corresponds to a traveling wave (m < k) or an evanescent wave (m > k). The intermediate region (m ≈ k)

corresponds to grazing waves. The three kinds of waves are represented in Fig. 3 for R = 1 and κ = 25.
In Fig. 4, we represent the relative L2-error on the numerical solution and the relative projection L2-error as a function of 

the mode number m for a mesh corresponding to nλ = 10. Let us note that the relative projection error rises with the mode 
number in the region of the evanescent modes. As the characteristic length of the oscillations along the cylinder decreases, 
the mesh is too coarse to accurately represents these oscillations. Nevertheless, in the complete plane-wave solution, the 
coefficients corresponding to the evanescent modes get smaller, and they do not contribute too much to the global error 
(see e.g. [60])
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Fig. 3. Scattering by a sound-hard circular cylinder: real part of the reference scattered field for a traveling mode (m = 15), a grazing mode (m = 25) and 
an evanescent mode (m = 35). The radius of the cylinder is R = 1 and the wavenumber is κ = 25.

Fig. 4. Scattering by a sound-hard circular cylinder: mode-by-mode error for the wave number κ = 25 and the mesh with nλ = 10, which is the third mesh 
used in the Fig. 2. In both Figures, the black line corresponds to the relative projection L2-error.

We observe on Fig. 4 that the error corresponding to the evanescent modes does not decrease as much when increasing 
N for φ = 0. It is indeed well-known that the Padé-type HABC is not suited for these modes. Taking φ = π/3 instead of 
φ = 0 decreases the error for these modes, but the error corresponding to the traveling modes rises.

Numerical verification in three dimensions
In order to check our approach in three dimensions, we consider the scattering of a plane wave uinc(x) = eıκ ·x by a 

sound-hard sphere of radius R centered at the origin. The generated scattered field reads

uref(x) = −
∞∑

m=0

im(2m + 1)
jm

′(κ R)

h(1)
m

′
(κ R)

h(1)
m (κr) Pm(κ̂ · x̂), r ≥ R, (24)

where κ = ‖κ‖, r = ‖x‖, κ̂ = κ/‖κ‖, x̂ = x/‖x‖, jm is the mth-order spherical Bessel function, h(1)
m is the mth-order first-kind 

spherical Hankel function, and Pm is the mth-order Legendre polynomial.
Numerical simulations are performed on the cubic computational domain � = [−1.41, 1.41]3 with a scattering sphere of 

radius R = 1. The HABC is prescribed on all the faces of the cube, and the compatibility relations are used on all the edges 
and all the corners. The simulation parameters are κ = 10 and κ̂ = [1/

√
2, 1/

√
2, 0]. With this setting, the incident plane 

wave enters in the computational domain first by hitting an edge of the cube. The mesh is made of second-order curvilinear 
tetrahedral elements, and second-degree basis functions are used. A snapshot of the reference scattered field is shown on 
Fig. 5a.

The relative L2-error between the numerical solution and the reference analytic solution is given for two meshes and 
different values of the parameters N and φ in Table 1. For both meshes, increasing the number of auxiliary fields N decreases 
the relative error until a plateau (at approximatively 2.2 10−3 and 1.1 10−3, respectively), whatever the value of φ. This 
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Fig. 5. Scattering by a sound-hard sphere: real part of the reference solution �e{uref} (Fig. 5a) and real part of the error �e{unum − uref} when using 
the HABC with the exact corner treatment, N = 3 and either φ = 0 (Fig. 5b) or φ = π/4 (Fig. 5c). The mesh is made of 347,592 elements and 501,836 
second-order nodes, which corresponds to nλ ≈ 10.

Table 1
Scattering by a sound-hard sphere: relative L2-error between the numerical solution and the reference analytic solution (24) for two mesh densities (nλ), 
different numbers of auxiliary fields (N) and different rotating angles (φ). The relative projection errors of the exact solution on the meshes are 1.38 10−3

(for nλ = 10) and 0.7 10−3 (for nλ = 12.5). The last column gives the number of degrees of freedom (DoF) for each simulation, and the percentage of #DoF 
corresponding to the auxiliary fields.

φ = 0 φ = π/8 φ = π/4 φ = π/3 φ = π/2 #DoF (% in HABC)

nλ = 10 N = 1 15.15 10−3 8.91 10−3 8.46 10−3 16.35 10−3 60.75 10−3 566,118 (12%)

N = 2 3.81 10−3 2.33 10−3 2.19 10−3 2.37 10−3 9.22 10−3 637,980 (22%)

N = 3 2.58 10−3 2.21 10−3 2.18 10−3 2.18 10−3 2.57 10−3 712,170 (30%)

nλ = 12.5 N = 1 15.02 10−3 8.59 10−3 8.16 10−3 16.27 10−3 60.82 10−3 1,044,007 (10%)

N = 2 3.51 10−3 1.50 10−3 1.12 10−3 1.43 10−3 9.00 10−3 1,151,517 (18%)

N = 3 1.67 10−3 1.12 10−3 1.08 10−3 1.08 10−3 1.74 10−3 1,261,883 (26%)

plateau corresponds to a numerical error, which is at the same order of magnitude as the relative projection error of the 
exact solution (1.38 10−3 and 0.7 10−3, respectively). In practice, N should be taken as small as possible, since increasing 
the number of auxiliary fields significantly increases the number of degrees of freedom, as well as the computational cost. 
For both meshes, the values N = 2 and φ = π/4 are nearly optimal. With only two auxiliary fields per face, the relative error 
is close to the one obtained with three auxiliary fields per face. Further refining the mesh leads to a lower error plateau, 
for which the optimal number of auxiliary fields N will increase.

Snapshots of the error on the numerical solutions obtained with N = 2 auxiliary fields and the rotating angle φ equal 
to 0 and π/4 are shown on Figs. 5b and 5c, respectively. The error is dominated by the dispersion numerical error in the 
former case, with φ = π/4. Similarly to the two-dimensional case, the error with φ = 0 exhibits spurious surface waves 
propagating along artificial boundaries, in addition to the dispersion numerical error. Note that we observe spurious surface 
waves also in the φ = π/4 case, close to the corners on the right of Fig. 5c. Nevertheless, the amplitude of these waves is 
small in comparison with the dispersion error, and they disappear when increasing the number of auxiliary fields N from 2
to 3 (results not shown here).

These results confirm the effectiveness of both the HABC and the compatibility relations for dealing with the edges and 
the corners of computational domains with right angles. The strategy with the rotating parameter φ is very attractive since 
it improves the quality of the solution at no additional computational cost.

4. Approximate treatments for settings with non-right angles

In order to deal with generally-shaped convex computational domains, corner and edge treatments must be proposed 
for settings with non-right angles. Unfortunately, the compatibility relations derived in the previous section cannot be 
straightforwardly extended to more general settings. Indeed, when deriving these relations, we use the fact that the normal 
derivative for one border is a tangential derivative for the others (see Section 3.1), which does not hold in the general case.

In this section, we propose alternative strategies based on approximate conditions (Section 4.1) and regularization 
techniques (Section 4.2). The effectiveness and the accuracy of these approaches is analyzed in numerical comparisons 
(Section 4.3). In contrast with the right-angle compatibility relations of the previous section, which do not involve any ad-
ditional approximation, the strategies proposed hereafter are approximate treatments, which generate additional modeling 
error at corners and edges.
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Fig. 6. Infinite wedge domain with the coordinate systems.

4.1. Approximate conditions at corners and edges

To describe the corner treatments, we consider the two-dimensional problem defined on the infinite wedge domain 
� = {(x, y) ∈ R2 : xa < 0 and yb < 0}, where (xa, ya) and (xb, yb) are Cartesian coordinate systems associated with the 
edges �a and �b , respectively, such as xa and yb are varying along the outward unit normals to the edges, as shown on 
Fig. 6. The angle between both edges is denoted α. The HABCs prescribed on both edges can then be written as

∂xa u|�a = ıκeıφ/2

[
u|�a + 2

M

N∑
i=1

ci
(
u|�a + ϕa

i

)]
, on �a, (25)

∂yb u
∣∣∣
�b

= ıκeıφ/2

⎡
⎣u|�b + 2

M

N∑
j=1

c j

(
u|�b + ϕb

j

)⎤
⎦ , on �b, (26)

where auxiliary fields ϕa
i and ϕb

j , defined respectively on �a and �b , are governed by

∂2
ya yaϕa

i + κ2eıφ
(
(ci + e−ıφ) ϕa

i + (ci + 1) u|�a
) = 0, ∀i, on �a, (27)

∂2
xb xbϕ

b
j + κ2eıφ

(
(c j + e−ıφ) ϕb

j + (c j + 1) u|�b

) = 0, ∀ j, on �b. (28)

We seek a treatment to prescribe at the corner P = (0, 0) for any angle α ∈ ]0, π ].
Because of the spatial derivatives in equations (27)-(28), boundary conditions should be prescribed on the auxiliary fields 

at the corner. Deriving compatibility relations for any angle α, as it was done in the previous section for α = π/2, would 
be the ideal solution. However, because we took advantage of the isotropy of the Laplace operator in Cartesian coordinates 
when deriving the relations for α = π/2 (the normal derivative for one border is a tangential derivative for the others), this 
procedure cannot be straightforwardly applied for non-right corners. To the best of our knowledge, compatibility relations 
have never been explicitly obtained for α �= π/2. Nevertheless, the relations corresponding to α = π/2 can be tested in 
settings with non-right angles. The solution should be still accurate if the angles are nearly right (i.e. α ≈ π/2).

As an alternative corner condition, we also propose to prescribe the Sommerfeld boundary condition on the auxiliary 
fields at the corner,

∂yaϕa
i

∣∣
P = ıκϕa

i |P , ∀i, at P ,

∂xbϕb
j

∣∣∣
P

= ıκϕb
j |P , ∀ j, at P .

Using such a low-order ABC makes sense since the exact compatibility treatment for α = π/2 finally corresponds to using 
the HABC directly on the auxiliary fields at the corner (see Section 3.1). This treatment is an approximation, even for 
α = π/2, but the computational cost is smaller than with the compatibility relations since the auxiliary fields are not 
longer coupled.

In three dimensions, when using the HABC on the faces of polyhedral domains, supplementary boundary conditions 
must be prescribed at the edges for the auxiliary fields belonging to the faces. Similarly to the two-dimensional case, 
several approximate conditions are tested for settings with non-right angles. Considering two faces �a and �b and the edge 
ϒab = �a ∩ �b , we propose:

1. using the Sommerfeld boundary condition on the auxiliary fields at the edge,

∂yaϕa
i |ϒab = ıκϕa

i |ϒab , ∀i, at ϒab,

∂xbϕb
j |ϒab = ıκϕb

j |ϒab , ∀ j, at ϒab,

where the auxiliary fields ϕa
i and ϕb

j are defined on �a and �b , respectively, and the coordinates ya and xb are varying 
along the outward unit normal to the boundary of these faces, on the edge ϒab ;
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Fig. 7. Infinite wedge domain and illustration of the regularization approach.

2. using the two-dimensional right-angle compatibility relation,

∂yaϕa
i |ϒab = L(ϕa

i |ϒab ,ϕab
i1 , . . . ,ϕab

iN), ∀i, at ϒab, (29)

∂xbϕb
j |ϒab = L(ϕb

j |ϒab ,ϕab
1 j , . . . ,ϕ

ab
N j), ∀ j, at ϒab, (30)

with auxiliary fields defined on ϒab and given by

ϕab
i j = − (c j + 1)ϕa

i |ϒab + (ci + 1)ϕb
j |ϒab

ci + c j + e−ıφ
, ∀i, j, at ϒab;

3. using the three-dimensional right-angle compatibility relation, which leads to equations (29)-(30), with auxiliary fields 
on ϒab governed by

∂zzϕ
ab
i j + κ2eıφ

(
(ci + c j + e−ıφ)ϕab

i j + (c j + 1)ϕa
i |ϒab + (ci + 1)ϕb

j |ϒab

) = 0, ∀i, j, on ϒab, (31)

where the coordinate z is varying along ϒab .

In the latter case, boundary conditions are required at the corners for the auxiliary fields living on the edges and governed 
by equation (31). We propose using the Sommerfeld condition or, if only three edges meet at the corner, using the three-
dimensional right-angle compatibility relation. Therefore, we finally have four strategies with different computational costs. 
The first strategy is the cheapest one, while using compatibility relations on both edges and corners is the most expensive 
one.

4.2. Treatment by regularization of boundary

Another approach for dealing with domains having corners and edges consists in defining the HABC on a regularized 
boundary: the sharp corners are replaced with rounded corners (see illustration on Fig. 7), avoiding the need for auxiliary 
conditions. Then, a HABC for curved boundaries is used as is for computing the numerical solution on the original mesh 
with the sharp corners, which obviously constitutes an approximation. The numerical curvature effect should reproduce in 
a heuristic way the wave propagation at the corner.

HABC for regular curved boundaries
The Padé-type HABC derived in Section 2 is suited only for planar boundaries, since it approximates the non-local 

boundary condition with the DtN operator (1) which is exact only for planar boundaries. Deriving such a DtN operator for 
curved boundaries is challenging. In [13], Antoine, Barucq and Bendali have derived the first terms of an expansion of the 
symbol of the DtN operator for regular curved surfaces. The first term of the expansion corresponds to the total symbol 
in the planar case (with the square root), while the curvature appears in the other terms. This expansion has been used 
to propose families of local ABCs for curved surfaces [13,61], which have been applied to finite element simulations [16]. 
Unfortunately, these ABCs cannot model evanescent waves, because the square root in the first term has been approximated 
using a low-order Taylor expansion [17]. To improve the accuracy of the solution, Kechroud, Antoine and Soulaimani [14]
have combined the Padé-type approximation for the square root (equation (3)) and using few additional terms of the 
expansion to take curvature effects into account.

In two dimensions, the modified HABC for a regular planar curve � ⊂R2 obtained in [14] reads

∂nu|� = ıκeıφ/2

[
u|� + 2

M

N∑
i=1

ci (u|� + ϕi)

]
− γ

2
u|� + γ 2

8(γ − ıκ)
u|� − ∂τ

( γ

2k2
∂τ u|�

)
, on �, (32)

with the auxiliary fields ϕi defined on � and governed by

∂2
ττ ϕi + κ2

ε eıφ
(
(ci + e−ıφ)ϕi + (ci + 1)u|�

) = 0, ∀i, on �, (33)
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where n and τ are the coordinates in the normal and tangent directions on � (see Fig. 7), ∂n and ∂τ are the normal and 
tangential derivatives, γ (τ ) is the curvature, and κε = κ + ıε is a modified wavenumber. Using the same strategy for a 
regular surface � ⊂R3 in three dimensions, we have the HABC

∂nu|� = ıκeıφ/2

[
u|� + 2

M

N∑
i=1

ci (u|� + ϕi)

]
−Hu|� − div�

(
H

2k2
∇�u

)
, on �, (34)

with auxiliary fields ϕi governed by

��ϕi + κ2
ε eıφ

(
(ci + e−ıφ)ϕi + (ci + 1)u|�

) = 0, ∀i, on �, (35)

where H is the mean curvature of �. These boundary conditions are easily incorporated in the finite element scheme using 
the variational formulation described in [14] for the two-dimensional case.

In comparison with the planar HABC, additional terms have been added in equations (32) and (34), and an imaginary 
part has been added to the wavenumber in the auxiliary equations (33) and (35). Using a complex wavenumber significantly 
improves the accuracy of the solution [17], which is a very attractive strategy since there is nearly no additional cost. 
Optimized choices of the imaginary damping part ε stated in [17,62] are ε ≈ 0.4 κ1/3γ 2/3 (in two dimensions) and ε ≈
0.4 κ1/3H2/3 (in three dimensions).

In particular cases where the boundary is straight, the curvature (or the main curvature in three dimensions) is zero, 
and the HABC for straight boundaries is recovered. Let us emphasize that, in equation (32), there is only one set of auxiliary 
fields, which are continuous at the corner. By contrast, in equations (25) and (26), the auxiliary fields constitute two sets of 
fields, each of them corresponding to one edge.

In the remainder, using the HABC for straight boundaries with continuous auxiliary fields at a corner is called hard 
regularization of the boundary, while using the HABC with a numerical curvature is called soft regularization of the boundary.

Numerical curvature and numerical mean curvature
Selecting a numerical curvature γnum or a numerical mean curvature Hnum is a tricky step, which directly impacts the 

accuracy of the solution. In this work, they are obtained by solving auxiliary problems on the boundary with a finite element 
method, as a pre-processing operation.

In two dimensions, the curvature verifies the Frenet formula ∂τ n = γ t , where n(τ ) and t(τ ) are the outward unit 
normal and the unit tangent associated with τ . First, we compute the L2-projection of n onto (XN )2, where XN is a scalar 
finite element space defined on the border of the mesh. While n is discontinuous at the corner, its L2-projection nproj is 
continuous. Then, the numerical curvature is computed by solving the following variational problem: Find γnum ∈ XN such 
that ∫

�

(
γnum − t · ∂τ nproj

)
ψ = 0, ∀ψ ∈ XN .

In three dimensions, the main curvature is computed by solving weakly the formula 2H = −∇ · ñ, where ñ is an extension 
of the normal in a neighborhood of the surface [63]. Similarly to the two-dimensional case, we use the following variational 
problem: Find Hnum ∈ XN such that∫

�

(
2Hnum + t1 · ∂τ1 nproj + t2 · ∂τ2 nproj

)
ψ = 0, ∀ψ ∈ XN ,

where t1 and t2 are two perpendicular unit tangents, and τ1 and τ2 are the associated coordinates. In practice, nproj, γnum
and Hnum are computed by using linear basis functions on the boundary of the mesh generated for solving the Helmholtz 
problem.

The numerical evaluation of curvature and mean curvature is already used for simulations with domains having regular 
borders (see e.g. [62,64,65]). Using this approach for domains having corners was suggested in [61,66]. However, to the best 
of our knowledge, the accuracy of the resulting schemes has never been studied. Let us mention that the curvature can also 
be defined with heuristic formula (see e.g. [61,67,68]). In preliminary simulations, the formula we have tested gave, at the 
best, the same level of accuracy as with the approach described above. The careful comparison of these formulas is let for 
future works.

4.3. Numerical comparison of the corner treatments

To study and to compare the accuracy of the corner treatments for different angles, we again use the scattering problems 
described in Section 3.3: the scattering of a plane wave by a disk or a sphere. Here, we consider different computational 
domains having non-right corners: regular polygons, slices of a disk, and regular polyhedra. The two-dimensional settings 
are shown on Fig. 8.
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Fig. 8. Two-dimensional settings for the comparison of the corner treatments with a varying angle α. In Fig. 8a, the radius of the dashed circle is midradius 
of the polygon.

Polygonal truncated domains
In the first setting, a scattering disk of radius R = 1 is placed in the center of a regular polygon, which the midradius is 

1.65, as shown on Fig. 8a for the hexagon case. The HABC is prescribed on all the sides of the polygon, and the same corner 
treatment is used for all the corners. The simulation parameters are the same as in Section 3.3, with the wavenumber 
κ = 25, the number of vertices per wavelength nλ = 10 and second-order nodal finite elements. We use N = 4 auxiliary 
fields per edge and the rotating angle φ = π/3. Note that increasing N does not significantly change the results.

Snapshots of the error in the triangular case are shown on Fig. 9 for the different corner treatments: using the HABC 
with continuous auxiliary fields at the corners (hard regularization), using the HABC for curved boundaries without and 
with the three last terms in equation (32) (soft regularization), using the Sommerfeld condition on the auxiliary fields at 
the corner, and using the right-angle compatibility relations as an approximate treatment.

Using the right-angle compatibility relations in this setting with a non-right angle (α = π/3 here) introduces an ad-
ditional error, which is visible on Fig. 9c. This error is likely due to the corner treatment, since the error related to the 
HABC was negligible for a square domain with the same simulation parameters and the same minimum distance between 
the scattering object and the exterior boundary (see Section 3.3). In addition, the profile of error looks like spurious waves 
generated at the corners. The error is rather similar when the Sommerfeld condition is used at the corners. It is slightly 
larger with both soft regularization strategies, and it dramatically rises with the hard regularization.

For a quantitative comparison of the corner treatments with a varying angle, the relative L2-error of the numerical 
solution compared to the reference solution (23) has been computed for polygonal domains with 3, 4, 5, 6, 8, 12 and 18
sides, and for the circular domain of radius 1.65. The relative error is plotted as a function of α for the different corner 
treatments and two different meshes on Fig. 10.

For α = π/3, both corner conditions provide the lowest relative error. For the right angle, the error obtained with the 
compatibility relations is very close to the projection error of the exact solution, while the errors obtained with the other 
strategies is larger by at least one order (for nλ = 10) and two orders (for nλ = 20). When increasing α, the errors for both 
corner conditions rise, while those for the regularization strategies slowly decrease. For α > 2π/3, the soft regularization 
with the additional terms gives the best results. That technique always performs better than the other regularizations, 
whatever the angle. The relative errors do not vary much when refining the mesh, except for the compatibility relation in 
the right-angle case, which confirms that the error is mostly dominated by a modeling error.

Sliced truncated domains
In order to refine the analysis, we consider the second setting, where the scattering disk is placed inside a slice of a 

larger disk, as sketched on Fig. 8b. The HABC is prescribed on both straight sides of the slice, and the HABC for curved 
boundaries (32) is used on the exterior circular border with the exact curvature. The compatibility relations are used at 
both exterior corners, which are right, and the different corner strategies are tested on the interior corner, with a varying 
angle α ∈ [π/3, π ].

While the first setting allows only a discrete set of values for α, corresponding to the regular polygons, a continued range 
of angles can be studied with this setting. However, the HABC prescribed on the curved boundary generates a spurious error, 
caused by curvature effects, that cannot be reduced simply by increasing the number of auxiliary fields. We observe this 
error by comparing the snapshots of error for the numerical solutions computed on a slice (Fig. 11b) and on the whole 
disk (Fig. 11c, only the part on the slice is shown). For the latter case, the error that is visible is due to the treatment 
at the curved boundary, since there is no corner in this simulation. In order to isolate the error generated by the corner 
treatment, we consider the difference between the numerical solution computed on a slice, and the reference numerical 
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Fig. 9. Error analysis for the triangular domain: analytic reference solution uref (a) and error on the numerical solutions obtained with the approximate 
corner conditions (b)-(c) and the regularization strategies (d)-(f). The soft regularization is tested without (e) and with (f) the three last terms in equation 
(32).

Fig. 10. Polygonal truncated domains: Relative L2-error of the numerical solution u compared to the reference solution uref as a function of the angle 
α = π − 2π/Nsides for different corner treatments and two meshes. The numbers of vertices per wavelength nλ are 10 (a) and 20 (b). The values for α = π
have been obtained with a circular domain and the exact curvature. The black line corresponds to the relative L2-projection error.

solution computed on the whole domain. The difference shown on Fig. 11d then exhibits only a wave generated at the 
corner, which is similar to the one observed at the corners of the triangular domain on Fig. 9c.

On Fig. 12, we show the relative L2-errors on the numerical solution as a function the angle α for the different cor-
ner strategies. The errors are computed by comparing the numerical solution to the analytic solution (Fig. 12a) or to the 
reference numerical solution (Fig. 12b). For the acutest angle (α = π/3), the corner conditions give the lowest error. It is 
one order smaller than with the hard regularization. For α ∈ [π/3, 2π/3], the compatibility relation gives the smallest error. 
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Fig. 11. Error analysis for the sliced domain with angle α = π/3: analytic reference solution uref (a), error on the numerical solution u when using the 
approximate compatibility relations at the interior corner (b) and error on the numerical solution uref·num computed on the whole disk (c). The difference 
between both numerical solutions is shown on the last figure (d).

Fig. 12. Slided truncated domains: relative L2-error on the numerical solution compared to the analytic reference solution uref (a) and compared to the 
numerical reference solution uref·num (b) as a function of the angle α with the different corner treatments. The black line corresponds to the relative 
L2-projection error.

This is the best strategy. For α > 2π/3, the best strategy is the second soft regularisation. It provides a relative error smaller 
than 10−2, which decreases for larger and larger angles.

The most difficult angles to deal with are π/3 and 2π/3. For each of them, the best strategy gives a relative error close 
to 10−2, which is approximately one order of magnitude larger than the projection error. By contrast, for π/2 and π , the 
best errors are smaller than the projection error (Fig. 12b). In those cases, the best strategies actually are exact corner 
treatments. Nevertheless, the error grows rapidly when moving away from these very specific angles.

Polyhedral truncated domains
For the last benchmark, we consider the scattering of a plane wave by a unit sphere placed in the center of a regular 

polyhedral computational domain. The simulation has been performed for the six Platon solids with the HABC prescribed 
on each face, and for a spherical domain as a limit case. The midradius of the polyhedra and the radius of the spherical 
domain are equal to 2. The numerical setting is the same as in Section 3.3, with N = 2 auxiliary fields per face and the 
rotating angle φ = π/4. In all the polyhedral cases, the incident plane wave enters in the truncated domain first by hitting 
an edge. The real part of the reference scattered field and the error are shown on Fig. 13 for several cases. The setting for 
the cube exactly corresponds to the one in Section 3.3.

The relative L2-error on the solution is plotted as a function of the number of faces on Fig. 14 for the different treat-
ments: the four approximate conditions described in Section 4.1 and the regularization techniques. For the cube and the 
sphere, the error is very close to the projection error when using the right-angle 3D compatibility relations and the mod-
ified HABC with the curvature, respectively. These techniques are obviously well suited for these limit cases. In the other 
cases, the approximate conditions perform better for angles closes to π/2 (i.e. with a small number of faces), while the 
regularization approaches give better results for obtuse angles (i.e. with a large number of faces).

Among the approximate conditions, the two-dimensional right-angle compatibility relations at the edges (magenta curve 
on Fig. 14) is the rather attractive. It gives errors similar to those with the three-dimensional compatibility relations pre-
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Fig. 13. Three-dimensional truncated domains: snapshots of the reference solution and the simulation error for different domains when using the two-
dimensional compatibility relations (tetrahedron and octahedron) or the second soft regularization (icosahedron and sphere). The range of the colorbar in 
the snapshots of error is set to [−0.1, 0.1] for the three polyhedra, and the one used in Fig. 5 is reused for the sphere.
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Fig. 14. Three-dimensional truncated domains: relative L2-error of the numerical solution u compared to the reference solution uref as a function of the 
number of faces for the different corner treatments. The black line corresponds to the relative L2-projection error.

scribed on the edges, whatever the treatment at the corner (yellow curve and black crosses), for = 4, 8 and 12 faces, while 
it requires less memory storage. The second soft regularization is always the best regularization technique. This validates 
our approach with the modified HABC having additional terms and a numerical computation of the curvature.

5. Conclusion

We have addressed the use of the Padé-type HABC for the finite-element solution of high-frequency scattering problems 
with polygonal and polyhedral computational domains, offering geometric flexibility when choosing the shape of the do-
main in application contexts. While this HABC provides a very effective nonreflective treatment for domains with regular 
boundary, domains having corners and edges require specific care to preserve accuracy.

In this article, two approaches for dealing with corners and edges are proposed and analyzed with numerical benchmarks 
in two and three dimensions:

• The first approach is based on compatibility relations involving auxiliary fields. Being derived for corners and edges 
with right angles, they provide a perfect treatment for rectangular and cuboid computational domains. Such relations 
are not available for settings with non-right angles, but using the right-angle compatibility relations as an approximate 
treatment for angles close to π/2 already provides a good accuracy.

• The second approach consists in regularizing the boundary at corners and edges, and using a HABC for curved boundary 
with a numerical curvature. This artificial curvature reproduces in a heuristic way the wave propagation at corners and 
edges. This approach is very effective and overcomes the other approaches for settings with very obtuse angles (with 
angles close to π ).

In two dimensions, we have observed that using right-angle compatibility relations is the best approach for angles in the 
range [π/3, 2π/3], and using a soft regularization with a numerical curvature is better in the range [2π/3, π ].

These approaches can be applied to deal with other physical waves, such as electromagnetic and elastic waves for which 
similar Padé-type HABCs have been proposed [62,65,69]. They could also be applied in the time domain: the right-angle 
compatibility relations have already been tested for transient acoustics with cuboidal domains [70].

Our main perspective for this work actually concerns other kind of methods. The Padé-type HABCs are used in accelera-
tion techniques for solving boundary integral solvers [2,41,42] and in domain de decomposition methods for parallel finite 
element solvers [43,71]. The improvement of these methods thanks to the strategies proposed here is currently investigated.
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Appendix A. Links between different families of high-order absorbing boundary conditions

The Padé-type HABC is related to different HABCs proposed in the literature for planar boundaries. Although the con-
struction processes and the final formulations can be very different, these HABCs are connected to the same general 
boundary condition. In this appendix, we discuss and establish links between some well-known HABCs.

Different formulations for the HABCs

Early HABCs have been written with high-order partial derivatives [29,47], where the highest order of derivative is 
related to the order of approximation. However, their applicability is limited to the lowest orders because of the high-order 
derivatives that must be discretized.

In the approach that we have followed, auxiliary fields and auxiliary equations are defined on the boundary to reduce 
the order of the partial derivatives. This approach has been first used by Collino [33] for a Padé-type HABC based the sum 
of prime fractions (2). The formulations proposed afterwards are related to approximations of the square root written as 
sums of prime fractions (e.g. [14,70]) or as continued fractions (e.g. [26,35,50,51,54,72–75]).

With both kinds of representations, auxiliary fields are governed by wave-like equations defined on the boundary (equa-
tion (7) in our case). For the representations written with continued fractions, the auxiliary equations are coupled in a 
recursive way. In specific cases, these conditions can be interpreted as discrete PMLs with discretizations based on finite 
differences [76,77] or finite elements [40,51]. Each auxiliary field then corresponds to an additional layer of the discrete 
PML. By contrast, for representations written with sums of prime fractions, the auxiliary equations are decoupled. Different 
representations corresponding to the same approximation of the square root should lead to the same accuracy. The main 
differences are related to the practical implementation of the final HABCs. HABCs interpreted as discrete PMLs are attractive 
since they inherit the easiness of implementation from PMLs, with facilities to deal with corners thanks to tensor-product 
operations at the discrete level. Nevertheless, to the best of our knowledge, this approach has been applied only to low-order 
discretisations.

Reformulations as continued-fraction HABCs

In the time-harmonic context, most of these HABCs can be considered as approximate versions of the exact nonreflective 
boundary condition

∂x v = ıκ

√
1 + ��/κ2 v

with a rational approximation of the square root f (X) = √
1 + X . In order to highlight equivalences between some well-

known HABCs, we show that these conditions can be rewritten as

∂xu = ıκ f M(��/κ2) u, (A.1)

where f M(X) is a continued fraction provided by the general sequence

fm(X) = αm + X + 1 − α2
m

αm + fm−1(X)
, for m = 2 . . . M, (A.2)

f1(X) = α1,

where {αm}m=1...M are complex parameters. These parameters depend on the kind of HABC.
In section 2.2, the Padé approximation of the square root is written as the sum of prime fractions (2). The Mth-order 

Padé approximation f Padé
M (X) can also be represented as the continued fraction provided by the sequence [53]

f Padé
m (X) = 1 + X

1 + f Padé
m−1(X)

, for m = 2 . . . M,

f Padé
1 (X) = 1.

If M is odd and N = (M − 1)/2, the continued fraction is rigorously equivalent to the sum of prime fractions (2) (see e.g.
[44,45]). Using this result, the φ-rotated Padé approximation of the square root can also be rewritten with a continued 
fraction.

Proposition 1. The φ-rotated Padé-type HABC (4) can be rewritten as the continued-fraction boundary condition (A.1) with αm =
eıφ/2 for m = 1 . . . M.
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Proof. By injecting the formulation of the Padé approximation of the square root as a continued fraction in equation (3), 
we have successively

f φ
2N+1(X) = eıφ/2 f Padé

2N+1(e−ıφ(1 + X) − 1)

= eıφ/2 + eıφ/2 e−ıφ(1 + X) − 1

1 + f Padé
2N+1(e−ıφ(1 + X) − 1)

= eıφ/2 + X + 1 − eıφ

eıφ/2 + f φ
2N+1(X)

. �

It well known that the Higdon-type HABCs [35,54,72–75] and the CRBCs [26] are related to rational approximations 
of the square root in the symbol of the exact DtN operator. These boundary conditions have been written with auxiliary 
fields verifying recursive relations, which are generally related to two sequences. In the first sequence, the auxiliary fields 
{um}m=1...M are governed by

[∂x − ıκαm] um = um−1, for m = 1 . . . M, (A.3)

with uM = u and u0 = 0. In the second sequence, the auxiliary fields {u�
n}n=1...N verify

[∂x − ıκα2n] u�
n = [∂x + ıκα2n−1] u�

n−1, for n = 1 . . . N, (A.4)

with u�
N = u and u�

0 = 0. In particular, the CRBC proposed in [26] is equivalent to a time-domain version of sequence (A.4)
with the complex coefficients

αm = cos θm

(
1 + tan2 θm

−ıκcT

)
, for m = 1 . . . M,

where θm is an angle, c is a velocity and T is a time duration. The following propositions establish a formal link between 
these sequences and the continued-fraction boundary condition (A.1). Proposition 3 generalizes a result proved in [74, 
section 8.4].

Proposition 2. The continued-fraction boundary condition (A.1) can be rewritten with the sequence of auxiliary fields {um}m=1...M

that verify equation (A.3).

Proof. The proposition is proved by showing that[
∂x − ıκ fm(��/κ2)

]
um = 0, for m = 1 . . . M, (A.5)

holds if the fields verify equation (A.3). We proceed by induction. For m = 1, it is trivially true. For m > 1, injecting equation 
(A.2) in equation (A.5) gives successively[

∂x − ıκαm − ıκ
��/κ2 + 1 − α2

m

αm + fm−1(��/κ2)

]
um = 0,

⇔
[
−ıκ(��/κ2 + 1) + αm∂x + fm−1(��/κ2) [∂x − ıκαm]

]
um = 0,

⇔
[
∂xx − ıκαm∂x − ıκ fm−1(��/κ2) [∂x − ıκαm]

]
um = 0, (using �um + κ2um = 0)

⇔
[
∂x − ıκ fm−1(��/κ2)

]
[∂x − ıκαm] um = 0,

⇔
[
∂x − ıκ fm−1(��/κ2)

]
um−1 = 0, (using (A.3))

which is true if (A.5) holds for m − 1. �
Proposition 3. For M = 2N −1, the continued-fraction boundary condition (A.1) can be rewritten with the sequence of auxiliary fields 
{u�

n}n=1...N that verify equation (A.4). The auxiliary fields are related to those of the sequence (A.3) thanks to

u�
n =

[
N−1∏
i=n

1

−κ2(1 + ��/κ2) + κ2α2
2i+1

]
u2n. (A.6)
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Proof. For m = 1 . . . M − 1, equation (A.3) can be successively written as

[∂x − ıκαm] um = um−1,

⇔
[
−κ2(1 + ��/κ2) + κ2α2

m

]
um = [∂x + ıκαm] um−1, (using �um + κ2um = 0)

⇔
[
−κ2(1 + ��/κ2) + κ2α2

m

]
[∂x − ıκαm+1] um+1 = [∂x + ıκαm] um−1. (using (A.3) with m + 1)

Considering this equation for m = 2n − 1 with n = 1 . . . N gives[
−κ2(1 + ��/κ2) + κ2α2

2n−1

]
[∂x − ıκα2n] u2n = [∂x + ıκα2n−1] u2n−2.

Defining the field u�
n using the relation (A.6) leads to the sequence (A.4). �

Appendix B. Variational formulation for the Helmholtz problem with HABC and corner treatment

We consider the Helmholtz equation on a rectangular domain �. The HABC is prescribed on every edge, and the corner 
treatment based on compatibility relations is used at every corner. The edges are denoted � f (with f = 1 . . . 4) and the 
corners are denoted P f g = � f ∩ �g (where � f and �g are any adjacent edges). On each edge � f , we define N auxiliary 
fields {ϕ f

i }i=1...N . The variational formulation of the problem reads: Find u ∈ H1(�) and ϕ f
i ∈ H1(� f ), with f = 1 . . . 4 and 

i = 1 . . . N , such that

∫
�

[
∇u · ∇v − κ2uv

]
d� −

4∑
f =1

∫
� f

L
(

u,ϕ
f

1 , . . . ,ϕ
f
N

)
v d� = −

∫
�

sv d�, ∀v ∈ H1(�),

and ∫
� f

[(
∂τ f ϕ

f
i

) (
∂τ f ρ f

)
− κ2

(
(eıφci + 1)ϕ

f
i + eıφ(ci + 1)u

)
ρ f

]
d�

−
∑

g

[
L

(
ϕ

f
i ,ϕ

f g
i1 , . . . ,ϕ

f g
iN

)
ρ f

]
P f g

= 0, ∀ρ f ∈ H1(� f ),

with f = 1 . . . 4 and i = 1 . . . N . In the last equation, the index g corresponds to any edge �g adjacent to � f . The linear 
algebraic operator L(· · · ) is defined in equation (6). The variables ϕ f g

i j are defined as

ϕ
f g

i j = − (c j + 1) ϕ
f

i + (ci + 1) ϕ
g
j

ci + c j + e−ıφ
, for i, j = 1 . . . N, on P f g .
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