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Abstract

This dissertation thesis is made up of three distinct parts, connected espe-
cially by complexity notion, factorial complexity as well as state complexity.
We study positional numeration systems and recognizable sets through deci-
sion problems and automatic sequences.

The first part is devoted to the following problem: given a numeration
system U and a finite automaton accepting U -representations of a set X ⊆ N,
can we decide whether the set X is ultimately periodic (i.e. a finite union of
arithmetic progressions)? We prove that this problem is decidable for a large
class of numeration systems based on linear recurrent sequences. Thanks to
the given automaton, we bound the possible periods of X via an arithmetical
study of the linear recurrent sequence, as well as p-adic methods.

The second part is dealing with the set of non-negative integers whose
base-2 representation contains an even number of 1, called the Thue-Morse
set and denoted by T . We study of the minimal automaton of the base-2p

expansions of sets of the form m T +r, where m and p are positive integers
and r a remainder between 0 and m−1. In particular, we give the state
complexity of such sets. The proposed method is constructive and general
for any b-recognizable set of integers. As an application, we get a procedure
to decide whether a 2p-recognizable set given via an automaton is a set of
the form m T +r.

Finally, in the third part, we study properties of automatic sequences
based on Parry and Bertrand numeration systems. We show that Parry-
automatic sequences, like Pisot-automatic sequences (and thus in particu-
lar like b-automatic sequences) have a sublinear factor complexity. Further-
more, we exhibit a Bertrand-automatic sequence whose factor complexity is
quadratic. We also prove that, contrarily to Pisot-automatic sequences, the
image of a Parry-automatic sequence under a uniform morphism is not al-
ways a Parry-automatic sequence. The same happens for periodic deletion
of letters. Last, we give the generalization to multidimensional sequences of
a well-known result: a sequence is U -automatic if and only if its U -kernel is
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finite, U being such that the numeration language is regular.



Résumé

Cette dissertation est composée de trois parties distinctes, liées par des no-
tions de complexité, que ce soit la complexité factorielle ou la complexité en
nombre d’états. Nous étudions les systèmes de numération de position et les
ensembles reconnaissables à travers des problèmes de décision ainsi que les
suites automatiques.

La première partie est dédiée au problème suivant: étant donné un sys-
tème de numération U et un automate fini acceptant les écritures en base U
d’un ensemble X ⊆ N, peut-on décider si l’ensemble X est ultimement péri-
odique (i.e. une union finie de progressions arithmétiques)? Nous démontrons
que ce problème est décidable pour une grande classe de systèmes de numéra-
tion définis à partir de suites linéaires récurrentes. Grâce à l’automate donné,
nous bornons les périodes possibles pour X via une étude arithmétique de la
suite linéaire récurrente, ainsi qu’à l’aide de méthodes p-adiques.

La deuxième partie est consacrée à l’ensemble des entiers positifs ou nuls
dont l’écriture en base 2 contient un nombre pair de 1, appelé ensemble de
Thue-Morse et noté T . Nous étudions l’automate minimal des écritures en
base 2p des ensembles de la formem T +r, oùm et p sont des entiers positifs et
r un reste compris entre 0 etm−1. En particulier, nous donnons la complexité
en états de tels ensembles. La méthode proposée est constructive et générale
pour n’importe quel ensemble b-reconnaissable d’entiers. Comme application,
nous obtenons une procédure pour décider si un ensemble 2p-reconnaissable
donné via un automate est un ensemble de la forme m T +r.

Finalement, dans la troisième partie, nous étudions des propriétés des
suites automatiques basées sur des systèmes de numération de Parry et de
Bertrand. Nous montrons que les suites Parry-automatiques ont, comme
les suites Pisot-automatiques (et donc en particulier comme les suites b-
automatiques) une complexité factorielle sous-linéaire. D’autre part, nous
exhibons une suite Bertrand-automatique dont la complexité factorielle est
quadratique. Nous démontrons également que, contrairement aux suites
Pisot-automatiques, l’image d’une suite Parry-automatique par un morphisme
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uniforme n’est plus nécessairement Parry-automatique. Il en va de même
pour la suppression périodique de lettres. Enfin, nous donnons la général-
isation aux suites multidimensionnelles d’un résultat bien connu: une suite
est U -automatique si et seulement si son U -noyau est fini, U étant tel que le
langage de la numération est régulier.
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Introduction

Formal language theory and numeration systems are two important sides of
discrete mathematics. The present dissertation is about both and the con-
nection between them. On the one hand, formal language theory deals with
finite sets, called alphabets, whose elements are letters. Concatenating letters
forms (finite) words. Then, a formal language is simply a set of words over an
alphabet. Among languages, one can point out regular languages: these are
the ones accepted by a finite automaton. Roughly speaking, an automaton is
an elementary computer, it is the simplest object in the Chomsky hierarchy
(see [30]). An example is given in Figure 0.1. We say that this automaton

a b

0
1, 2

1, 2

0

Figure 0.1: A finite automaton.

has two states: a and b. Since there is an incoming edge, state a is initial :
when one feeds the automaton with some word, we start the reading in the
state a. In this example, one feeds the automaton with words defined over
the alphabet {0, 1, 2}. Because state a is made of two concentric circles, it
is also final : if the reading of a word ends in state a, the word is accepted,
otherwise it is not. Thus, the word 120 is accepted while the word 102 is not:

a
1−→ b

2−→ b
0−→ a and a

1−→ b
0−→ a

2−→ b

On the other hand, a numeration system is a way to represent numbers by
words. For instance, in our everyday life, we use the base 10: letters are the
digits between 0 and 9 and we form words by placing these letters according
powers of 10. For example, the number four hundred fifty six is represented
as the word 456 (i.e. the concatenation of the three letters 4, 5 and 6): 6 is
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2 Introduction

the units digit, 5 the tens digit and 4 the hundreds digit. But instead, we
could use powers of 3: we represent numbers by concatenating letters among
0, 1 and 2. In the base-3 numeration system, the number four hundred fifty
six is represented by the word 121220, because

456 = 1× 35 + 2× 34 + 1× 33 + 2× 32 + 2× 3 + 0× 1.

From representations of numbers and their combinatoric properties, one
can deduce properties of the original number. As an example, a number is
divisible by 5 if and only if its base-10 representation ends with 0 or 5. A num-
ber is divisible by 3 if and only if the sum of the letters of the representation
is also a multiple of 3. This criterion is not much complicated. However, if
one considers the base-3 representation of the same number, one can directly
see if it is a multiple of 3 or not: it suffices that the representation in base 3
ends with 0. In fact, we know that for any n ∈ N, there is a simple criterion
to determine if a number given by its base-b representation is a multiple of
n or not. More precisely, for any finite union of sets of the form mN+r,
called ultimately periodic set, there is a simple criterion for each base b. By
“simple criterion”, we mean that there is a finite automaton accepting the
base-b representations of the integers of the set. For example, the automaton
depicted in Figure 0.1 accepts all the words that are base-3 representations
of a non-negative integer which is divisible by 3. Moreover, Cobham’s theo-
rem [31] of 1969 states that ultimately periodic sets are exactly the ones for
whom there is a simple criterion for any base b.

Cobham’s theorem gave rise to numerous works about ultimately peri-
odic sets by mathematicians, see the introduction of Chapters 2 and 3. It
is also the starting point of research about positional numeration systems.
See for example [53]. A positional numeration system is defined by an in-
creasing sequence U = (Ui)i∈N starting with 1 and such that the quotient of
two consecutive terms is bounded: CU = supi∈NdUi+1/Uie <∞. The alpha-
bet of the numeration, i.e. the authorized range for the letters, is given by
{0, . . . , CU − 1}. A positive integer n is represented by the word w`−1 · · ·w0,
which is called the greedy U -representation of n and denoted repU (n), if

`−1∑
i=0

wiUi = n, w`−1 6= 0 and ∀j ∈ {1, . . . , `},
j−1∑
i=0

wiUi < Uj .

A set X of integers is U -recognizable if the language repU (X) is regular. In
that case, we say that the automaton accepting repU (X) recognizes the setX.
As an example, the Fibonacci sequence F = (Fi)i∈N defined by F0 = 1, F1 = 2
and Fi+2 = Fi+1 +Fi for all i ≥ 0 forms the Fibonacci numeration system. In
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this system, the greedy representation of a positive integer cannot contain the
factor 11. More generally, given a positional numeration system U , the set of
all greedy representations, denoted by repU (N), is the numeration language.
It is often convenient to work with numeration systems whose numeration
language is regular. Indeed, this hypothesis ensures that ultimately periodic
sets are U -recognizable, see [42, 73]. Moreover, it provides us with a simple
criterion to verify whether a representation is greedy or not.

Other numeration systems deserve special interest, such as Pisot numer-
ation systems, Parry numeration systems and Bertrand numeration systems.
Precise definitions are given in Section 1.3. All these kinds of numeration sys-
tems are extensions from one another: each integer base numeration system
is Pisot, each Pisot numeration system is Parry and each Parry numeration
system is a Bertrand numeration system. The distinctive characteristic of
Bertrand numeration systems is that greediness is preserved when adding
or removing arbitrary many ending zeros [11]. For these systems, the nu-
meration language is not necessarily regular, but it is the case for Parry
numeration systems [12]. For Pisot numeration systems, we have in addition
a characterization of recognizable sets in terms of first order logic [15]. It
allows us to prove that multiplication by a constant and addition preserve
recognizability for Pisot systems. Note that as the name suggests, a Pisot
numeration system is canonically built from a Pisot number, as we will see
in Section 1.3.

In this thesis, we present original results obtained in [27] in Chapter 2,
results of [23, 24] and of the conference paper [22] in Chapter 3 and then the
results of [56] are developed in Chapter 4.

The aim of the first chapter is to recall classical definitions and results.
We start with words, languages and automata. Then, we restate well-known
material about positional numeration systems. Next, we briefly introduce
abstract numeration systems, rational series and automatic sequences. This
chapter ends with some background on p-adic numbers.

The second chapter is devoted to the following problem: given a recog-
nizable set of non-negative integers, can we decide whether or not this set is
a finite union of arithmetic progressions? First solved by Honkala for integer
base systems [43], many authors gave decision procedures following different
strategies for positional numeration systems under various hypotheses, as we
explain in Section 2.1. In this chapter, we show that the above problem is
decidable for a wide class of positional numeration systems. In particular,
we give a procedure for systems for which no procedure was known up to
now. Of course, we also make some assumptions on the considered numera-
tion systems U = (Ui)i∈N: the numeration language must be regular, there
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are arbitrary large gaps between consecutive terms of the sequence U and the
gap sequence (Ui+1−Ui)i∈N must be ultimately non-decreasing. Our strategy
is similar to Honkala’s: given a U -recognizable set of positive integers X, we
bound the admissible preperiod and period of X thanks to the automaton
accepting repU (X). Then, we have only a finite number of equality tests to
do. In order to bound the possible period πX of X, we proceed step by step.
Since the numeration language is regular, the sequence U satisfies a linear
recurrence relation. Decomposing πX in prime factors, we separate primes in
three classes: the factors that do not divide the last coefficient of the recur-
rence, the ones that divide the last coefficient of the recurrence but not all
coefficients simultaneously, and the ones that divide all the coefficients of the
recurrence relation. We bound these three classes distinctly. With the help
of these bounds, we give a decision procedure in the case where the gcd of
the coefficients of the recurrence is 1. When there is a prime dividing all the
coefficients, our answer relies on a celebrated hard problem of p-adic analysis.
We illustrate our method on examples thanks to p-adic techniques.

In the third chapter, we consider integer base numeration systems. Still
in the idea of the previous decision problem, our objective is to answer the
following question: given a recognizable set of positive integers via a finite
automaton, can we decide whether this set is of the form mX + r for some
set of integers X, also given via a finite automaton? To solve this problem,
we study the minimal automaton accepting repb(mX + r), and in particular
the associated state complexity, for any b-recognizable subset X of N. The
case X = N and r = 0 was examined by B. Alexeev in 2004 in [1]. Our
aim is to generalize his results. Our work starts with the Thue-Morse set
T , the set of integers whose base-2 representation contains an even number
of occurrences of the digit 1. The Thue-Morse set is intrinsically linked
to the famous Thue-Morse sequence: this infinite word is the characteristic
sequence of the Thue-Morse set [2, 5, 64]. Thanks to Cobham’s theorem [31],
one can prove that this set is only recognizable in bases which are a power
of 2. The purpose of this chapter is to give a complete description of the
minimal automaton recognizing mT + r in a base which is a power of 2, for
any positive multiple m and remainder r. Our method is constructive. The
key idea is to make use of pairs of integers: we first construct an automaton
recognizing T ×N. Then, we build an automaton accepting the language
val−1

b ({(n,mn + r) | n ∈ N}) where b is a power of 2. Next, we make the
product of the two previous automata, and end our construction by projecting
the label of each transition of the last automaton on its second component. In
this work, we study every intermediate automaton, before defining the states
of the desired minimal automaton: classes of the Myhill-Nerode equivalence
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relation. The description of these classes has a nice form in the particular case
where r = 0. In the end of the chapter, we also study the state complexity
of multiplication and dilation of the complementary of the Thue-Morse set.
We conclude with a conjecture about the state complexity for a large class
of sets.

The fourth chapter deals with automatic sequences and can thus be linked
to Chapter 2 and positional numeration systems. A U -automatic sequence is
an infinite word for which there exists a finite automaton with output (DFAO
for short) such that the nth letter of the word is the output of the DFAO
when feeding it with the U -representation of n for a numeration system U
[6]. Recall that there is a hierarchy of numeration systems:

Integer base systems ( Pisot systems (with convenient initial conditions)
( Parry systems
( Bertrand systems with a regular numeration language.

We study properties of automatic sequences and their limitations according
the type of numeration system in consideration. First, we look at factor com-
plexity: we show that any Parry-automatic sequence has a sublinear factor
complexity, and that this property cannot be extended to Bertrand-automatic
sequences: we give such a sequence with superlinear complexity. Note that
this property was already known for the integer base numeration system
since 1972 thanks to Cobham [32]. Then, we look at closure properties. We
present a Parry numeration system U and U -automatic sequences that are
not closed under taking image by a uniform substitution, or by periodic dele-
tion. In particular, it gives another proof of the non-existence of a first-order
logical characterization for Parry-automatic sequences (see [38]). We con-
clude this chapter with the generalisation to multidimensional sequences of
a well-known result: a sequence is U -automatic if and only if its U -kernel is
finite [67].

The fifth chapter gives some open problems.
Our research work was often driven by developing many examples. We

think that this experimental material could be useful for other researcher, so
we added a first appendix at the end of this dissertation presenting several
Parry numeration systems and properties presented in this thesis, such as
the dominant root β associated with the system, the β-expansion of 1, or the
associated automaton.

Finally, in the second appendix we present the Mathematica code used to
compute approximations necessary for proofs of several results in Chapter 4.





Chapter 1

Basics

This first chapter is devoted to outline the necessary background for a clear
understanding of this text. Most of our notation and results are standard,
but we collect them here for the ease of reference. At the beginning of every
section, we refer the interested reader to relevant books or chapters of books.

We start with basic definitions of formal language theory and usual prop-
erties and definitions of automata theory. Next, we introduce positional nu-
meration systems, and focus particularly on integer bases, as well as Parry,
Bertrand and Pisot numeration systems. We also give the definition of an ab-
stract numeration system. Section 1.5 is devoted to introduce formal power
series. Then, we briefly discuss automatic sequences and conclude with a
small introduction to p-adic numbers.

Throughout this text, we denote by N the set of non-negative integers
{0, 1, 2, . . .}. We also refer to the set of integers (resp. rational numbers, real
numbers) as Z (resp. Q, R). Moreover, we set N0 = N \{0} and Z0 = Z \{0}.
We also set R+ = {x ∈ R | x ≥ 0}. Furthermore, if i and j are two integers
such that i ≤ j, we denote by J i, j K the set {i, i+1, . . . , j−1, j}. We will also
make use of the notation O and Θ: f(n) is in O(g(n)) if there is some k > 0
such that for n large enough, |f(n)| ≤ k|g(n)|. Moreover, f(n) is in Θ(g(n))
if there are k, ` > 0 such that k|g(n)| ≤ |f(n)| ≤ `|g(n)| for n large enough.

1.1 Words and languages

We briefly introduce the basic terminology on words. The interested reader
can find more details in [52].

7



8 Chapter 1. Basics

Definition 1.1.1. An alphabet is a non-empty finite set, whose elements are
called letters. A word over an alphabet Σ is a finite or infinite sequence of
letters in Σ. We denote by ε the empty sequence and call it the empty word .
Given a finite word w, its length, denoted by |w|, is the number of letters
composing w. If w is a finite word over the alphabet Σ and a ∈ Σ, we let
|w|a be the number of occurrences of a in w. For a positive integer n and
an alphabet Σ, we write Σn for the set of all words over Σ of length n. If
w = w0 · · ·w|w|−1 where wi are letters, then we let wR = w|w|−1 · · ·w0 denote
the reversal or mirror of w. The set of finite (resp. infinite) words over an
alphabet Σ is denoted by Σ∗ (resp. Σω). Note that for a unary alphabet {a},
we simply write a∗ instead of {a}∗. We set Σ+ = Σ∗ \ {ε}. A language over
an alphabet Σ is a subset of Σ∗.

Remark 1.1.2. In the following, word with no specification stands for finite
word. We also refer to infinite words as sequences. Moreover, according to the
context, we will index letters of words from left to right, like in the previous
definition, or from right to left, as it will be the case in Definition 1.3.1 for
example.

Example 1.1.3. Let Σ = {a,m, o, t, u} be the alphabet composed of the five
letters a, m, o, t and u. The finite word w = automata is of length |w| = 8,
and we have |w|a = 3 and |w|o = 1, since we can find three times the letter
a in w and only one o. The mirror of w is wR = atamotua.

Definition 1.1.4. If u = u0 · · ·um−1 and v = v0 · · · vn−1 are two finite words
over an alphabet Σ, the concatenation of u and v is the finite word w of
length |u|+ |v| defined by w = w0 · · ·wm+n−1 where

wi =

{
ui if i ∈ J 0,m−1 K
vi−m if i ∈ Jm,m+ n−1 K .

We denote the concatenation of u and v by u · v, or simply uv when the
context is clear. In a similar way, we can define the concatenation of a finite
word with an infinite word. For a non-negative integer n and a finite word
w over an alphabet Σ, the concatenation of n copies of w is denoted by wn

and defined by induction: w0 = ε and wn+1 = wnw for all n ∈ N. Similarly,
let wω be the concatenation of infinitely many copies of w. An infinite word
w ∈ Σω is ultimately periodic if there are two finite words u, v ∈ Σ∗ such that
w = uvω. If u and v are taken minimal, the preperiod of w is the integer
|u| and the period of w is the integer |v|. In the special case where u = ε,
w is said purely periodic or simply periodic. When w ∈ Σω is not ultimately
periodic, it is said to be aperiodic.
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Example 1.1.5. Over the binary alphabet Σ = {a, b}, the concatenation of
the words aba and bab gives the word ababab = (ab)3.

Definition 1.1.6. Let w be a word (finite or infinitie) over an alphabet Σ.
A factor or subword of w is a finite word u such that there exist two words
x ∈ Σ∗ and y ∈ Σ∗ ∪ Σω verifying w = xuy. A prefix (resp. suffix ) of w is a
word u (resp. v) such that there exists v ∈ Σ∗ ∪Σω (resp. u ∈ Σ∗) satisfying
w = uv.

Example 1.1.7. In the finite word automata, auto is a prefix, tom is a factor
and omata a suffix.

An important concept in Chapter 4 is the one of factor complexity. The
factor complexity function of an infinite word x, denoted px, is a function
from N to N that associates to each n ∈ N the number of factors of length n
occurring in x. More background will be given in Chapter 4, Section 4.2.

When one has a total order on an alphabet Σ, one can extend this order
to Σ∗ or Σ∗∪Σω. In the following, we need two special orders: lexicographical
and genealogical orders.

Definition 1.1.8. Let (Σ, <) be a totally ordered alphabet. The order <
on Σ extends to an order on Σω, called the lexicographical order , as follows.
If u,v are two infinite words over Σ, then u is said to be lexicographically
less than v, which is denoted u <lex v, if there are x ∈ Σ∗, y, z ∈ Σω and
a, b ∈ Σ such that we have u = xay,v = xbz and a < b. This order extends
to Σ∗ ∪Σω by replacing finite words t over Σ by t�ω ∈ (Σ∪{�})ω, where � is
a letter not belonging to Σ and is assumed to verify � < a for all a ∈ Σ. We
write u ≤lex v for two words u and v satisfying either u <lex v or u = v.

Considering alphabetical order, the lexicographical order is the one used
in dictionaries.

Definition 1.1.9. Let (Σ, <) be a totally ordered alphabet. The order < on
Σ extends to an order on Σ∗, called genealogical order , as follows. If u and
v are two finite words over Σ, then u is said to be genealogically less than
v, and we write u <gen v, if they satisfy either |u| < |v|, or |u| = |v| and
u <lex v. We write u ≤gen v for two words u and v satisfying either u <gen v
or u = v.

Example 1.1.10. In the lexicographical order, past comes after future, but
in the genealogical order, future is after past. Considering a binary alphabet
Σ = {a, b} totally ordered by a < b, we have aaba <lex abb <lex abba, but
abb <gen aaba <gen abba.
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In Chapter 2, we will make take advantage of a strategy useful for definite
languages. We restate here the definition.

Definition 1.1.11. Let n ∈ N. A language L over an alphabet Σ is weakly
n-definite if for any x, y ∈ Σ∗ satisfying |x| ≥ n, |y| ≥ n and having the same
suffix of length n, x ∈ L if and only if y ∈ L.
Let n ≥ 1. A language L over an alphabet Σ is n-definite if it is weakly
n-definite and not weakly (n−1)-definite.

Let us conclude this section by the notion of morphism.

Definition 1.1.12. Let Σ and ∆ be two alphabets. A morphism (or substi-
tution) is a map µ : Σ∗ → ∆∗ satisfying µ(uv) = µ(u)µ(v) for all u, v ∈ Σ∗.
In particular, µ(ε) = ε, and µ is completely determined by the image of the
letters of Σ. Let k ∈ N0. When |µ(a)| = k for all a ∈ Σ, we say that µ is k-
uniform. In particular, a 1-uniform morphism is called a coding . If for some
a ∈ Σ, µ(a) = ε, then µ is said to be erasing , otherwise it is said non-erasing .

In order to extend these definitions to infinite words, we need to describe
a distance on words, see [12, Chapter 1].

Definition 1.1.13. Let Σ be an alphabet and let x,y be two infinite words
over Σ. Let x ∧ y denote the longest common prefix of x and y. Then the
distance d between x and y is defined by

d(x,y) =

{
0, if x = y,

2−|x∧y| otherwise.

Let Σ be an alphabet. Since Σω is a (complete) metric space, it makes
sense to speak of convergent sequences of infinite words. The sequence (xi)i∈N
of infinite words over Σ converges to x ∈ Σω if for all ε > 0, there exists I ∈ N
such that for all i ≥ I, d(xi,x) < ε. Let � 6∈ Σ. We say that the sequence
(yi)i∈N of finite words over Σ converges to an infinite word y ∈ Σω if the
sequence of infinite words (yi�ω)i∈N converges to y. Intuitively, the sequence
(yi)i∈N of finite words over Σ converges to an infinite word y ∈ Σω if every
prefix of y is a prefix of all but a finite number of the words yi.

Now, we are able to extend morphisms to infinite words. If µ : Σ∗ → ∆∗

is a non-erasing morphism, it can be extended to a map from Σω to ∆ω as
follows: if x = x0x1 · · · is an infinite word over Σ, then the sequence of words
(µ(x0 · · ·xi))i∈N is convergent towards an infinite word over ∆. Its limit is
denoted µ(x) = µ(x0)µ(x1) · · · . In the following, morphisms will always be
defined on letters, and we consider implicitly their extension to infinite words.



1.2. Automata 11

Definition 1.1.14. Let µ : Σ∗ → Σ∗ be a morphism. A finite or infinite word
x is a fixed point of µ if µ(x) = x.

Example 1.1.15. Consider the 2-uniform morphism

θ : {0, 1}∗ → {0, 1}∗ : 0 7→ 01, 1 7→ 10.

The fixed point of θ starting with 0 is the infinite word

t = 0110100110010110 · · ·

and is called the Thue-Morse word . This word is well-known to be aperiodic
(see for example [53, p.113]).

Definition 1.1.16. Let µ : Σ∗ → Σ∗ be a morphism an let a ∈ Σ. Then µ
is prolongeable on a if limn→+∞ |µn(a)| = +∞ and if there is a non-empty
word u ∈ Σ∗ such that µ(a) = au. In this case, for all n ∈ N, µn(a) is a
prefix of µn+1(a) and since |µn(a)| tends to infinity when n tends to infinity,
the sequence (µn(a))n∈N converges to an infinite word, denoted µω(a), given
by

µω(a) = lim
n→+∞

µn(a) = auµ(u)µ2(u) · · · .

This infinite word is a fixed point of µ. A purely morphic word is an infinite
word obtained by iterating a prolongeable morphism. If x ∈ Σω is purely
morphic and if τ : Σ → ∆ is a coding, then the word y = τ(x) is said to be
morphic.

Two famous decision problems are related to (purely) morphic words.

Problem 1.1.17 (HD0L periodicity problem). Given a morphism µ and a
coding τ such that µ is prolongeable on a letter a, decide whether or not the
the infinite word τ(µω(a)) is ultimately periodic.

The D0L periodicity problem is a restricted case of the HD0L periodicity
problem, since we consider only the morphism µ, without the coding τ . The
D0L periodicity problem was shown to be decidable in [41] and [62]. We will
get back to the HD0L periodicity problem in Chapter 2, Section 2.7 and in
Chapter 3, Section 3.1.

1.2 Automata

An automaton is in some way a very simple machine processing information.
Here, we recall fundamental definitions and properties needed in this work.
For more on automata theory, see [70].
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Definition 1.2.1. A deterministic automaton is a 5-tuple

A = (Q, q0, F,Σ, δ)

where

• Q is a non-empty set, called the set of states,

• q0 is a special element of Q, called the initial state,

• F ⊂ Q is the set of final states,

• Σ is an alphabet,

• δ : Q× Σ→ Q is the transition function.

Note that δ can be partial. When the transition function is total, we
say that the automaton is complete. The transition function δ naturally
extends to a possibly partial function on Q × Σ∗ by setting δ(q, ε) = q for
all states q and δ(q, aw) = δ(δ(q, a), w), for all q ∈ Q, a ∈ Σ, w ∈ Σ∗. A
deterministic automaton is finite (resp. infinite) if its set of states is finite
(resp. infinite). In the present dissertation, we will use the abbreviation DFA
for “deterministic finite automaton”. If p, q ∈ Q and w = w0 · · ·wn ∈ Σ∗,
w0, . . . , wn ∈ Σ, are such that δ(p, w) = q, then we say that the execution

p
w0−→ p1

w1−→ · · · wn−1−→ pn
wn−→ q

is a path from p to q of label w.
DFAs can be represented by oriented graphs. The states appear as nodes,

and if p, q ∈ Q and a ∈ Σ are such that δ(p, a) = q, then there is an edge from
p to q labelled by a. The initial state is symbolised by an incoming arrow,
and final states are designated by two concentric circles around the node.

Example 1.2.2. Consider the DFA A = ({1, 2, 3, 4}, 1, {2}, {a, b}, δ) where
the transition function δ is given by the following table:

1 2 3 4

a 4 2 3 4
b 2 3 2 4

Since δ is a total function, A is a complete DFA. In Figure 4.2, the graph
representation of A is depicted.

Definition 1.2.3. An automaton is said irreducible if the associated graph
is strongly connected. It is primitive if there exists an integer N such that
for any two states q, q′, there is a word w of length N (depending on q, q′)
such that δ(q, w) = q′ (where δ is the transition function of the automaton).
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1 2 3 4
b

a

a

b

b

a a, b

Figure 1.1: A deterministic finite automaton.

Proposition 1.2.4. An automaton is primitive if and only if it is irreducible
and aperiodic (the gcd of lengths of the cycles going through any state is 1).

Since a DFA A can be depicted by an oriented graph, one can associate
with it an adjacency matrix, denoted by Adj(A). The entry (Adj(A))ni,j
counts the number of distinct paths of length n from state i to state j (see
[50, Chapter 2]). The matrix Adj(A) being obviously a square matrix, one
can compute its characteristic polynomial and its zeros: the eigenvalues of
Adj(A) (and by extension, of A). The following statement is a piece of
Perron’s theorem (see for example [6, Section 8.3]).

Proposition 1.2.5. If A is a primitive automaton, then it admits a strictly
positive eigenvalue λ whose module is strictly greater than the module of any
other eigenvalue of A. The real number λ is called the Perron eigenvalue of
A. Morover, one has, for all i, j, (Adj(A))ni,j = Θ(λn).

Let us now get back to basic properties of automata.

Definition 1.2.6. Let A = (Q, q0, F,Σ, δ) be a deterministic finite automa-
ton. A finite word w over Σ is accepted by A if δ(q0, w) ∈ F . The set of
words accepted by A is the language accepted by A. It is denoted by L(A).
The language accepted from the state q ∈ Q, denoted by Lq(A) or simply
Lq when the context is clear, is the set of words accepted by the automaton
(Q, q, F,Σ, δ). In particular, L(A) = Lq0 .

Example 1.2.7. The word babb is accepted by the automaton A of Ex-
ample 1.2.2, but the word bb is not. Indeed, we can easily check that we
have δ(1, babb) = δ(2, abb) = δ(2, bb) = δ(3, b) = 2 ∈ F . Furthermore,
δ(1, bb) = δ(2, b) = 3 6∈ F . The language accepted by A is the set of words
over {a, b} starting with b and containing an odd number of b. The lan-
guage accepted from state 2 is the set of words over {a, b} containing an even
number of b. The language accepted from state 4 is the empty set.
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A lot of properties are interesting about automata. Let’s point out some
of them that will be necessary in Chapter 3.

Definition 1.2.8. Let A = (Q, q0, F,Σ, δ) be a deterministic finite automa-
ton. A state q ∈ Q is accessible if there is w ∈ Σ∗ such that δ(q0, w) = q.
Otherwise stated, q is accessible if q can be reached from the initial state. A
state q ∈ Q is coaccessible if one can reach a final state from it, i.e. if there
is a word w ∈ Σ∗ such that δ(q, w) ∈ F . The automaton A is said accessible
(resp. coaccessible) if all its states are accessible (resp. coaccessible). An
automaton is trim if it is both accessible and coaccessible. Two states p and
q are distinguishable (resp. indistinguishable) if Lp 6= Lq (resp. if Lp = Lq).
The automaton A is reduced if any two distinct states are distinguishable.
We say that A has disjoint states if the languages accepted from different
states are disjoint: for distinct states p and q, we have Lp ∩ Lq = ∅.

Remark 1.2.9. Note that in particular, any coaccessible DFA having disjoint
states is reduced. Moreover, in a reduced DFA, there can be at most one non-
coaccessible state.

Example 1.2.10. The automaton depicted in Figure 1.2 is a trim deter-
ministic automaton, but it is not complete, since the transition function is
not defined for the pair (1, a). The automaton of Figure 4.2 is not coacces-
sible, since one can’t reach a final state from state 4, but it is accessible.
Both automata are reduced. Note that these two automata accept the same
language.

1 2 3
b

a

b

b

a

Figure 1.2: A trim deterministic finite automaton.

Another useful concept is the notion of non-deterministic automaton.

Definition 1.2.11. A non-deterministic automaton is a 5-tuple

A = (Q, I, F,Σ,∆)

where

• Q,F and Σ are defined as for a deterministic automaton,
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• I ⊆ Q is a non-empty set, called the set of initial states,

• ∆ ⊆ Q× Σ∗ ×Q is a non-empty set, called the transition relation.

A non-deterministic automaton is finite (resp. infinite) if its set of states
is finite (resp. infinite). A word w is accepted by A if there is a path from
an initial state to a final state labelled by w. Otherwise stated, w is ac-
cepted if there are a positive integer n, finite words w1, w2, . . . , wn and states
q0, q1, . . . , qn ∈ Q with q0 ∈ I and qn ∈ F such that w = w1 · wn and

(q0, w1, q1), (q1, w2, q2), . . . , (qn−1, wn, qn)

belong to ∆. The language accepted by A, denoted L(A), is the set of words
accepted by A. We write NFA for “non-deterministic finite automaton”.

A transition graph can be depicted for NFAs in the same way than for
DFAs: states are represented by nodes, and for any p, q ∈ Q and w ∈ Σ∗

such that (p, w, q) ∈ ∆, there is an edge from p to q labelled by w. Note that
there can be several initial states, thus several incoming arrows.

Since a DFA is in particular a NFA, one could think that there are more
languages accepted by NFAs than by DFAs, but the following proposition
prove it is wrong.

Proposition 1.2.12. A language is accepted by a NFA if and only if it is
accepted by a DFA.

Definition 1.2.13. A language is regular if it is accepted by a finite automa-
ton.

Regular languages benefit from closure properties.

Proposition 1.2.14. The class of regular languages is stable for concatena-
tion, union, intersection, complementation, reversal and image by morphism.

The next result is useful to reject the regularity of a language.

Proposition 1.2.15 (Pumping lemma). If L is a regular language over an
alphabet Σ, then there exists a positive integer k such that any word w in L of
length |w| ≥ k can be decomposed as w = xyz, where x, y, z are finite words
over Σ satisfying y 6= ε, |xy| ≤ k and xynz ∈ L for all n ≥ 0.

If fact, if A is a DFA accepting L, then in the previous proposition, one
can take k to be the number of states of A.

As seen in Example 1.2.10, different deterministic automata may accept
the same language. Among them, one can point out the minimal automaton
of this language.
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Definition 1.2.16. Let Σ be an alphabet and L ⊆ Σ∗. The Myhill-Nerode
equivalence relation, denoted by ∼L, is the relation on Σ∗ defined by

u ∼L v ⇔ (∀w ∈ Σ∗, uw ∈ L⇔ vw ∈ L).

If u is a finite word over Σ, then we set u−1L = {w ∈ Σ∗ : uw ∈ L}. In other
words, u−1L is the set of finite words over Σ which, when concatenated with
u, form a word belonging to L.

Remark 1.2.17. Note that if L is a language over Σ and u, v ∈ Σ∗, then we
have u ∼L v ⇔ u−1L = v−1L.

Lemma 1.2.18. Let Σ be an alphabet, L ⊆ Σ∗ and u, v ∈ Σ∗. We have

(uv)−1L = v−1(u−1L).

Definition 1.2.19. Let Σ be an alphabet. The minimal automaton of a
language L ⊆ Σ∗ is the deterministic automaton

AL = (QL, q0,L, FL,Σ, δL)

with

• QL = {u−1L : u ∈ Σ∗},

• q0,L = ε−1L = L,

• FL = {u−1L : u ∈ L},

• ∀q ∈ QL,∀a ∈ Σ, δL(q, a) = a−1q.

Note that thanks to Lemma 1.2.18, the transition function can be extended to
QL×Σ∗ by δL(q, w) = w−1q, ∀q ∈ QL, w ∈ Σ∗. The trim minimal automaton
of a language L is the minimal automaton of L from which the only possible
non-coaccessible state (called sink state) is removed. Notice that AL is not
necessarily finite.

Proposition 1.2.20. The minimal automaton of a language accepts this lan-
guage.

In Chapter 3, the following characterization of minimal automata will be
central.

Proposition 1.2.21. Let A be a complete deterministic automaton. Then
A is minimal if and only if it is accessible and reduced.
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The next proposition justifies the term minimal : the minimal automaton
of a language is the one containing the least number of states among those
accepting the language.

Proposition 1.2.22. Let L be a language over an alphabet Σ and let A be
a deterministic automaton accepting L and whose set of states is Q. Then
CardQL ≤ CardQ.

The following theorem is a characterization of regular languages.

Theorem 1.2.23 (Myhill and Nerode). A language L is regular if and only
if the Myhill-Nerode equivalence relation ∼L is of finite index. Otherwise
stated, a language L is regular if and only if its minimal automaton AL is
finite.

Thanks to the previous proposition and theorem, one can define the state
complexity of a regular language.

Definition 1.2.24. The state complexity of a regular language L is the num-
ber of states of its minimal automaton AL.

Let us now introduce the notion of deterministic finite automaton with
output, useful to define automatic sequences in Section 1.6.

Definition 1.2.25. A deterministic finite automaton with output (or DFAO
for short) is a 6-tuple

A = (Q, q0,Σ, δ,Γ, τ)

where

• Q, q0,Σ and δ are defined as in a DFA,

• Γ is the output alphabet,

• τ : Q→ Γ is the output function.

The output corresponding to the input w ∈ Σ∗ is τ(δ(q0, w)).

One can also represent a transition graph for a DFAO: it is the same as for
a DFA, except that there is no final state, thus no concentric circles. Instead,
for each state there is an additional outgoing arrow, labelled by the output
corresponding to the state it comes from.

We conclude this section by the definition of a (finite) transducer. It is in
some way similar to a DFAO. Note that we define here a particular model of
finite transducer, but there is a wide literature about it. For example, “our”
transducers are called sequential transducers in [12].
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Definition 1.2.26. A finite transducer T is a 6-tuple

T = (Q, q0,Σ, δ,Γ, τ)

where

• Q, q0,Σ and δ are defined as in a DFA,

• Γ is the output alphabet,

• τ : Q× Σ→ Γ∗ is the output function.

A transducer can be viewed as a way to define functions: to every input word
w = w1 · · ·wn ∈ Σ∗, wi ∈ Σ for all i ∈ J 1, n K, the transducer T associates an
output word T (w) ∈ Γ∗ defined by

τ(q0, w1)τ (δ(q0, w1), w2) τ (δ(q0, w1w2), w3) · · · τ (δ(q0, w1 · · ·wn−1, wn) .

Proposition 1.2.27. The image of a regular language by a finite transducer
is a regular language.

1.3 Positional numeration systems

In this section, we present one of the main concepts used in the present
dissertation: numeration systems. Briefly, a numeration system is a way to
represent numbers with digits, or letters in N. We introduce linear, Parry,
Bertrand, Pisot numeration systems, the integer base and related properties.
We refer the interested reader to [53, Chapter 7] and [12, Chapter 2].

Let us first consider the representation of integers.

Definition 1.3.1. A positional numeration system (or simply a numeration
system) is an increasing sequence U = (Ui)i∈N of integers such that U0 = 1
and CU = supi≥0

⌈
Ui+1/Ui

⌉
is finite. We let ΣU be the integer alphabet

J 0, CU−1 K and call it the alphabet of the numeration. In this particular
alphabet, the letters are often called digits. The greedy U -representation (or
greedy U -expansion) of the positive integer n is the finite word w`−1 · · ·w0

over ΣU , denoted repU (n), satisfying

`−1∑
i=0

wiUi = n, w`−1 6= 0 and ∀j ∈ J 1, ` K,
j−1∑
i=0

wiUi < Uj .

We set repU (0) to be the empty word ε. The language repU (N) is called
the numeration language. The U -numerical valuation valU : Z∗ → N maps
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a word w`−1 · · ·w0 over any alphabet of integers to the number
∑`−1

i=0 wiUi.
If valU (w) = n, we say that w is a U -representation of n. Note that this
representation is not necessarily greedy. Clearly, the function valU ◦ repU is
the identity from N to N. When the context is clear, the letter U will be
omitted: we will talk of greedy representation, greedy expansion, numerical
valuation and representation.

Remark 1.3.2. Note that we write greedy U -representations with most sig-
nificant digit first (MSDF convention): the leftmost digit is associated with
the largest Ui occurring in the decomposition.

The following example is a classical one and will be central in Chapter 3.
It contains our daily numeration system: the base 10.

Example 1.3.3 (Integer base). Let b ≥ 2 be an integer. The integer base-b
numeration system is the positional numeration system built on the sequence

Ub = (bi)i∈N.

The alphabet is in this case Σb = ΣUb = J 0, b−1 K and the numeration lan-
guage is

repUb(N) = (Σb \ {0})Σ∗b ∪ {ε}.

For this numeration system, we set repb = repUb . We also set valb = valUb
and we call greedy Ub-expansions as base-b expansions.

Another classical example is the following. It is based on the Fibonacci
sequence.

Example 1.3.4 (Fibonacci). Let F = (Fi)i∈N = (1, 2, 3, 5, 8, . . .) be the
sequence of Fibonacci numbers defined by

F0 = 1, F1 = 2 and Fi+2 = Fi+1 + Fi ∀i ∈ N .

We have ΣF = {0, 1} and the Fibonacci numeration language repF (N) is
1{0, 01}∗ ∪ {ε}, thus greedy representations are words over {0, 1} that do
not contain the factor 11. For instance, we have repF (11) = (10100) and
valF (1001) = 5 + 1 = 6 = valF (111). Remark that 111 is not greedy, thus it
does not belong to the numeration language.

Before looking at real numbers, let us just notice that the genealogical
order (Definition 1.1.9) coincides with the classical order in N.

Proposition 1.3.5. Let U be a numeration system. For all m,n ∈ N, we
have

m < n⇔ repU (m) <gen repU (n).
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Note that in the previous statement, the genealogical order applies on
greedy representations and the classical order on their values in N. Given a
numeration system U , the result is not true for all words: we do not have
that

u <gen v ⇔ valU (u) < valU (v)

for all words u, v ∈ Σ∗U . Consider the Fibonacci numeration system of Ex-
ample 1.3.4, u = 11 and v = 100. Then u <gen v since |u| = 2 < 3 = |100|,
but valF (11) = 3 = valF (100).

There is a link between the representation of integers and the represen-
tation of real numbers.

Definition 1.3.6. Let β > 1 be a real number. The β-expansion (or β-
representation) of a real number x ∈ [0, 1] is the sequence of non-negative
integers dβ(x) = (xi)i≥1 that satisfies

x =

+∞∑
i=1

xiβ
−i

and which is the maximal element in Nω having this property with respect to
the lexicographic order over N. Notice that β-expansions can be obtained by
a greedy algorithm and they only contain letters (or digits) over the alphabet
Σβ = J 0,

⌈
β
⌉
−1 K. Also note that if a representation ends with infinitely

many zeros, then it is sometimes convenient to omit those zeros and the
representation is said to be finite. By Fact(Dβ), we denote the set of finite
factors occurring in the β-expansion of the real numbers in [0, 1).

Example 1.3.7. Consider the golden ratio ϕ = 1+
√

5
2 and let x = 1

2 . Then
dϕ
(

1
2

)
starts with 0100. Indeed, one has

x1 = bϕxc =

⌊
1 +
√

5

4

⌋
= 0;

x2 = bϕ(ϕx− x1)c =
⌊
ϕ2x

⌋
=

⌊
6 + 2

√
5

8

⌋
= 1;

x3 = bϕ(ϕ(ϕx− x1)− x2)c =
⌊
ϕ(ϕ2x− 1)

⌋
=

⌊
1

2

⌋
= 0;

x4 = bϕ(ϕ(ϕ(ϕx− x1)− x2)− x3)c =
⌊
ϕ2(ϕ2x− 1)

⌋
=

⌊
1 +
√

5

4

⌋
= 0.

Let n ≥ 1 be an integer. The idea to get the digit xn is the following: take x
and multiply it by ϕ. This operation shifts the ϕ-expansion of x “to the left”.
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Then remove x1. The ϕ-expansion of the obtained number is now (xi)i≥2.
Then you apply the same procedure until n: multiply by ϕ the last obtained
number and remove xi (up to i = n−1) and finally, take the integer part.

As for non-negative integers in Proposition 1.3.5, the order between real
numbers is given by the lexicographic order (Definition 1.1.8) between their
β-expansions.

Proposition 1.3.8. Let β > 1 be a real number and x, y ∈ [0, 1). Then

x < y ⇔ dβ(x) <lex dβ(y).

Another representation of 1 is interesting and useful for what comes next:
the quasi-greedy expansion.

Definition 1.3.9. Let β > 1 be a real number. If dβ(1) = t1 · · · tm0ω,
with t1, . . . , tm ∈ Σβ and tm 6= 0 (in other words if dβ(1) is finite), we
set d∗β(1) = (t1 · · · tm−1(tm−1))ω. Otherwise, we set d∗β(1) = dβ(1). An
equivalent definition is to set d∗β(1) = limx→1− dβ(x). We say that d∗β(1) is
the quasi-greedy β-expansion of 1.

Example 1.3.10. Consider the golden ratio ϕ = 1+
√

5
2 . Thanks to the

equality 1 = 1
ϕ + 1

ϕ2 , one can easily see that dϕ(1) = 110ω (or simply 11) and
thus d∗ϕ(1) = (10)ω.

With every real number β > 1, we associate canonically a numeration
system as follows.

Definition 1.3.11. Let β > 1 be a real number such that d∗β(1) = (tj)j≥1.
The numeration system Uβ = (Ui)i∈N canonically associated with β is defined
by

Ui = t1Ui−1 + · · ·+ tiU0 + 1, ∀i ≥ 0.

Note that if β = b ∈ N≥2, one has db(1) = (b−1)ω, hence d∗b(1) = (b−1)ω.
We can show by induction that the system Uβ is the integer base numeration
system from Example 1.3.3.

Notice that for integers, the quasi-greedy expansion of 1 is ultimately
periodic. Numbers with such property are known as Parry numbers.

Definition 1.3.12. A Parry number is a real number β > 1 such that d∗β(1)
is ultimately periodic.

Definition 1.3.13. A numeration system U is a Parry numeration system
if there is a Parry number β such that U = Uβ .
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A common characteristic of Parry numeration systems is that they are
linear.

Definition 1.3.14. A numeration system U = (Ui)i∈N is said to be linear if
it ultimately satisfies a homogeneous linear recurrence relation with integer
coefficients: there are k ≥ 1, ak−1, . . . , a0 ∈ Z such that a0 6= 0 and N ≥ 0
such that for all i ≥ N ,

Ui+k = ak−1Ui+k−1 + · · ·+ a0Ui.

The polynomial XN (Xk−ak−1X
k−1− · · ·−a0) is the characteristic polyno-

mial of the system, the integer k is the order of the recurrence.

Lemma 1.3.15. If β is a Parry number, then the canonical numeration
system Uβ is linear.

Proof. Let β be a Parry number. Then either dβ(1) = t1 · · · tk, tk 6= 0, either
dβ(1) = t1 · · · tm(tm+1 · · · tm+k)

ω where k and m are taken minimal.
First, suppose that dβ(1) = t1 · · · tk, tk 6= 0. Then

d∗β(1) = (t1 · · · tk−1(tk − 1))ω = (sj)j∈N0 ,

where

sj =

{
tj mod k if j 6≡ 0 (mod k),
tk − 1 if j ≡ 0 (mod k).

Since Uβ = (Ui)i∈N is the numeration system canonically associated with β,
one has

Ui = s1Ui−1 + · · ·+ siU0 + 1, ∀i ≥ 0.

In particular,

U0 = 1,

Ui = s1Ui−1 + · · ·+ siU0 + 1

= t1Ui−1 + · · ·+ tiU0 + 1, ∀i ∈ J 1, k−1 K .

Moreover, if ` ≥ 0, then

Uk+` = s1Uk+`−1 + · · ·+ sk−1U`+1 + skU` + · · ·+ sk+`−1U1 + sk+`U0 + 1

= t1Uk+`−1 + · · ·+ tk−1U`+1 + tkU` − U` +
∑̀
j=1

sk+jU`−j + 1

= t1Uk+`−1 + · · ·+ tk−1U`+1 + tkU` − U` +
∑̀
j=1

sjU`−j + 1

= t1Uk+`−1 + · · ·+ tk−1U`+1 + tkU` − U` + U`

= t1Uk+`−1 + · · ·+ tk−1U`+1 + tkU`.



1.3. Positional numeration systems 23

Now, suppose that dβ(1) = t1 · · · tm(tm+1 · · · tm+k)
ω with k and m being

chosen minimal. In this case, d∗β(1) = t1 · · · tm(tm+1 · · · tm+k)
ω = (sj)j∈N0 ,

where

sj =

{
tj if j ∈ J 1,m+k K,
tm+` if j = m+ qk + `, with ` ∈ J 1, k K, q > 0.

Since Uβ = (Ui)i∈N is the numeration system canonically associated with β,
one has

Ui = s1Ui−1 + · · ·+ siU0 + 1, ∀i ≥ 0.

From this we derive as previously an expression for Ui, i ∈ J 0,m+k−1 K, the
initial conditions. Let ` ≥ 0. One has

Um+k+` = s1Um+k+`−1 + · · ·+ sm+kU` + sm+k+1U`−1 + · · ·+ sm+k+`U0 + 1

= t1Um+k+`−1 + · · ·+ tm+kU` +
∑̀
j=1

sm+k+jU`−j + 1.

Moreover,

∑̀
j=1

sm+k+jU`−j + 1 =
∑̀
j=1

sm+jU`−j + 1

=

m+∑̀
i=1

siU`+m−i + 1− s1U`+m−1 − · · · − smU`

= U`+m − t1U`+m−1 − · · · − tmU`.

Hence

Um+k+` = t1Um+k+`−1 + · · ·+ tm+kU` + U`+m − t1U`+m−1 − · · · − tmU`.

Example 1.3.16. Every integer is a Parry number. The golden ratio ϕ is
a Parry number. Indeed, Example 1.3.10 shows that d∗ϕ(1) = (10)ω. It is
straightforward to deduce from Definition 1.3.11 that the associated Parry
numeration system is the Fibonacci system of Example 1.3.4 defined by the
recurrence Fi+2 = Fi+1 + Fi and the initial conditions F0 = 1, F1 = 2. One
could also use the proof of Lemma 1.3.15, since dϕ(1) = 11.

Parry numeration systems are quite manageable, thanks to the following
theorem.
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Theorem 1.3.17 (Parry [63]). Let β > 1 be a real number. A sequence
x = (xi)i≥1 over N is the β-expansion of a real number in [0, 1) if and only
if (xn+i)i≥1 is lexicographically less than d∗β(1) for all n ≥ 0.

As a consequence of this result, to any Parry number β one can canonically
associate a deterministic finite automatonAβ = (Qβ, q0, Fβ,Σβ, δβ) accepting
the language Fact(Dβ). This automaton Aβ has a special form. Let us set
d∗β(1) = t1 · · · ti(ti+1 · · · ti+p)ω where i ≥ 0 and p ≥ 1 are the minimal period
and preperiod respectively. The set of states Qβ of Aβ is {q0, . . . , qi+p−1}. All
states are final. For every j ∈ J 1, i+ p K, we have tj edges qj−1 → q0 labelled
by 0, . . . , tj−1 and, for j < i + p, one edge qj−1 → qj labelled by tj . There
is also an edge qi+p−1 → qi labelled by ti+p. See for instance [39, 66]. Note
that in [53, Theorem 7.2.13], Aβ is shown to be the trim minimal automaton
of Fact(Dβ).

Example 1.3.18. The automaton canonically associated to an integer b ≥ 2
is made of a single state with loops labelled by 0, 1, . . . , b−1. Considering the
golden ratio, the automaton Aϕ is depicted in Figure 1.3. For more examples,

0

1

0

Figure 1.3: The canonical automaton accepting Fact(Dϕ).

we refer the reader to the Appendix.

The following statement about the automaton associated with a Parry
number is well-known, see for example [50]. Recall Definition 1.2.3 and
Proposition 1.2.4.

Lemma 1.3.19. Let β be a Parry number. The automaton Aβ is primitive.

Proof. The periodic part of d∗β(1) contains at least a non-zero digit. Con-
sequently, there is a path from every state of Aβ to the initial state q0.
Moreover, there is a loop on q0 with label 0. Hence Aβ is irreducible and
aperiodic. The conclusion follows.

The next definition points out another special type of numeration systems,
called Bertrand numeration systems.
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Definition 1.3.20. A numeration system U is a Bertrand numeration system
if for all w ∈ Σ+

U , w ∈ repU (N)⇔ w0 ∈ repU (N).

Example 1.3.21. The integer base b of Example 1.3.3 is a Bertrand numer-
ation system. The Fibonacci numeration system of Example 1.3.4 is also a
Bertrand numeration system. It is enough to notice that adding or removing
zeros at the end of a representation does not change its greediness, since the
condition of being greedy is to not contain the factor 11. If we slightly modify
the Fibonacci system by taking the initial conditions U0 = 1, U1 = 3, we get a
numeration system (Ui)i∈N = (1, 3, 4, 7, 11, 18, 29, 47, . . .), which is no longer
a Bertrand system. Indeed, 2 is the greedy representation of an integer, but
20 is not, because repU (valU (20)) = 102.

Example 1.3.22. Consider the numeration system B given by the recurrence
Bi+1 = 3Bi+1 for all i ∈ N and B0 = 1. For this numeration system, we have
0∗ repB(N) = {0, 1, 2}∗({ε}∪3 0∗) (see [42, p. 131]). The automaton accepting
the language 0∗ repB(N) is depicted in Figure 1.4. By its simple form, it is
obvious that it is a Bertrand numeration system. Notice that the sequence
(Bi)i∈N also satisfies the homogeneous linear recurrence Bi+2 = 4Bi+1−3Bi.

0, 1, 2 0

3

Figure 1.4: The canonical automaton accepting {0, 1, 2}∗({ε} ∪ 3 0∗).

The following statement is a consequence of Bertrand’s theorem (see [11]
or [12, Chapter 2]).

Proposition 1.3.23. Let β > 1 be a real number. The numeration system
Uβ canonically associated with β satisfies

0∗ repUβ (N) = Fact(Dβ).

Corollary 1.3.24. For all β > 1, the canonical system Uβ associated with β
is a Bertrand numeration system.

Proof. It is enough to notice that w ∈ Fact(Dβ) if and only if w0 ∈ Fact(Dβ)
for all w ∈ Σ∗β .
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One can prove that every Parry numeration system is a Bertrand numer-
ation system.

Lemma 1.3.25. The set of Parry numeration systems is a strict subset of
the set of Bertrand numeration systems.

Proof. Thanks to Corollary 1.3.24, we already know that every Parry numer-
ation system is a Bertrand numeration system. Now consider the Bertrand
numeration system B = (Bi)i∈N of Example 1.3.22. We will show that there
is no β > 1 such that B = Uβ . Proceed by contradiction. Assume that there
exists β such that B is the numeration system canonically associated with
β. The greatest word of length n for the lexicographical order in 0∗ repB(N)
is 30n−1. Consequently, we have 1 = 3/β. The Parry numeration system U3

is the classical base-3 system and 0∗ repU3
(N) = {0, 1, 2}∗, which differs from

0∗ repB(N). This is a contradiction.

Notice that, thanks to Proposition 1.3.23, the automaton canonically as-
sociated with a Parry number β accepts the language of the numeration
system Uβ . Otherwise stated, the numeration language associated with a
Parry numeration system is regular.

In Chapter 4, we will make use of a third kind of numeration systems,
associated with Pisot numbers. Recall that the conjugates of an algebraic
number are the other roots of its minimal polynomial.

Definition 1.3.26. A Pisot number is an algebraic integer β > 1 whose
conjugates have modulus strictly less than 1.

Definition 1.3.27. A numeration system U is a Pisot numeration system if
there is a Pisot number β such that U = Uβ .

Example 1.3.28. Every integer b ≥ 2 is a Pisot number (since it has no con-
jugate). The golden ratio is a Pisot number, hence the Fibonacci numeration
system is a Pisot numeration system.

In fact, every Pisot number is a Parry number, as shown in [10, 72].
However, there are Parry numbers that are not Pisot numbers, as stated in
the following.

Lemma 1.3.29. The set of Pisot numeration systems is a strict subset of
the set of Parry numeration systems.
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Proof. Since Pisot numbers are Parry numbers, every Pisot numeration sys-
tem is a Parry numeration system. Moreover, consider the numeration system
U defined by U0 = 1, U1 = 4, U2 = 15, U3 = 54 and

Ui+4 = 3Ui+3 + 2Ui+2 + 3Ui ∀i ≥ 0,

see [38, Example 3]. The characteristic polynomial has two real roots β and
γ and two complex roots with modulus less than 1. We have β ≈ 3.61645
and γ ≈ −1.09685. Hence U is not a Pisot numeration system. However, β
is a Parry number, since dβ(1) = 3203. We have U = Uβ and U is a Parry
numeration system.

The numeration system of Example 2.1.2 is also a Parry but not Pisot
numeration system.

It is often convenient to work with numeration systems U such that the
numeration language is regular: we want to be able to check with a DFA
whether or not a word is a valid greedy U -representation.

Definition 1.3.30. Let U be a numeration system. A set X of non-negative
integers is U -recognizable if the language repU (X) over ΣU is regular. In
the case where U is the integer base-b numeration system, we say that X is
b-recognizable.

Let B be the set of Bertrand numeration systems and let R be the set of
numeration systems U whose numeration language repU (N) is regular. The
three sets B ∩R,B \R and R\B are non-empty. For instance, the modified
Fibonacci system of Example 1.3.21 belongs to R\B. All Parry numeration
systems and the Bertrand numeration system of Example 1.3.22 belong to
B ∩ R. If β is not a Parry number, for instance when β is transcendental,
then the numeration language repUβ (N) is not regular, even though Uβ is a
Bertrand system. Hence B \R is non-empty. The situation is represented in
Figure 1.5.

We will often make the assumption that we are dealing with positional
numeration systems such that the numeration language is regular. This is one
of our minimal assumptions in Chapter 2, and it is particularly important
when we will deal with finite U -kernels in Chapter 4 Section 4.4. In fact,
this assumption is somewhat restrictive. Indeed, the next proposition is a
particular case of a theorem of Shallit [73].

Proposition 1.3.31. Let U be a numeration system. If N is U -recognizable,
then the sequence U satisfies a linear recurrence relation over Z. Otherwise
stated, U is a linear numeration system.
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Figure 1.5: Comparison of the sets B and R.

Remark that the converse does not hold in general ([73]). Indeed, the
numeration system U = (Ui)i∈N defined by Ui = (i + 1)2 for all i ∈ N is
linear since it satisfies Ui+3 = 3Ui+2 − 3Ui+1 + Ui ∀i ∈ N, but the associated
numeration language is not regular, as shown in [21, Example 1.6.9]. However,
note that in [42] and [51], the authors give sufficient conditions.

We will also make use of a folklore property of ultimately periodic sets.

Definition 1.3.32. A set of integers X is ultimately periodic if there are
α, π ∈ N with π > 0 such that for all n ≥ α, we have n ∈ X ⇔ n + π ∈ X.
If the integers α and π are minimal for this property, then we say that α is
the preperiod of X and π is the period of X.

Notice that this definition is consistent with Definition 1.1.4. Indeed,
with each set of non-negative integers X, one can associate its characteristic
sequence 1X ∈ {0, 1}N. This sequence is an infinite word over {0, 1} and X
is an ultimately periodic set if and only if the sequence 1X is an ultimately
periodic word in the sense of Definition 1.1.4.

Proposition 1.3.33. Let m, r be non-negative integers and let U = (Ui)i∈N
be a linear numeration system. The language

val−1
U (mN+r) = {w ∈ Σ∗U : valU (w) ∈ mN+r}

is accepted by a DFA that can be effectively constructed. In particular, if N
is U -recognizable, then any ultimately periodic set is U -recognizable.

Proof. Regularity is stable if we add or remove a finite number of words in
the language. Thus, we can assume that 0 ≤ r < m. Since U is linear,
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the sequence (Ui mod m)i∈N is ultimately periodic. Let α be the preperiod
and π the period. The following DFA recognizes the reversal of the language
val−1

U (mN+r). States are pairs (p, q) such that p, q ∈ N, 0 ≤ p < m, and
0 ≤ q < α + π. The initial state is (0, 0). Final states are the ones whose
first component is r. The alphabet is the set ΣU . Transitions are defined
as follows. For all j ∈ ΣU , ∀p ∈ J 0,m−1 K, ∀q ∈ J 0, α+π−2 K, we have a
transition from the state (p, q) of label j to the state (jUq+p (mod m), q+1).
Moreover, we have a transition from state (p, α+π−1) of label j to the state
(jUα+π−1 + p (mod m), α).
Note that the greediness of the accepted words is not checked, since the
construction only relies on the numerical value of the words.

For the particular case, it is enough to consider the intersection

repU (N) ∩ val−1
U (mN+r)

of two regular languages.

Example 1.3.34. Consider the numeration system U = (Ui)i∈N defined by
U0 = 1, U1 = 7 and the recurrence Ui+2 = 7Ui+1−2Ui. One has ΣU = J 0, 6 K.
Let us describe a DFA accepting val−1

U (4N+1). The sequence (Ui mod 4)i∈N
is given by 13ω. Hence its preperiod α is 1 and so is its period π. States of
the DFA given in the proof of Proposition 1.3.33 are the pairs

(0, 0), (1, 0), (2, 0), (3, 0), (0, 1), (1, 1), (2, 1), (3, 1).

The initial state is (0, 0) and there are two final states: (1, 0) and (1, 1). Note
that, following the construction of Proposition 1.3.33, the states (1, 0), (2, 0)
and (3, 0) are not accessible, hence we will not consider them anymore. Let
us have a look at transition relations. Let j ∈ J 0, 6 K. From the state (0, 0),
there is an edge labelled by j to the state (jU0 + 0 mod 4, 1) = (j mod 4, 1).
From state (0, 1), one goes to the state (jU1 + 0 mod 4, 1) = (7j mod 4, 1)
when reading j. There is a transition of label j from the state (1, 1) to the
state (jU1 + 1 mod 4, 1) = (7j + 1 mod 4, 1), and so on. The automaton is
depicted in Figure 1.6.

Let us conclude this section by some properties of the integer base, with
which we will deal in Chapter 3. In base-b numeration systems, the numera-
tion language repb(N) is always regular. Otherwise stated, N is b-recognizable
for every integer b ≥ 2. Moreover, thanks to Cobham’s theorem, it is known
that the sets with this property (being recognizable in any integer base b ≥ 2)
are exactly the ultimately periodic sets.
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(0, 0)

(0, 1) (1, 1) (2, 1) (3, 1)

0, 4 1, 5

2, 6
3

0, 4

0, 4 0, 4

0, 4
3 3 3

3

1, 51, 51, 5

1, 5

2, 6

2, 6

2, 6

2, 6

Figure 1.6: A DFA accepting val−1U (4N+1) (Ui+2 = 7Ui+1− 2Ui, U0 = 1, U1 = 7).

Definition 1.3.35. Two positive integers p, q are said multiplicatively inde-
pendent if pa = qb ⇒ a = b = 0. They are said multiplicatively dependent
otherwise.

Theorem 1.3.36 (Cobham [31]).

• Let b, b′ be two multiplicatively independent integers. Then a subset of
N is both b-recognizable and b′-recognizable if and only if it is ultimately
periodic.

• Let b, b′ be two multiplicatively dependent integers. Then a subset of N
is b-recognizable if and only if it is b′-recognizable.

This famous theorem is the starting point of many research problems, but
we will discuss it later.

Note that given an integer base b ≥ 2 and a positive integer n, one can
easily derive from the base-b expansion of a positive integer its base-bn expan-
sion and vice versa. Indeed, from a base-bn expansion, it is enough to send
every digit (belonging to J 0, bn−1 K) onto its base-b expansion, concatenate
these words of length n and remove potential leading zeros. The other way
around, given a base-b expansion of a natural number, one can cut the word
into blocks of letters, each block having a length n (adding leading zeros if
necessary). Then, every block of size n is sent onto its image by valb. Since
each block is of length n, one gets digits between 0 and bn−1.
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Let us make a few comments about the numerical valuation in base b, valb.
Recall that this function is defined over Z∗. It can be interesting to restrict
the definition domain to Σ∗b . Indeed, we have val

−1
b (X)∩Σ∗b = 0∗ repb(X) for

any subset X of N. Working with representations of integers, it is sometimes
convenient to add extra leading zeros. In particular, we can say that a subset
X of N is b-recognizable if and only if the language val−1

b (X) is regular, since
no word in repb(X) begins with 0. This will be useful in Chapter 3: in
this chapter, we will always consider automata accepting val−1

b (X) instead of
repb(X). We thus introduce the following definition.

Definition 1.3.37. The state complexity of a b-recognizable subset X of N
with respect to the base b is the state complexity of the language val−1

b (X).

Note that our choice of val−1
b (X) rather than repb(X) makes no significant

difference to state complexity, since the state complexity of the languages
repb(X) and val−1

b (X) differ at most by 1.
The case of integer base has already been widely studied, as we will explain

later. Lots of properties are thus known. The next one will be helpful for our
considerations in Chapter 3, see for example [16].

Proposition 1.3.38. Let b ≥ 2 be an integer. For any m, t ∈ N, if the set
X is b-recognizable, then so is mX + t.

Finally, in the present dissertation, we will need to represent not only
natural numbers, but also pairs of natural numbers. If u = u1 · · ·un ∈ Σ∗1
and v = v1 · · · vn ∈ Σ∗2 are words of the same length n, then we use the
notation (u, v) to designate the word (u1, v1) · · · (un, vn) of length n over the
alphabet Σ1 × Σ2. For (m,n) ∈ N2, we write

repU (m,n) = (0`−| repU (m)| repU (m), 0`−| repU (n)| repU (n))

where ` = max{| repU (m)|, | repU (n)|}. Otherwise stated, we add leading
zeros to the shortest expansion (if any) in order to obtain two words of the
same length. Finally, for a subset X of N2, we write

val−1
U (X) = (0, 0)∗ repU (X).

1.4 Abstract numeration systems

In this thesis, we only work with positional numeration systems. As explained
previously, among those, we are particularly interested in positional numer-
ation systems such that the numeration language is regular. Indeed, this
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property allows us to verify with a finite automaton whether a given word is
a valid greedy representation. Moreover, for a positional numeration system
U , the numeration language is regular if and only if all ultimately periodic
sets are U -recognizable, cf. Proposition 1.3.33. As P. Lecomte and M. Rigo
in [48], one could go the other way around: one takes an infinite regular lan-
guage L over an alphabet Σ to build a numeration system, considering this
language L as the valid representations of integers, instead of starting with
a sequence U of integers and searching for conditions so that the numeration
language is regular.

Definition 1.4.1. An abstract numeration system is a triplet

S = (L,Σ, <)

where L is an infinite regular language, called the numeration language, writ-
ten over a totally ordered alphabet (Σ, <). One can enumerate the words
in L using the genealogical order <gen induced by the order < on Σ. This
gives a one-to-one correspondence repS : N → L mapping any non-negative
integer to the (n+ 1)th word in L. A set X of integers is said S-recognizable
if repS(X) is regular.

Even though we mainly interest ourselves to positional numeration sys-
tems in this text, some results are well-known in the general framework of
abstract numeration systems. Since any positional numeration system with a
regular numeration language is an abstract numeration system (which is one
of our by hypotheses in the present dissertation), we can make use of these
results. Every such statement will be restated in our context in the following.

1.5 Rational series

In Chapter 2, we will make use of formal power series. For the sake of
completeness, we restate here some necessary basic definitions and properties.
Details can be found for example in [8] and [71]. Note that we only define
formal power series with coefficients in R,R+,Z or N, which is sufficient
for the present dissertation, but rational series are defined in general over a
semiring (and a finite alphabet).

Definition 1.5.1. Let K ∈ {R,R+,Z,N}. The set of formal power series in
x with coefficients in K, denoted by K[[x]], is defined as follows. The elements
of K[[x]], called formal power series, are infinite expressions of the form

S(x) =

+∞∑
i=0

six
i,
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where si ∈ K for all i ∈ N.
Given two formal power series S(x) =

∑+∞
i=0 six

i and T(x) =
∑+∞

i=0 tix
i, their

sum is given by

(S + T)(x) =

+∞∑
i=0

(si + ti)x
i

and their product by

(ST)(x) =
+∞∑
i=0

∑
j+k=i

(sj · tk)xi.

One can also define the multiplication by a scalar r ∈ K:

(rS)(x) =

+∞∑
i=0

(r · si)xi.

A formal series S is proper if the coefficient of x0 is equal to 0. In this case,
if n ∈ N and

Sn(x) =
+∞∑
i=0

tix
i,

then ti = 0 for all i < n. This implies that the sum

S∗(x) =

+∞∑
n=0

Sn(x)

exists. It is called the star of S.
The rational operations in K[[x]] are the sum, the product, the multiplication
by a scalar and the star operation. A subset of K[[x]] is rationally closed if it
is closed for the rational operations. The smallest subset containing a subset
A of K[[x]] and which is rationally closed is called the rational closure of A.
The set of polynomials is a strict subset of K[[x]]. We denote it by K[x].
A formal series is K-rational if it is in the rational closure of K[x].

The following statement is classical, see [71, Corollary 9.2].

Proposition 1.5.2. Let K ∈ {R,Z}. A formal power series S(x) =
∑+∞

i=0 six
i

in x with coefficients in K is K-rational if and only if the sequence (si)i∈N
satisfies a linear recurrent equation with coefficients in K.

Let S(x) =
∑+∞

i=0 six
i be a R-rational series and consider the polynomial

P (x) = a0 + a1x + · · · + akx
k, the characteristic polynomial of the linear
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recurrence satisfied by the sequence (si)i∈N. We can deduce from the pre-
vious proposition that any R-rational series can be expressed as a quotient
of two polynomials. Moreover, we can suppose that the denominator is the
reciprocal polynomial of P : Q(x) = ak + ak−1x + · · · + a1x

k−1 + a0x
k. Let

us show it on an example. Consider the rational series S(x) =
∑+∞

i=0 six
i

where s0 = 1, s1 = 1 and si+2 = 2si+1 + 3si for all i ∈ N. In this case,
P (x) = x2−2x−3 and we have

S(x) =

+∞∑
i=0

six
i = s0 + s1x+

+∞∑
i=0

si+2x
i+2

= 1 + x+
+∞∑
i=0

(2si+1 + 3si)x
i+2

= 1 + x+ 2x
+∞∑
i=0

si+1x
i+1 + 3x2

+∞∑
i=0

six
i

= 1 + x+ 2x (S(x)−s0) + 3x2S(x).

Hence
S(x) =

1−x
1−2x−3x2

.

Note that the numerator only depends on the initial conditions. The other
way around, from a rational fraction (i.e. the quotient of two polynomials)
over R, one can derive a formal power series. Indeed, if Q,R ∈ R[x], then one
obtain a formal power series by carrying out the (long) Euclidean division
of Q by R. If R is the reciprocal polynomial of a linear recurrent sequence,
such a division is always possible. Lets us state this result formally (cf. [8,
Proposition 1.1]).

Proposition 1.5.3. A series S is R-rational in and only if there exist poly-
nomials P and Q in R[x] with Q(0) = 1 such that S is the power series
expansion of the rational function P/Q.

Let us now give a characterization of R+-rational series with Soittola’s
theorem (see [71, Theorem 10.2] or [9]).

Consider a R-rational series S(x) =
∑+∞

i=0 six
i. Then the sequence (si)i∈N

satisfies a linear recurrent equation. With this equation, one can associate its
characteristic polynomial, which admits zeros, called eigenvalues. (Note that
these eigenvalues are the inverse of the poles of the fraction given above.)
A R-rational series admits a dominating eigenvalue if there is among its
eigenvalues a unique eigenvalue having maximal modulus.
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Definition 1.5.4. Let S0, . . . ,Sp−1 be formal power series in R[[x]]. The
merge of these series is the formal power series defined by

S(x) =

p−1∑
i=0

xiSi(x
p).

Otherwise stated, if n = mp + i where i ∈ J 0, p−1 K, then the coefficient of
xn in S(x) is given by the coefficient of xm in Si(x).

Theorem 1.5.5 (Soittola). A power series over R+ is R+-rational if and only
if it is the merge of polynomials and of R-rational series having a dominating
eigenvalue.

We conclude this section with Schützenberger’s theorem of 1961, see [8,
Theorem 7.1].

Definition 1.5.6. Let K ∈ {R,R+}. A formal power series S(x) =
∑+∞

i=0 six
i

in K[[x]] is K-recognizable if there exist an integer n ≥ 1, a matrix A ∈ Kn×n

and two vectors X ∈ K1×n and Y ∈ Kn×1 such that for all i ≥ 0, one has
si = XAiY .

Theorem 1.5.7 (Schützenberger). Let K ∈ {R,R+}. A formal power series
is K-recognizable if and only if it is K-rational.

1.6 Automatic sequences

The aim of this short section is to introduce basic definitions and properties
about automatic sequences needed for a good understanding of Chapter 4,
Section 4.4. For a survey on automatic sequences, we refer the reader to [6].

Definition 1.6.1. Let U be a numeration system. We say that an infinite
word x = (xi)i∈N over an alphabet Σ is U -automatic (i.e. is a U -automatic
sequence) if there is a complete DFAO (Q, q0,ΣU , δ,Σ, τ)) with transition
function δ : Q×ΣU → Q and output function τ : Q→ Σ such that there is a
loop of label 0 over the initial state q0 and

xi = τ(δ(q0, repU (i))), ∀i ∈ N .

The infinite word x is b-automatic if U = (bi)i∈N for an integer b ≥ 2.
We say that an infinite word x is Pisot-automatic (resp. Parry-automatic,
resp. Bertrand-automatic) if U is a Pisot numeration system (resp. a Parry
numeration system, resp. a Bertrand numeration system).
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Thanks to Cobham, we know exactly the b-automatic sequences, see [6,
Theorem 6.3.2].

Theorem 1.6.2. Let b ≥ 2 be an integer. A sequence is b-automatic if and
only if it is the image under a coding of a fixed point of a b-uniform morphism.

Properties of Parry-automatic sequences are discussed in [36]. The next
result is classical for abstract numeration systems, see for instance [65]. We
restate it in our context.

Theorem 1.6.3. Let U be a numeration system such that repU (N) is regular.
An infinite word x = (xi)i∈N over Σ is U -automatic if and only if, for all
σ ∈ Σ, the set {j ≥ 0: xj = σ} is U -recognizable. Otherwise stated, x is
U -automatic if and only if, for all σ ∈ Σ, the set {repU (j) : j ∈ N, xj = σ} is
regular.

Proof. Let us set FU (x, σ) = {repU (j) : j ∈ N, xj = σ}.
First, suppose that x is U -automatic. Then x is generated by a DFAO
A = (Q, q0,ΣU , δ,Σ, τ). Let σ ∈ Σ. Let L(B) be the language recognized by
the DFA B = (Q, q0, F,ΣU , δ), where the set of final states F only contains
the states q such that τ(q) = σ. Then FU (x, σ) is regular, since it is the
intersection of the two regular languages L(B) and repU (N).

Suppose now that for all σ ∈ Σ, the set FU (x, σ) is regular. Let us denote
Σ = {σ1, . . . , σn}. If m 6= `,

FU (x, σm) ∩ FU (x, σ`) = ∅ and repU (N) =
n⋃
`=1

FU (x, σ`).

By hypothesis, for all ` ∈ J 1, n K, FU (x, σl) is recognized by a DFA, say
B` = (Q`, q0,`, F`,ΣU , δ`). From all these automata, we can build a DFAO
A = (Q, q0,ΣU , δ,Σ, τ) to generate x using the numeration system U . Let us
set Q = Q1 × · · · × Qn, q0 = (q0,1, · · · , q0,n). For all state (q1, · · · , qn) ∈ Q
and for all a ∈ ΣU , we set δ((q1, · · · , qn), a) = (δ1(q1, a), · · · , δn(qn, a)). If
there is a unique ` such that q` ∈ F`, then τ((q1, · · · , qn)) = σ`, otherwise the
state can not be reached by a word of repU (N) and the corresponding output
is meaningless. We can conclude, since the word x is obtained from U and
the DFAO A.

Let b ≥ 2 be an integer. The b-kernel of an infinite word x = (xi)i∈N over
Σ is the set of its subsequences of the form

{(xbei+d)i∈N ∈ Σω : e ≥ 0, 0 ≤ d < be}.
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Observe that an element of the b-kernel is obtained by considering those
indices whose base-b expansions end with repb(d) (possibly preceded by some
zeros to get a suffix of length e). With this in mind, we introduce the more
general U -kernel of an infinite word. Note that this definition is from [67].
In [25], the authors give another definition of the kernel.

Definition 1.6.4. Let U be a numeration system and s ∈ Σ∗U be a finite
word. Define the ordered set of integers

Ks = valU (0∗ repU (N) ∩ Σ∗Us) = {k(s, 0) < k(s, 1) < · · · }.

Depending on s, it is possible for this set to be finite or empty. The U -kernel
of an infinite word x = (xi)i∈N over Σ is the set

kerU (x) = {(xk(s,i))i∈N : s ∈ Σ∗U}.

With the above remark, this set can contain finite or even empty subse-
quences.

Example 1.6.5. Consider the Fibonacci numeration system F of Exam-
ple 1.3.4 defined by Fi+2 = Fi+1 + Fi and F0 = 1, F1 = 2. Recall that
ΣF = {0, 1} and repF (N) = 1{0, 01}∗ ∪ {ε}. Let x = (xi)i∈N be the F -
automatic sequence built through the DFAO depicted in Figure 1.7, where
the output function applied to a state is the name of the state. The first

0 1 2

0
1

1

0
1

0

Figure 1.7: A DFAO generating a Fibonacci-automatic sequence.

terms of the sequence x are

x = 012122011202020101120120200122010120101120012121202 · · ·

One has

Kε = valF ((0∗1{0, 01}∗ ∪ {ε}) ∩ {0, 1}∗ε) = valF (0∗1{0, 01}∗ ∪ {ε}) = N .

Hence k(ε, n) = n ∀n ∈ N and the sequence x belongs to the U -kernel of x.
Let us also take a look at the suffix s = 1. One has

K1 = valF (0∗ repF (N) ∩ {0, 1}∗1) = valF (0∗ repF (N)01)

= {1, 4, 6, 9, 12, 14, 17, 19, 22, 25, · · · }.
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Hence the sequence 1202001220101012122 · · · is an element of kerF (x).
To compute completely the F -kernel of the sequence x, we use the tech-

nique introduced in the proof of [67, Proposition 7], which is similar to the
proof of Proposition 4.4.3 in one dimension. The F -kernel of the sequence x
is

kerF (x) = {∅,x,x(0 1),x(0 2),x(1 2),x(0 1 2),x(0 2 1)},

where the sequence x(mn) (m,n ∈ {0, 1, 2}) is the sequence obtained by re-
placing m by n and n by m in the sequence x and in the same way, the
sequence x(mn`) (m,n, ` ∈ {0, 1, 2}) is the sequence obtained from the se-
quence x by replacing every occurrence of m by n, of n by ` and of ` by
m.

The next two results have been obtained in the general framework of
abstract numeration systems (see [67, Propositions 7 and 9]).

Proposition 1.6.6. Let U be a numeration system such that repU (N) is
regular. An infinite word x is U -automatic if and only if its U -kernel is
finite.

Proposition 1.6.7. Let U be a numeration system. If an infinite word is
U -automatic, then it is reversal-U -automatic, i.e. its nth term is obtained by
reading the reversal of repU (n) in a DFAO.

Remark 1.6.8. Notice that the proof of the latter result only relies on clas-
sical constructions on automata defined from the DFAO generating the U -
automatic sequence. The same construction applies in multidimensional set-
ting, which will be defined in Chapter 4, Section 4.4.

1.7 Some material about p-adic numbers

This section is devoted to introduce basic definitions and some properties
about p-adic numbers that will be useful in Chapter 2 to characterize linear
recurrent sequences for which all coefficients are multiple of the same prime,
and to tackle some examples. We refer the interested reader to [40] and [68].

In the sequel of this section, p is a prime number. Let us define an absolute
value |.|p on Z.

Definition 1.7.1. The p-adic valuation of a non-zero integer n, denoted
νp(n), is the exponent of the highest power of p dividing n. Otherwise stated,
for all n ∈ Z0, νp(n) is the unique positive integer satisfying

n = pνp(n)m with gcd(p,m) = 1.
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We also set νp(0) = +∞. Thus, νp can be seen as a function from Z to
N∪{+∞}.

Definition 1.7.2. The p-adic absolute value on Z is defined by

|n|p =

{
p−νp(n) if n 6= 0
0 otherwise.

Example 1.7.3. We have

ν2(3) = ν2(5) = 0, ν2(2) = 1, ν2(8) = 3 = ν2(24),

ν3(2) = 0, ν3(9) = 2, ν3(6) = 1,

hence

|3|2 = |5|2 = 2−0 = 1, |2|2 =
1

2
, |8|2 = |24|2 =

1

8
,

|2|3 = 1, |9|3 =
1

9
, |6|3 =

1

3
.

Note that for all n ∈ Z, |n|p ≤ 1.
One can naturally extend this absolute value to Q as in the following

definition.

Definition 1.7.4. The p-adic absolute value on Z extends to Q by setting∣∣∣m
n

∣∣∣
p

=
|m|p
|n|p

∀m,n ∈ Z, n 6= 0.

Proposition 1.7.5. For allm,n ∈ Q, we have |m.n|p = |m|p·|n|p. Moreover,
the p-adic absolute value is non-archimedean, i.e.

|m+ n|p ≤ max {|m|p, |n|p} .

Furthermore, if |m|p 6= |n|p, the previous inequality is an equality.

Example 1.7.6. We have ∣∣∣∣32
∣∣∣∣
2

=
|3|2
|2|2

=
1
1
2

= 2,

∣∣∣∣32
∣∣∣∣
3

=
1
3

1
=

1

3
,∣∣∣∣ 8

24

∣∣∣∣
2

= 1,

∣∣∣∣96
∣∣∣∣
3

=
1

3
,∣∣∣∣ 8

24
+

3

2

∣∣∣∣
2

=

∣∣∣∣11

6

∣∣∣∣
2

=
1
1
2

= 2 = max

{∣∣∣∣ 8

24

∣∣∣∣
2

,

∣∣∣∣32
∣∣∣∣
2

}
.
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In fact, the field Q is not complete with respect to the p-adic absolute
value: there are Cauchy sequences that do not have a limit. Let us consider
a completion of Q.

Definition 1.7.7. The field of p-adic numbers, denoted by Qp, is the com-
pletion of Q with respect to the p-adic absolute value.

In particular, Qp is an extension field of Q, and we can extend the p-adic
absolute valute on Q to Qp, which we will still denote | · |p, and which is
non-archimedean. Note that Q is dense in Qp with respect to | · |p. Moreover,
the p-adic valuation νp also extend to Qp: for all x ∈ Qp \{0}, there is an
integer νp(x) such that |x|p = p−νp(x). As before, one can extend it to Qp by
setting νp(0) = +∞.

Remark 1.7.8. Contrarily to R, a series
∑

i≥0 γi converges in Qp if and
only if limi→+∞ |γi|p = 0, since Qp is a complete non-archimedean field with
respect to the p-adic absolute value.

Among p-adic numbers, one can point out special numbers: the p-adic
integers.

Definition 1.7.9. The set of p-adic integers, denoted Zp, is the closed unit
ball

Zp = {x ∈ Qp : |x|p ≤ 1}.

Note that Zp is a subring of Qp. Moreover, as expected, the inclusion
Z ↪→ Zp is dense.

Proposition 1.7.10. The set of ordinary integers Z is dense in Zp with
respect to the p-adic absolute value. Conversely, every Cauchy sequence in
ZN has a limit in Zp with respect to the p-adic absolute value.

Remark 1.7.11. The topology of Qp is closely related to its algebraic struc-
ture. For example, if x, y ∈ Qp, then

|x− y|p ≤ p−n if and only if x− y ∈ pn Zp .

With this in mind, we can see that the sets a+ pn Zp with a ∈ Q and n ∈ Z
are closed balls in Qp with center a and radius p−n.

With Definition 1.7.7, it is quite hard to imagine a non-trivial p-adic
number. We can make a description of p-adic numbers in terms of p-adic
expansions (or p-adic developments) as follows.
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Proposition 1.7.12. Every ζ ∈ Qp can be written in the form

ζ = d−Np
−N + · · ·+ d−1p

−1 + d0 + d1p+ d2p
2 + · · ·

=
∑

i≥−N
dip

i,

with N ∈ Z and di ∈ J 0, p−1 K for all i ≥ −N . This representation is unique.

Note that the p-adic integers are exactly those whose p-adic expansion
involve non-negative powers of p. A nice property is that for ordinary non-
negative integers, the p-adic development corresponds to the usual base-p
expansion.

Just as for Q, we have the following statement.

Proposition 1.7.13. The field Qp is not algebraically closed.

In view of the previous proposition, we will have to make use of the
splitting field of a particular polynomial in Chapter 2, Section 2.6. To know
whether a polynomial is irreducible or not, there is the Eisenstein criterion.

Proposition 1.7.14 (Eisenstein irreducibility criterion). Let

P (X) = a0 + a1X + · · ·+ anX
n

be a polynomial satisfying the conditions

• |an|p = 1,

• |ai|p < 1 for 0 ≤ i < n,

• |a0|p = 1/p.

Then P (X) is irreducible over Qp.

The next statement, known as Hensel’s Lemma, is helpful to decide
whether a polynomial has roots in Zp.

Theorem 1.7.15 (Hensel’s Lemma). Let P (X) = a0 + a1X + · · · + anX
n

be a polynomial whose coefficients are in Zp. Suppose that there is a p-adic
integer ζ ∈ Zp such that

|P (ζ)|p < |P ′(ζ)|2p,

where P ′(X) is the formal derivative of P (X). Then there is a unique p-adic
integer η such that P (η) = 0 and |η−ζ|p < |P ′(ζ)|p.
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To be precise, recall that for a formal derivative of a polynomial, there is
not limit process involved: the formal derivative of the polynomial

P (X) = a0 + a1X + · · ·+ anX
n

is the polynomial P ′(X) = a1 + 2a2X + · · ·+ nanX
n−1.

As seen previously, Qp is not algebraically closed. Hence we can consider
its algebraic closure Qp. One can extend the p-adic absolute value to Qp (we
refer the interested reader to [40, Section 5.3] for the construction). However,
Qp is not complete with respect to this absolute value. Hence one constructs
a completion Cp.

Proposition 1.7.16. There are a field Cp and an absolute value | · | on Cp
such that

• Cp contains Qp and the restriction of | · | to Qp coincides with the p-adic
absolute value,

• Cp is complete with respect to | · |,

• Qp is dense in Cp.

The basic ideas of functions remain unchanged when we go to the p-adic
numbers. There are no "intervals", hence usually functions are defined on
open or closed balls. This is the case for the p-adic logarithm and the p-adic
exponential.

Definition 1.7.17. The p-adic logarithm is defined on {x ∈ Zp : |x−1|p < 1}
by

logp(x) =
+∞∑
i=1

(−1)i+1 (x−1)i

i
.

The p-adic exponential is defined on {x ∈ Zp : |x|p < p−1/(p−1)} by

expp(x) =

+∞∑
i=0

xi

i!
.

In this dissertation, logp will denote the p-adic logarithm, while logp is
the classical logarithm in base p.

Of course, usual properties of logarithms and exponentials also hold in
this context. In particular, we have the following.
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Proposition 1.7.18. The p-adic logarithm logp is an isomorphism from
the multiplicative group {x ∈ Zp : |x−1|p < p−1/(p−1)} to the additive group
{x ∈ Zp : |x|p < p−1/(p−1)}, and its inverse map is the p-adic exponential
expp.

Let us conclude with a theorem giving a link between functions defined
by power series and functions defined by polynomials. In what comes next,
if f(X) =

∑I
i=0 aiX

i (I may be +∞), we use the following notation

‖f(X)‖ = max
i
|ai|.

Theorem 1.7.19 (p-adic Weierstrass Preparation Theorem). Consider a
power series f(X) =

∑+∞
i=0 aiX

i with coefficients in Qp such that ai → 0
as i → +∞, so that f(x) converges for x ∈ Zp. Let I be the number defined
by the conditions

|aI |p = max
i≥0
|ai|p and |ai|p < |aI |p for all i > I.

Then there are a polynomial

g(X) = b0 + b1X + · · ·+ bIX
I

of degree I with coefficients in Qp and a power series

h(X) = 1 + c1X + c2X
2 + · · ·

with coefficients in Qp satisfying

• f(X) = g(X)h(X),

• |bI |p = max
0≤i≤I

|bi|p,

• lim
i→+∞

ci = 0, so that h(x) converges for x ∈ Zp,

• |ci|p < 1 for all i ≥ 1,

• ‖f(X)− g(X)‖ < 1.

In particular, h(X) has no zero in Zp.

Note that, since h(X) has no zero in Zp, the zeros of f(X) in Zp are
exactly the same as the zeros of g(X).





Chapter 2

Ultimate periodicity problem
for linear numeration systems

2.1 Introduction

The material of this chapter appears in [27]. We address the following decision
problem. Our aim is to prove that this problem is decidable for a large class
of numeration systems.

Problem 2.1.1. Given a linear numeration system U and a deterministic
finite automaton A whose accepted language is contained in the numeration
language repU (N), decide whether the subset X of N that is recognized by
A is ultimately periodic, i.e. whether or not X is a finite union of arithmetic
progressions (along a finite set).

This question about ultimately periodic sets is motivated by the theo-
rem of Cobham (Theorem 1.3.36), stating that these sets are precisely the
only ones that are recognizable in all integer base numeration systems. In
fact, these sets are also exactly the sets definable by a first-order formula in
the Presburger arithmetic 〈N,+〉 [16]. Cobham’s result has been extended to
various settings. Indeed, inspired by this seminal result, many descriptions of
b-recognizable sets were given, e.g. morphic, algebraic and logical character-
izations [14, 16, 32], extensions of these to systems based on a Pisot number
[15], the normalization map [37] or the possible growth functions [28, 35]. See
also [34] for a survey.

Recall that we use MSDF convention (see Remark 1.3.2). Considering
least significant digit first would not affect decidability, since a language is
regular if and only if its reversal is.

45
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Let us quickly review cases where the decision problem is known to be
decidable. The problem was first solved by Honkala for integer base systems
[43], the proof relying on number theoretic results. Another way to tackle the
problem is the one of [47], where the authors bound the syntactic complexity
of ultimately periodic sets written in base b. Thanks to a deep analysis of the
structure of the automata accepting ultimately periodic sets in [55, 13, 54],
an efficient procedure is now known for integer base systems. For Pisot
numeration systems (and in particular for integer base systems), one can make
use of first-order logic and the decidable extension 〈N,+, VU 〉 of Presburger
arithmetic [15]. (If U = (Ui)i∈N, then VU (n) is the smallest Ui appearing
in the greedy representation of n with a non-zero coefficient.) Given a U -
recognizable set X, there is a first order formula ϕ in 〈N,+, VU 〉 describing
X. The formula

(∃N)(∃p)(∀n ≥ N)(ϕ(n)⇔ ϕ(n+ p))

expresses when X is ultimately periodic, N being a preperiod and p a period
of X. The logic formalism can be applied to systems such that the addition
is recognizable by an automaton, i.e. the set {(x, y, z) ∈ N3 : x + y = z} is
U -recognizable. This is the case for Pisot numeration systems [37].

When addition is not known to be U -recognizable, other techniques must
be found. The problem was shown in [7] to be decidable for some non-Pisot
linear numeration systems satisfying a gap condition, limi→+∞ Ui+1 − Ui is
infinite, and a more technical condition, limm→+∞NU (m) = +∞, where
NU (m) is the number of residue classes that appear infinitely often in the
sequence (Ui mod m)i∈N. An example of such system is given by the relation
Ui+3 = 3Ui+2 + 2Ui+1 + 3Ui.

In view of the above summary, we are looking for a decision procedure
that may be applied to non-Pisot linear numeration systems such that NU (m)
does not tend to infinity whenm→ +∞. Hence we want to take into account
systems where we are not able to apply a decision procedure based on first-
order logic nor on the technique from [7]. We have some minimal assumptions
that we will discuss in Section 2.2. We follow Honkala’s original scheme: if
a DFA A is given as input (the question being whether the corresponding
recognized subset of N is ultimately periodic), the number of states of A
should provide an upper bound on the admissible preperiods and periods. If
there is a finite number of such pairs to test, then we build a DFA AN,p for
each pair (N, p) and one can test whether or not the two automata A and
AN,p accept the same language. This provides us with a decision procedure.
In other words, the idea is that if the given DFA has few states, then it cannot
accept an ultimately periodic set with a large minimal period.
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Example 2.1.2. Consider the numeration system defined by

Gi+4 = 2Gi+3 + 2Gi+2 + 2Gi.

The largest root β of the characteristic polynomial is roughly 2.804, and
−1.134 is another root of modulus larger than one. Note that dβ(1) = 2202.
Hence, with the initial conditions 1, 3, 9, 25 given by Definition 1.3.11, this
numeration system is the numeration system Gβ canonically associated with
β and is thus a Parry non-Pisot numeration system. Moreover, repG(N) is a
regular language over {0, 1, 2}. Whenm is a power of 2, there is a unique con-
gruence class visited infinitely many times by the sequence (Gi mod m)i∈N
because Gi ≡ 0 (mod 2r) for large enough i. For such an example, NG(m)
does not tend to infinity and thus the previously known decision procedures
may not be applied. This is a perfect candidate for which no decision proce-
dures are known.

This chapter is organized as follows. In Section 2.2, we give our assump-
tions on the considered numeration systems. In Section 2.3, we collect several
useful known results on periodic sets and U -representations. In particular,
we relate the length of the U -representation of an integer to its value. Then
in Section 2.4, we discuss cases to bound the admissible periods. There are
three kinds of prime factors of the admissible periods: those that divide all
the coefficients of the recurrence, those that do not but divide the last coef-
ficient of the recurrence, and those that do not divide the last coefficient of
the recurrence. This section is the main point of the chapter. In Section 2.5,
we apply the results of the previous sections. First, we obtain a decision
procedure when the gcd of the coefficients of the recurrence relation is 1, see
Theorem 2.5.1. This extends the scope of results from [7]. On the other
hand, if there are primes dividing all the coefficients, our approach heavily
relies on quite general arithmetic properties of linear recurrence relations. It
has therefore inherent limitations because of notoriously difficult results in
p-adic analysis such as finding bounds on the growth rate of blocks of zeros
in p-adic numbers of a special logarithmic form. We discuss the question
and give illustrations of these p-adic techniques in Section 2.6. We end this
chapter with some concluding remarks.

2.2 Our setting

Throughout this chapter, we let U = (Ui)i∈N be a numeration system. We
have minimal assumptions on this considered linear numeration system U .

(H1) N is U -recognizable,
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(H2) there are arbitrary large gaps between consecutive terms:

lim sup
i→+∞

(Ui+1 − Ui) = +∞,

(H3) the gap sequence (Ui+1 − Ui)i∈N is ultimately non-decreasing:

∃N ≥ 0 ∀i ≥ N, Ui+1 − Ui ≤ Ui+2 − Ui+1.

Let us make a few remarks. Hypothesis (H1) gives sense to our decision
problem. Indeed, under that assumption, ultimately periodic sets are U -
recognizable (Proposition 1.3.33), and in particular, there is a DFA A whose
accepted language is contained in the numeration language. Moreover, thanks
to Proposition 1.3.31, the sequence (Ui)i∈N must satisfy a linear recurrent
equation. Hence we can set

Ui+k = ak−1Ui+k−1 + · · ·+ a0Ui, (2.1)

for all i ∈ N with k minimal.
The assumptions (H2) and (H3) imply that limi→+∞(Ui+1 − Ui) = +∞.

Note that however, in many cases, even if limi→+∞(Ui+1 − Ui) = +∞, the
gap sequence may decrease from time to time.

The reason why we introduce (H3) is that, as showed in Lemma 2.3.6, if
10nw is a greedy representation and if n is large enough, then 10mw is also
a valid greedy representation for all m ≥ n. Otherwise stated, as soon as
the greediness property is fulfilled, one can shift the leading 1 at every larger
index. This is not always the case, as we will see in Example 2.3.7. This
property will be crucial in the proofs of Propositions 2.4.1 and 2.4.6 as well
as Theorem 2.4.15, where we construct U -representations with leading 1’s in
convenient positions.

Note that numeration systems U = (Ui)i∈N satisfying (H1) and such that
all the coefficients of the linear recurrent equation are greater than or equal
to 0 also satisfy (H2) and (H3). Indeed, the sequence (Ui+1−Ui)i∈N satisfies
the same linear recurrent equation than U and is thus ultimately increasing.

Example 2.1.2 satisfies the assumptions (H1), (H2) and (H3).

Example 2.2.1. Our toy example that we will have in mind in Sections 2.4.3,
2.5.2 and 2.6.1 is given by the recurrenceHi+3 = 12Hi+2+6Hi+1+12Hi. Even
though the system is associated with a Pisot number, it is still interesting
because NH(m) does not tend to infinity (thus we cannot follow the decision
procedure from [7]) and the gcd of the coefficients of the recurrence is larger
than 1 (see Section 2.5.2). Let r ≥ 1, then Hi ≡ 0 (mod 2r) (resp. Hi ≡ 0
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(mod 3r)) for large enough i, thus if m is a power of 2 or 3, NH(m) is
finite. By taking the initial conditions 1, 13, 163, the language of greedy H-
representations is regular. Indeed, this choice of initial conditions corresponds
to the canonical system associated to the dominant root of the polynomial
X3−12X2−6X−12, hence it is a Bertrand numeration system (see Section 1.3
and particularly Definition 1.3.11).

2.3 Some useful lemmas

The following lemma is a simple consequence of the minimality of the period
chosen to represent an ultimately periodic set, see also [43].

Lemma 2.3.1. Let X be an ultimately periodic set of period π and let i, j be
integers greater than or equal to the preperiod of X. If i 6≡ j (mod π), then
there is r < π such that either i + r ∈ X and j + r 6∈ X, or i + r 6∈ X and
j + r ∈ X.

Proof. Suppose that i < j (we proceed similarly for the other case) and
putting aside the trivial case π = 1, suppose π > 1. Proceed by contradiction:
suppose that for all t ∈ J 0, π−1 K, i+ t ∈ X ⇔ j + t ∈ X. Let p ∈ J 0, π−1 K
be such that p ≡ j−i (mod π). Let n ∈ N be such that n ≥ i (so that
n is greater than the preperiod of X too). Then ∃r ∈ J 0, π−1 K such that
n ≡ i + r (mod π). Thus n + p ≡ i + r + p ≡ j + r (mod π). Then,
n + p ∈ X ⇔ j + r ∈ X ⇔ i + r ∈ X ⇔ n ∈ X, but π is minimal with this
property, hence a contradiction.

Our assumption (H2) allows us to extend greedy U -representations with
some extra leading digits.

Lemma 2.3.2. Let U be a numeration system satisfying (H2). Then for all
i ∈ N and all L ≥ i, there exists ` ≥ L such that

10`−| repU (t)| repU (t), t = 0, . . . , Ui−1

are greedy U -representations. Otherwise stated, if the word w is a greedy U -
representation, then there are arbitrary large r such that the word 10rw is
also a greedy U -representation.

Proof. Let i ∈ N, L ≥ i. We have repU (Ui) = 10i. Hence repU (Ui−1) is the
greatest word of length i with respect to the genealogical order. Since we
suppose (H2), there exists ` ≥ L such that

U`+1 − U` > Ui − 1.
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Thus the word 10`−i repU (Ui−1) is the greedy U -representation of the integer
U` + Ui−1 < U`+1. Hence the conclusion.

When N is U -recognizable, using a pumping-like argument, we can give
an upper bound on the number of zeros to be inserted.

Lemma 2.3.3. Let U be a numeration system satisfying (H1) and (H2).
Then there is an integer constant C > 0 such that if w is a greedy U -
representation, then for some ` < C, 10`w is also a greedy U -representation.

Proof. By assumption (H1), there is a DFA, say with C states, accepting the
numeration language repU (N). Let w be a greedy U -representation. Then
from Lemma 2.3.2, there is r ≥ C such that 10rw ∈ repU (N). The path of
label 10rw starting from the initial state is accepting. Since r ≥ C, a state is
visited a least twice when reading the block 0r. Thus there is an accepting
path of label 10`w with ` < C.

Let us introduce a constant Z.

Lemma 2.3.4. Let U be a numeration system satisfying (H2) and (H3).
Then there exists R ≥ N (where N is the constant given in (H3)) such that

UR+1 − UR ≥ Ui+1 − Ui

for all i ≤ R.

Definition 2.3.5. We set

Z = max{R,C}

where C is the constant given in Lemma 2.3.3 and R in Lemma 2.3.4.

Note that all these constants can be effectively computed. Indeed, C can
be deduced from the automaton accepting the language of the numeration.
Then, assuming that N is given in input with the numeration system, R
can be computed by an exhaustive search and finally, one has to choose
Z = max{R,C}.

Thanks to (H3), we can add many zeros to greedy representations and
obtain new greedy representations.

Lemma 2.3.6. Let U be a numeration system satisfying (H1), (H2) and
(H3). If w is a greedy U -representation, then for all z ≥ Z, 10zw is also a
greedy U -representation.
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Proof. Let w be a greedy U -representation. By Lemma 2.3.3, there is ` < C
such that 10`w is a greedy U -representation. Let i = `+|w|. Let n = valU (w).
We have Ui + n < Ui+1.

• If i ≥ Z, then

Ui+1 + n = Ui+1 − Ui + Ui + n

≤ Ui+2 − Ui+1 + Ui + n

< Ui+2.

Hence Uj + n < Uj+1 for all j ≥ i. Otherwise stated, 10`
′
w is a greedy

U -representation for all `′ ≥ `. In particular, since ` < Z, for all z ≥ Z,
10zw is a greedy U -representation.

• If i < Z, then

UZ + n = UZ − Ui + Ui + n

< UZ − Ui + Ui+1

≤ UZ+1 − Ui+1 + Ui+1

≤ UZ+1.

Hence 10Z−|w|w is a greedy U -representation. We conclude by applying
the first part of the proof.

Example 2.3.7. The sequence 1, 2, 4, 5, 16, 17, 64, 65, . . . is a solution of the
linear recurrence Ui+4 = 5Ui+2 − 4Ui, but it does not satisfies (H3). The
property stated in Lemma 2.3.6 does not hold: only some shifts to the left of
leading coefficient 1 lead to valid greedy U -representations. The word 1001
is the greedy expansion of 6, but for all t ≥ 1, the word 1(00)t1001 is not a
greedy representation.

Example 2.3.8. The sequence 1, 2, 3, 4, 8, 12, 16, 32, 48, 64, 128, . . . is a solu-
tion of the linear recurrence Ui+3 = 4Ui. The associated numeration language
0∗ repU (N) is the set of suffixes of {000, 001, 010, 100}∗, hence (H1) holds. For
all i ∈ N, Ui+1 − Ui = 4bi/3c. Therefore, (H2) and (H3) are also verified.

Under assumption (H1), the formal series
∑

i∈N UiX
i is R+-rational. In-

deed, Ui is the number of words of length less than or equal to i in the regular
language repU (N). To the automaton accepting repU (N), say with m states
numbered from 1 to m, one can associate an adjacency matrix A ∈ Nm×m, a
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row vector X ∈ N1×m where the kth element of X is 1 if the state k is initial
and 0 otherwise, and one can associate a column vector Y ∈ Nm×1 where the
kth element of Y is 1 if the state k is final and 0 otherwise. Thus, if Vi is the
number of words of length i in repU (N), since N ⊆ R+, the series

∑
i∈N ViX

i

is R+-recognizable, hence R+-rational, by Theorem 1.5.7. To conclude, it
suffices to compute the product of this latter series with the series

∑+∞
i=0 X

i.
One can therefore make use of Soittola’s theorem 1.5.5. We thus define

the following quantities.

Definition 2.3.9. We introduce an integer u and a real number β depending
only on the numeration system. From Soittola’s theorem, there are an integer
u ≥ 1, real numbers β0, . . . , βu−1 ≥ 1, a positive integer I1 and non-zero
polynomials P0, . . . , Pu−1 such that for r ∈ J 0, u−1 K and i ≥ I1,

Uui+r = Pr(i)β
i
r +Qr(i)

where Qr(i)
βir
→ 0 when i → +∞. Since (Ui)i∈N is increasing, for r < s < u

and for all i ≥ I1, we have

Uui+r < Uui+s < Uu(i+1)+r.

Thus, dividing each side of the first inequality by βir, we obtain

Pr(i) +
Qr(i)

βir
< Ps(i)

βis
βir

+
Qs(i)

βir
.

If βr > βs, then letting i go to infinity gives

Qr(i)

βir
→ 0,

βis
βir
→ 0 and

Qs(i)

βir
→ 0,

which is impossible since Pr is a non-zero polynomial with positive dominant
term. Hence βr ≤ βs. In the same way, the second inequality shows that
βs ≤ βr. We conclude that we must have β0 = · · · = βu−1, that we denote
by β. In a similar way, we can show that deg(P0) = · · · = deg(Pu−1),
that we denote d. Otherwise stated, for r ∈ J 0, u−1 K, Uui+r ∼ cri

dβi for
some constant cr. Let T be such that cT = max0≤r<u cr. In other words,
we highlight with T a subsequence (Uui+T )i∈N with the maximal dominant
coefficient.
Since (Ui)i∈N is increasing and QT (i)

βi
→ 0 when i→ +∞, there is I2 > 0 such

that PT (i) > 0, for all i ≥ I2. Moreover, there is I3 > 0 such that PT is non-
decreasing "after I3". Finally, let I be the positive integer max{I1, I2, I3}.
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Note that if a numeration system has a dominant root, i.e. the minimal
recurrence relation satisfied by (Ui)i∈N has a unique root β > 1, possibly with
multiplicity greater than 1, of maximum modulus, then u = 1.

Lemma 2.3.10. With the notation of Definition 2.3.9, if β > 1, then there
are non-negative constants K and L such that for all n ∈ N,

| repU (n)| < u logβ(n) +K

and
| repU (n)| > u logβ(n)− u logβ(PT (logβ(n) +K/u))− L.

This lemma shows that the length of the greedy U -representation of n
grows at most like u logβ(n). If PT is a constant polynomial, the lower bound
is of the form u logβ(n) + L′ for some constant L′. From the result, we
may express the weaker information (on ratios instead of differences) that
| repU (n)| ∼ u logβ(n).

Proof. We have | repU (n)| = ` if and only if U`−1 ≤ n < U`. We make use of
Definition 2.3.9 for u, β, T and I. Let j =

⌊
`−1−T
u

⌋
. Suppose that n is large

enough so that j ≥ I. Since U is increasing and j ≥ I,

U`−1 ≥ Uju+T = PT (j)βj +QT (j).

We get

logβ(n) ≥ logβ(U`−1) ≥ j + logβ(PT (j)) + logβ

(
1 +

QT (j)

PT (j)βj

)
.

Note that, up to an increasing of n, we can suppose that 1 + QT (j)
PT (j)βj

> 0

(since QT (i)
βi
→ 0 when i → +∞ and PT is non-decreasing after I), so that

the last logarithm in the above inequality is well-defined.
Hence

j ≤ logβ(n)− logβ(PT (j))− logβ

(
1 +

QT (j)

PT (j)βj

)
.

Moreover, j > `−1−T
u −1 ≥ `−u

u −1 ≥ `
u−2. We obtain

` < u(j + 2) ≤ u logβ(n) + 2u− u logβ(PT (j))− u logβ

(
1 +

QT (j)

PT (j)βj

)
.

Since j ≥ I and PT is non-decreasing after I, we get

` < u(j + 2) ≤ u logβ(n) + 2u− u logβ(PT (I))− u logβ

(
1 +

QT (j)

PT (j)βj

)
.
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Finally, since QT (i)
βi
→ 0 when i→ +∞, there is a constant K ≥ 0 such that

` < u(j + 2) ≤ u logβ(n) +K.

We supposed that n is large enough so that j ≥ I and 1 + QT (j)
PT (j)βj

> 0. Note
that there is only a finite number of integers not fulfilling these conditions.
Hence, possibly increasing the value of the constant K, we can assume that
the above inequality is satisfied for any integer n.

We proceed similarly to get a lower bound for `. Let k =
⌊
`−T
u

⌋
. Observe

that j ≤ k, hence k ≥ I. Since U is increasing, we have

U` < Uu(k+1)+T = PT (k + 1)βk+1 +QT (k + 1).

We obtain

logβ(n) < logβ(U`) < k+ 1 + logβ(PT (k+ 1)) + logβ

(
1 +

QT (k + 1)

PT (k + 1)βk+1

)
.

As in the first part of the proof, we can suppose that n is large enough to get
1 + QT (k+1)

PT (k+1)βk+1 > 0.
Observe that k ≤ j + 1. Hence, from the first part, we get

k + 1 ≤ j + 2 ≤ logβ(n) +
K

u
.

Since k ≤ `−T
u ≤

`
u , we have

` ≥ uk > u logβ(n)− u− u logβ(PT (k + 1))− u logβ

(
1 +

QT (k + 1)

PT (k + 1)βk+1

)
.

We have k + 1 > k ≥ I and recall that PT is non-decreasing after I, hence

PT (k + 1) ≤ PT
(

logβ(n) +
K

u

)
.

Hence

` > u logβ(n)− u− u logβ

(
PT

(
logβ(n) +

K

u

))
− u logβ

(
1 +

QT (k + 1)

PT (k + 1)βk+1

)
.

Furthermore, since QT (i)
βi
→ 0 when i→ +∞ and PT is non-decreasing after

I, there is a constant L ≥ 0 such that

` > u logβ(n)− u logβ

(
PT

(
logβ(n) +

K

u

))
− L.
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As in the first part of the proof, we only considered the n such that j ≥ I
and 1 + QT (k+1)

PT (k+1)βk+1 > 0. Possibly increasing the value of L, we can assume
that the above inequality is satisfied for all integers n.

Example 2.3.11. Consider the sequence of integers 1, 2, 6, 12, 36, 72, . . . de-
fined by U0 = 1, U2i+1 = 2U2i and U2i+2 = 3U2i+1. Then for all i ∈ N,
Ui+2 = 6Ui. It is easily seen that U2i = 6i and U2i+1 = 2 · 6i. With the
notation of Definition 2.3.9, u = 2, β = 6, d = 0 and PT = cT = 2. The
language 0∗ repU (N) is made of words where in even (resp. odd) positions
when reading from right to left (i.e. with LSDF convention), we can write
0, 1 (resp. 0, 1, 2). If | repU (n)| = 2`+ 1, then U2` = 6` ≤ n < U2`+1 = 2 · 6`,
thus on the one hand | repU (n)| ≤ 2 log6(n) + 1 and on the other hand
| repU (n)| > 2 log6(n2 ) + 1 = 2 log6(n) − 2 log6(2) + 1. If | repU (n)| = 2`,
then U2`−1 = 2 · 6`−1 ≤ n < U2` = 6`, hence 6` ≤ 6n2 , which implies
| repU (n)| ≤ 2 log6(3n) = 2 log6(n) + 2 log6(3) and | repU (n)| > 2 log6(n).

Example 2.3.12. Consider the sequence 1, 3, 8, 20, 48, 112, . . . defined by
U0 = 1, U1 = 3 and Ui+2 = 4Ui+1 − 4Ui. Then Ui = ( i2 + 1)2i. With the
notation of Definition 2.3.9, u = 1, β = 2, d = 1 and PT (X) = X

2 + 1.
If | repU (n)| = ` then U`−1 = ( `−1

2 + 1)2`−1 ≤ n < U` = ( `2 + 1)2`, thus
| repU (n)| < log2(n) + 1. Indeed, ` ≤ log2(n) + 1 − log2( `−1

2 + 1), and
log2( `−1

2 + 1) ≥ 0⇔ ` ≥ 1. Moreover,

| repU (n)| > log2(n)− log2(
`

2
+ 1) > log2(n)− log2(

1

2
log2(n) +

3

2
).

We get K = 1 and PT (log2(n) +K/u) = 1
2 log2(n) + 3

2 , with the notation of
Lemma 2.3.10.

As shown by the next result, it is enough to obtain a bound on the
admissible period of X. In [7, Proposition 41], the result is given for abstract
numeration systems. We restate it in our context.

Proposition 2.3.13. Let U be a numeration system satisfying (H1), let X
be an ultimately periodic set of non-negative integers and let AX be a DFA
with #QX states accepting repU (X). Then the preperiod αX of X is bounded
by a computable constant J depending only on the number of states of AX
and the period πX of X.

Proof. Let B be the minimal automaton of the numeration language and
denote by Q its set of states.

Let U = (Ui)i∈N. By Proposition 1.3.31, the sequence (Ui)i∈N satisfies a
linear recurrent equation. Hence the sequence (Ui mod πX)i∈N is ultimately
periodic. Let a (resp. p) denote its preperiod (resp. its period).
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For αX large enough, one has | repU (αX−1)| > #QX ·#Q. Suppose that
αX−1 ∈ X. Then by the pumping lemma (Proposition 1.2.15) applied to the
product automaton AX ×B, there are x, y, z such that repU (αX−1) = xyz,
y 6= ε, |xy| ≤ #QX · #Q and xynz ∈ repU (X) for all n ≥ 0. Now if
αX−1 6∈ X, repU (αX−1) is accepted by the automaton AX ×B, which is
the automaton AX ×B where the status final/non-final of every state has
been exchanged. By the pumping lemma, there exist words x, y, z such that
repU (αX−1) = xyz, y 6= ε, |xy| ≤ #QX · #Q and xynz 6∈ repU (X) for all
n ≥ 0. In both cases, |xy| is bounded by a constant, thus one has |z| > a if
αX is large enough.

In both cases, since |z| > a and since the sequence (Ui mod πX)i∈N is
ultimately periodic of preperiod a and period p, one has for all ` ≥ 0

valU (xy`πXpyz) ≡ valU (xyz) (mod πX).

Now, we use the minimality of αX to obtain a contradiction. First, sup-
pose that αX−1 ∈ X. Then by minimality of αX , one has αX−1+nπX 6∈ X
for all n ≥ 1. Then for ` > 0

xy`πXpyz ∈ repU (X)

by the pumping lemma. But this word represents an integer of the form
αX−1+nπX with n > 0, which cannot belong to X.
Secondly, suppose that αX−1 6∈ X. Then by minimality of αX , one has
αX−1+nπX ∈ X for all n ≥ 1. Then for ` > 0

xy`πXpyz 6∈ repU (X)

by the pumping lemma. But this word represents an integer of the form
αX−1+nπX with n > 0, which belongs to X.

Remark that J can be effectively computed as follows. The constant J
must be chosen such that αX > J implies | repU (αX−1)| −#QX ·#Q > a.
Since the numeration system U , the period πX and the number of states of
#QX are given, a and repU (n) for all n ≥ 0 can be effectively computed.

2.4 Number of states

We follow Honkala’s strategy introduced in [43]. A DFA AX accepting
repU (X) is given as input. Assuming that X is ultimately periodic, the
number of states of AX should provide a computable upper bound on the
possible period and preperiod of X. This should leave us with a finite number
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of candidates to test. Thanks to Proposition 1.3.33, one therefore builds a
DFA for each pair of admissible preperiod and period. Equality of regular
languages being decidable, we compare the language accepted by this DFA
and the one accepted by AX . If an agreement is found, then X is ultimately
periodic, otherwise it is not. Thanks to Proposition 2.3.13, we only focus on
the admissible periods.

Recall Equation 2.1:

Ui+k = ak−1Ui+k−1 + · · ·+ a0Ui.

Assume that the minimal automaton AX of repU (X) is given. Let πX be a
potential period for X. We consider the prime decomposition of πX . There
are three types of prime factors:

(P1) those that do not divide a0,

(P2) those that divide a0 but that do not simultaneously divide all the co-
efficients of the recurrence relation,

(P3) the remaining ones are the primes dividing all the coefficients of the
recurrence relation.

Our strategy is to bound these three types of factors separately.

2.4.1 Factors of the period that are coprime with a0

The next result shows that, given AX , the possible period cannot have a large
factor coprime with a0: it provides a bound on this kind of factor that may
occur in a candidate period.

Proposition 2.4.1. Assume (H1), (H2) and (H3). Let X ⊆ N be an ulti-
mately periodic U -recognizable set and let q be a divisor of the period πX such
that gcd(q, a0) = 1. Then the minimal automaton of repU (X) has at least
q states.

Proof. Since gcd(q, a0) = 1, the sequence (Ui mod q)i∈N is purely periodic.
In particular, 1 occurs infinitely often in this sequence.

Let us define q integers k1, . . . , kq ≥ 0 and q words w1, . . . , wq ∈ {0, 1}∗
of the following form

wj = 10kj10kj−1 · · · 10k10| repU (πX)|.

Thanks to Lemmas 2.3.2 and 2.3.6, we may impose the following conditions.
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• First, k1 is taken large enough to ensure that valU (w1) is larger than the
preperiod of X and 10k1 repU (πX) is a valid greedy U -representation.

• Secondly, k2, . . . , kq are taken large enough to ensure that wj ∈ repU (N)
for all j.

• Thirdly, we can choose k1, . . . , kq so that the 1’s occur at indices m
such that Um ≡ 1 (mod q).

Observe that valU (wj) ≡ j (mod q). Since q divides πX , the words w1, . . . , wq
have pairwise distinct values modulo πX .

Let i, j ∈ {1, . . . , q} such that i 6= j. By Lemma 2.3.1, we can assume that
there exists ri,j < πX such that valU (wi) + ri,j ∈ X and valU (wj) + ri,j 6∈ X
(the symmetric situation can be handled similarly). In particular, one has
| repU (ri,j)| ≤ | repU (πX)|. Consider the two words

wi0
−| repU (ri,j)| repU (ri,j) and wj0

−| repU (ri,j)| repU (ri,j)

where, in the above notation, it should be understood that we replace the
rightmost zeros in wi and wj by repU (ri,j). The first word belongs to repU (X)
and the second does not. Consequently, the number of states of the minimal
automaton of repU (X) is at least q: w1, . . . , wq belong to pairwise distinct
Nerode equivalence classes.

2.4.2 Prime factors of the period that divide a0 but do not
divide all the coefficients of the recurrence relation

We depart from the strategy developed in [7] and now turn to a particular
situation where a prime factor p of the candidate period for X is such that,
for some integer µ ≥ 1, the sequence (Ui mod pµ)i∈N has a period containing
a non-zero element. Again, this will provide us with an upper bound on p
and its exponent in the prime decomposition of the period.

Definition 2.4.2. We say that an ultimately periodic sequence has a zero
period if it has period 1 and the repeated element is 0. Otherwise stated, the
sequence has a tail of zeros.

Remark 2.4.3. Let µ ≥ 1. Note that if the periodic part of (Ui mod pµ)i∈N
contains a non-zero element, then the same property holds for the sequence
(Ui mod pµ

′
)i∈N with µ′ ≥ µ.

Furthermore, assume that for infinitely many µ, (Ui mod pµ)i∈N has a zero
period. Then from the previous paragraph, we conclude that (Ui mod pµ)i∈N
has a zero period for all µ ≥ 1.
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Example 2.4.4. We give a sequence where only finitely many sequences
modulo pµ have a zero period. Take the sequence U0 = 1, U1 = 4, U2 = 8
and Ui+2 = Ui+1 + Ui for i ∈ N0, then the sequence (Ui mod 2µ)i≥0 has a
zero period for µ = 1, 2 because of the particular initial conditions. But it
is easily checked that it has a non-zero period for all µ ≥ 3. Indeed, the
sequence (Ui mod 8)i∈N is given by 1(404)ω.

The next result is a special instance of [7, Theorem 30] and its proof turns
out to be much simpler. It precisely describes the case where a zero period
occurs infinitely often.

Theorem 2.4.5. Let p be a prime. The sequence (Ui mod pµ)i∈N has a zero
period for all µ ≥ 1 if and only if all the coefficients a0, . . . , ak−1 of the linear
relation (2.1) are divisible by p.

Proof. It is clear that if a0, . . . , ak−1 are divisible by p, then for any choice of
initial conditions, Uk, . . . , U2k−1 are divisible by p, hence U2k, . . . , U3k−1 are
divisible by p2, and so on. Otherwise stated, for all µ ≥ 1 and all i ≥ µk, Ui
is divisible by pµ.

We turn to the converse. Since the sequence (Ui)i≥0 is linearly recurrent,
the power series

U(x) =
∑
i≥0

Ui x
i

is rational. By assumption, (Ui mod pµ)i≥0 has a zero period for all µ ≥ 1.
Otherwise stated, with the p-adic absolute value notation, |Ui|p ≤ p−µ for
large enough i, i.e. |Ui|p → 0 as i → +∞. Applying Remark 1.7.8, the
series U(x) converges in Qp in the closed unit disc. Therefore, the poles
ρ1, . . . , ρr ∈ Cp of U(x) must satisfy |ρj |p > 1 for 1 ≤ j ≤ r.

Let P (x) = 1−ak−1x−· · ·−a0x
k be the reciprocal polynomial of the linear

recurrence relation (2.1). By minimality of the order k of the recurrence, the
roots of P are precisely the poles of U(x) with the same multiplicities. If we
factor

P (x) = (1− δ1x) · · · (1− δkx),

each of the δj is one of the 1
ρ1
, . . . , 1

ρr
. For n > 0, the coefficient of xn is

an integer equal to a sum of product of elements of p-adic absolute value
less than 1. Since |m + n|p ≤ max{|m|p, |n|p} (see Proposition 1.7.5), this
coefficient is an integer with a p-adic absolute value less than 1, i.e. a multiple
of p.

Thanks to Remark 2.4.3 and Theorem 2.4.5, if p is a prime not dividing
all the coefficients of the recurrence relation (2.1) then there is a least integer
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λ (depending only on p) such that (Ui mod pλ)i∈N has a period containing a
non-zero element.

Proposition 2.4.6. Assume (H1), (H2) and (H3). Let p be a prime not
dividing all the coefficients of the recurrence relation (2.1) and let λ ≥ 1 be
the least integer such that (Ui mod pλ)i∈N has a period containing a non-zero
element. If X ⊆ N is an ultimately periodic U -recognizable set with period
πX = pµ · r where µ ≥ λ and r is not divisible by p, then the minimal
automaton of repU (X) has at least pµ−λ+1 states.

Proof. We will make use of the following observation. Let n ≥ 1. In the
additive group (Z/pnZ,+), an integer a has order ps with 0 ≤ s ≤ n if and
only if a = pn−s ·m where m is not divisible by p.

By assumption, (Ui mod pλ)i∈N has a period containing a non-zero ele-
ment R of order ordpλ(R) = pθ for some θ such that 0 < θ ≤ λ. Consider a
large enough index K such that UK is in the periodic part of (Ui mod pµ)i∈N
and UK ≡ R (mod pλ). Using the above observation twice, one has first
UK ≡ m · pλ−θ (mod pλ) for some m coprime with p and therefore, UK has
order ordpµ(UK) = pµ−λ+θ modulo pµ.

We can again apply the same construction as in the proof of Proposi-
tion 2.4.1. We define words of the form

wj = 10kj10kj−1 · · · 10k10| repU (πX)|

with the same properties, except for the second one: the 1’s occur at indices
t such that Ut ≡ UK (mod pµ). Note that

valU (wj) ≡ j · UK (mod pµ).

Hence the number of distinct numerical values modulo pµ that are taken by
those words is given by the order of UK in Z/pµZ, i.e. pµ−λ+θ. Since θ ≥ 1,
the words w1, . . . , wpµ−λ+1 have pairwise distinct values modulo pµ. Then
they also have pairwise distinct values modulo πX .

Let i, j ∈ {1, . . . , pµ−λ+1} such that i 6= j. As in the proof of Proposi-
tion 2.4.1, by Lemma 2.3.1, we can suppose that there is ri,j < πX such that
valU (wi) + ri,j ∈ X and valU (wj) + ri,j 6∈ X (the other case is handled in like
manner). In particular, | repU (ri,j)| ≤ | repU (πX)|. Consider the two words

wi0
−| repU (ri,j)| repU (ri,j) and wj0

−| repU (ri,j)| repU (ri,j)

where the above notation means that we replace the rightmost zeros in vi
and vj by repU (ri,j). The first word belongs to repU (X) and the second
does not. Consequently, the number of states of the minimal automaton
of repU (X) is at least pµ−λ+1: w1, . . . , wpµ−λ+1 belong to pairwise distinct
Nerode equivalence classes.
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2.4.3 Prime factors of the period that divide all the coeffi-
cients of the recurrence relation

We can factor the period πX as

πX = mX · pµ11 · · · p
µt
t (2.2)

where every pj divides all the coefficients of the recurrence relation (2.1)
(factors of type (P3)) and for every prime factor q of mX , at least one of the
coefficients of the recurrence relation (2.1) is not divisible by q. Otherwise
stated, the factor mX collects the prime factor of types (P1) and (P2).

Remark 2.4.7. There is a finite number of primes dividing all the coefficients
of the recurrence relation. Thus, we only have to obtain an upper bound on
the corresponding exponents µ1, . . . , µt that may appear in (2.2).

Lemma 2.4.8. [43, Lemma 6] Let X be an ultimately periodic set with period
(2.2). Then there exists r ∈ J 0,mX−1 K such that X∩(mX N+r) is ultimately
periodic of period πν = mX · pν11 · · · p

νt
t with max

i∈J 1,t K
µi = max

i∈J 1,t K
νi.

Remark 2.4.9. The quantity r in the previous lemma is not necessarily
unique. To avoid ambiguity, we always consider the smallest possible r and
the associated exponents ν1, . . . , νt.

Definition 2.4.10. Let j ∈ J 1, t K and µ ≥ 1. From Theorem 2.4.5, the
sequence (Ui mod pµj )i∈N has a zero period. We denote by fpj (µ) the length
of the preperiod, i.e. Ufpj (µ)−1 6≡ 0 (mod pµj ) and Ui ≡ 0 (mod pµj ) for all
i ≥ fpj (µ).

Example 2.4.11. Let us consider the numeration system from Example 2.1.2.
The sequence (Gi mod 2)i∈N is 1, 1, 1, 1, 0ω. Hence f2(1) = 4. The sequence
(Gi mod 4)i∈N is 1, 3, 1, 3, 2, 0, 2, 2, 0ω. Hence f2(2) = 8. Continuing this way,
we have f2(3) = 12 and f2(4) = 16.

Note that fpj is non-decreasing: fpj (µ+ 1) ≥ fpj (µ).

Definition 2.4.12. We denote by FX the maximum of the values fpj (νj) for
j ∈ J 1, t K:

FX = max
1≤j≤t

fpj (νj).

Otherwise stated, FX is the least index such that for all i ≥ FX and all
j ∈ J 1, t K, Ui ≡ 0 (mod p

νj
j ). By the Chinese remainder theorem, FX is also

the least index such that for all i ≥ FX , Ui ≡ 0 (mod πν
mX

).
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Example 2.4.13. Consider the numeration system from Example 2.2.1.
Here we have two prime factors 2 and 3 to take into account. Computa-
tions show that f2(1) = 3, f2(2) = 5, f2(3) = 7 and f3(1) = 3, f3(2) = 6,
f3(3) = 9. Assume that we are interested in a period πν = 72 = 23.32. With
the above definition, FX = max(f2(3), f3(2)) = 7. One can easily check that
(Hi mod 72)i∈N is 1, 13, 19, 30, 54, 48, 36, 0ω.

We introduce a quantity γmX which only depends on the numeration
system U and the number mX defined in (2.2). Since we are only interested
in decidable issues, there is no need to find a sharp estimate on this quantity.

Definition 2.4.14. Under (H1), for each s ∈ J 0,m−1 K, a DFA accepting
the language 0∗ repU (mN+s) can be effectively built (see Proposition 1.3.33).
We let γm denote the maximum of the number of states of these DFAs for
s ∈ J 0,m−1 K.

A crucial point in the proof of next statement is that a digit 1 occurs
for UFX−1 in a specific word we construct. The proof makes use of the same
kind of arguments built for definite languages (Definition 1.1.11) as in [47,
Lemma 2.1].

Theorem 2.4.15. Assume (H1), (H2) and (H3). Let X ⊆ N be an ulti-
mately periodic U -recognizable set with period πX factored as in (2.2). As-
sume that FX − 1 − | repU (πν − 1)| ≥ Z, where Z is the constant given in
Definition 2.3.5. Also assume that FX is greater than the preperiod of (Ui
(mod mX))i∈N. Then there is a positive constant C such that the minimal
automaton of 0∗ repU (X) has at least | repU (πν−1)|+1

γmX
states.

This result will provide us with an upper bound on µ1, . . . , µt (details are
given in Section 2.5.2). Since mX has been bounded in the first part of this
chapter, if max(µ1, · · · , µt)→∞, then πν →∞ but therefore the number of
states of the minimal automaton of 0∗ repU (X) should increase.

Proof. We may apply Lemma 2.3.6 and consider the given positive constant
Z: we will assume that if w is a greedy U -representation, then, for all z ≥ Z,
10zw also belongs to repU (N).

Let r be the quantity of Lemma 2.4.8. Then the set Y = X ∩ (mX N+r)
has period πν . Let AY be the minimal automaton of 0∗ repU (Y ). We will pro-
vide a lower bound on the number of states of this automaton. By definition
of FX , we have UFX−1 6≡ 0 (mod πν

mX
). Let g large enough so that

• g ≥ Z
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• UFX+g is larger than the preperiod of Y

• g + 1 is a multiple of the period of (Ui (mod mX))i∈N.

Consider

n1 = valU ((10g)mX10FX−1) =

mX∑
i=0

UFX+(g+1)i−1

n2 = valU (10FX+g) = UFX+g.

Observe that n1 and n2 are both congruent to UFX−1 (mod mX). However,
modulo πν

mX
, n1 is congruent to UFX−1 6≡ 0 but n2 is congruent to 0. Con-

sequently, n1 and n2 are not congruent modulo πν . By Lemma 2.3.1 applied
to the set Y , we may suppose that there exists s < πν such that

n1 + s ∈ Y and n2 + s 6∈ Y

(the symmetrical situation can be treated in the same way). Let us set
`X = | repU (πν−1)|. Note that | repU (s)| ≤ `X and then by assumption,
FX − 1−| repU (s)| ≥ FX − 1− `X ≥ Z. Thanks to Lemma 2.3.6, both words

u = (10g)mX10FX−1−| repU (s)| repU (s)

and
v = 10g00FX−1−| repU (s)| repU (s)

are greedy U -representations. For all ` ≥ 0, define an equivalence relation E`
on the set of states of AY :

E`(q, q
′)⇔ (∀x ∈ Σ∗U )

[
|x| ≥ `⇒ (δ(q, x) ∈ F ⇔ δ(q′, x) ∈ F)

]
where δ (resp. F) is the transition function (resp. the set of final states) of
AY . Let us denote the number of equivalence classes of E` by P`. Clearly,
E`(q, q

′) implies E`+1(q, q′), and thus P` ≥ P`+1.
Let i ∈ J 0, `X K. By assumption, `X < FX . Since u and v have the same

suffix of length FX−1, we can factorize these words as

u = uiwi and v = viwi

where |wi| = i. Let q0 be the initial state of AY . By construction, one
has δ(q0, uiwi) ∈ F whereas δ(q0, viwi) /∈ F , hence the states δ(q0, ui) and
δ(q0, vi) are not in relation with respect to Ei. But for all j > i, they satisfy
Ej . It is enough to show that

Ei+1(δ(q0, ui), δ(q0, vi)). (2.3)
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Figures 2.1 and 2.2 can help the reader. Let x be such that |x| = i + t,
with t ≥ 1. Let p be the prefix of repU (s) of length | repU (s)|−i, this prefix p
being empty whenever this difference is negative. If we replace wi by x in u
and v, we get

uix = (10g)mX10FX−1−|px|+tpx and vix = 10g00FX−1−|px|+tpx.

Then

valU (uix)− valU (vix) = UFX+t−1 +

mX∑
i=2

UFX+(g+1)i+t−1.

This quantity is congruent to 0 (mod mX) and by definition of FX , it is also
congruent to 0 (mod πν

mX
). Hence, valU (uix) and valU (vix) belong to the

periodic part of Y and they differ by a multiple of the period πν . Therefore,
valU (uix) belongs to Y if and only if valU (vix) also does.

u:

i

≤ `X

FX−1

1

0

ui wi

repU (s): p

viv: wi t

x

Figure 2.1: The different words (case where i ≤ | repU (s)|).

In order to obtain (2.3), it remains to show that either both uix and vix
are valid greedy U -representations or both are not. If the word px is not a
greedy U -representation then neither uix nor vix can be valid. Assume now
that px is a greedy U -representation. Note that in both situations described
in Figures 2.1 and 2.2, |px| ≤ `X + t. Thanks to the assumption, we obtain
FX − 1−|px|+ t ≥ FX − 1− `X ≥ Z. The greediness of px and Lemma 2.3.6
imply that 10FX−1−|px|+tpx is a greedy U -representation. Since g ≥ Z, uix
is also a greedy U -representation and the same observation trivially holds for
vix.

We conclude that

P0 > P1 > · · · > P`X ≥ 1.
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u:

i

≤ `X

FX−1

1

0

ui wi

repU (s):

viv: wi t

x

Figure 2.2: The different words (case where i > | repU (s)|).

Since P0 is the number of states of AY , the automaton AY has at least `X +1
states.

Finally, denote by AX and Ar the minimal automata of 0∗ repU (X) and
0∗ repU (mXN + r) respectively. The number of states of Ar is bounded by
γmX . The DFAAX∩(mX N+r) is a quotient of the product automatonAX×Ar,
hence the number of states of AX∩(mX N+r) is at most the number of states
of AX times γmX . We thus obtain that the number of states of AX is at least
`X+1
γmX

.

2.5 Cases we can deal with

This section is divided in two parts. First, we solve the decision problem for
numeration systems such that all the coefficients of the recurrence relation
are coprime. This first case allows us to handle new systems for which no
procedure was known. Secondly, we give a decision procedure for numera-
tion systems such that the gcd of the coefficients of the recurrence relation is
greater than 1 and with an extra hypothesis. Finally, we discuss this addi-
tional assumption.

2.5.1 The gcd of the coefficients of the recurrence relation
is 1

In this case, for any ultimately periodic set X, the factorization of the period
πX given in (2.2) has the special form πX = mX and the addressed decision
problem turns out to be decidable.
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Theorem 2.5.1. Let U be a linear numeration system satisfying (H1), (H2)
and (H3) and such that the gcd of the coefficients of the recurrence rela-
tion (2.1) is 1. Given a DFA A accepting a language contained in the nu-
meration language repU (N), it is decidable whether this DFA recognizes an
ultimately periodic set.

Proof. Assume that X is an ultimately periodic set with period πX . Let p be
a prime that divides πX . Either p divides the last coefficient of the recurrence
relation a0, or it does not.

In the latter case, thanks to Proposition 2.4.1, for any n ≥ 1, if pn divides
πX then pn is bounded by the number of states of A.

In the former case, p divides a0. Note that there is only a finite number
of such primes. By assumption, p does not divide all the coefficients of the
recurrence relation. Then thanks to Theorem 2.4.5, there is µ ≥ 1 such that
the periodic part of the sequence (Ui mod pµ)i∈N contains a non-zero element.
Let λ be the least such µ. By an exhaustive search, one can determine the
value of λ: one finds the period of a sequence (Ui mod pµ)i∈N as soon as two
k-tuples (Ui mod pµ, · · · , Ui+k−1 mod pµ) are identical (remind that k is the
order of the recurrence). We then apply Proposition 2.4.6. For any n ≥ 1,
if pn divides πX then either n < λ or pn−λ+1 is bounded by the number of
states of A.

The previous discussion provides us with an upper bound on πX , i.e. on
the admissible periods for X. Then from Proposition 2.3.13, associated with
each admissible period, there is a computable bound for the corresponding
admissible preperiods for X. We conclude that there is a finite number of
pairs of candidates for the preperiod and period of X. Similar to Honkala’s
scheme, we therefore have a decision procedure by enumerating a finite num-
ber of candidates. For each pair (α, π) of possible preperiods and periods,
there are 2α2π corresponding ultimately periodic sets X. For each such can-
didate X, we build a DFA accepting repU (X) and compare it with A. We
can conclude since equality of regular languages is decidable.

There are recurrence relations with that property but that were not han-
dled in [7]. Take [7, Example 33]

Ui+5 = 6Ui+4 + 3Ui+3 − Ui+2 + 6Ui+1 + 3Ui, ∀i ≥ 0.

For this recurrence relation, NU (3i) 6→ ∞ (the proof relies on [7, Theo-
rem 30]). The characteristic polynomial has the dominant root β = 3 + 2

√
3

and it also has three roots of modulus 1. Therefore, no decision procedure was
known. But thanks to Theorem 2.5.1, we can handle such new cases under our



2.5. Cases we can deal with 67

mild assumptions (H1), (H2) and (H3). Indeed, by applying Bertrand’s theo-
rem with the initial conditions 1, 7, 45, 291, 1881 (we have d∗β(1) = (62)ω), the
numeration language 0∗ repU (N) is the set of words over {0, 1, . . . , 6} avoid-
ing the factors 63, 64, 65, 66, hence (H1) holds. Moreover, it is easily checked
that for all i ≥ 0, Ui+1 − Ui ≥ 5Ui. Therefore, the system U also satisfies
(H2) and (H3).

2.5.2 The gcd of the coefficients of the recurrence relation is
larger than 1

If X is an ultimately periodic set with period πX = mX ·pµ11 · · · p
µt
t with t ≥ 1

as in (2.2), then the quantity FX is well-defined. Theorem 2.4.15 has a major
assumption. The quantity

nX = FX − 1− |repU (πν − 1)|

should be larger than some positive constant Z, which only depends on the
numeration system U .

Theorem 2.5.2. Let U be a linear numeration system satisfying (H1), (H2)
and (H3), and such that the gcd of the coefficients of the recurrence rela-
tion (2.1) is larger than 1. Let Z be the constant given in Definition 2.3.5.
Assume there is a computable positive integer D such that for all ultimately
periodic sets X of period πX = mX · pµ11 · · · p

µt
t as in (2.2) with t ≥ 1, if

max(µ1, · · · , µt) ≥ D then nX ≥ Z. Then, given a DFA A accepting a lan-
guage contained in the numeration language repU (N), it is decidable whether
this DFA recognizes an ultimately periodic set.

Proof. Assume that X is an ultimately periodic set with period, as in (2.2),
πX = mX ·pµ11 · · · p

µt
t . Note that there are only finitely many primes dividing

all the coefficients of the recurrence relation (2.1), hence the possible p1, . . . , pt
belongs to a finite set depending only on the numeration system U .

Applying the same reasoning as in the proof of Theorem 2.5.1, mX is
bounded by a constant B deduced fromA. Thus the quantity γmX introduced
in Definition 2.4.14 is also bounded.

Consider the greatest preperiod P of the sequences (Ui (mod b))i∈N, b ∈
J 1, B K. Then by definition of FX , there exists a computable constant D′

such that if max(µ1, · · · , µt) ≥ D′, then FX is greater than P .
By hypothesis, there is a computable positive integer constant D such

that if max(µ1, · · · , µt) ≥ D then nX ≥ Z. Let E = max(D,D′). The
number of t-uples (µ1, · · · , µt) in J 0, E−1 Kt is finite. Hence there is a finite
number of periods πX of the form mX · pµ11 · · · p

µt
t with mX bounded and
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(µ1, · · · , µt) in this set. We can enumerate them and proceed as in the last
paragraph of the proof of Theorem 2.5.1.

We may now assume that max(µ1, · · · , µt) ≥ E. Thanks to the assump-
tion, nX ≥ Z. Moreover, FX is greater than P . We are thus able to apply
Theorem 2.4.151: it provides a bound on πν and thus on the possible expo-
nents µ1, . . . , µt depending only on A. We conclude in the same way as in
the proof of Theorem 2.5.1.

In the last part of this section, we present a possible way to tackle new
examples of numeration systems by applying Theorem 2.5.2. We stress the
fact that when πX is increasing then both terms FX and | repU (πν − 1)| are
increasing. If β > 1 (see Definition 2.3.9), then the growth of the second one
has a logarithmic bound thanks to Lemma 2.3.10, hence we need insight on
fpj (µ) to be able to guarantee nX ≥ Z.

There is a clear link between the pj-adic valuation νpj (cf. Definition 1.7.1)
and fpj : for all non-negative integers µ and M ,

fpj (µ) = M ⇐⇒ (νpj (UM−1) < µ ∧ ∀i ≥M, νpj (Ui) ≥ µ).

Remark 2.5.3. With our Example 2.2.1 and initial conditions 1, 2, 3, com-
puting the first few values of ν2(Hi) might suggest that it is bounded by
a function of the form i

2 + c, for some constant c. Nevertheless, comput-
ing more terms we get the following pairs (i, ν2(Hi)): (67, 44), (2115, 1070),
(10307, 5172), (534595, 267318), (2631747, 1315896). The constant c sug-
gested by each of these points is respectively 21

2 , 25
2 , 37

2 , 41
2 , 45

2 , which is
increasing. This example explains the second term g(i) in the function bound-
ing νpj (Ui) in the next statement.

In the next lemma, the reader can think about logarithm function instead
of a general function g. Indeed, for any ε > 0, log(i) < ε i for large enough i.
We also keep context and notation from (2.2).

Lemma 2.5.4. Let j ∈ J 1, t K. Assume that there are α, ε ∈ R>0 and a
non-decreasing function g such that

νpj (Ui) <
⌊
αi
⌋

+ g(i)

for all i ∈ N and there exists M such that g(i) < ε i for all i > M . Then, for
large enough µ,

fpj (µ) >
µ

α+ ε
.

1Considering leading zeros or not do not change the reasoning.
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Proof. By definition of the p-adic valuation, p
νpj (Ui)

j | Ui and p
νpj (Ui)+1

j - Ui.
Thus, by definition of fpj , for all i,

fpj (νpj (Ui) + 1) ≥ i+ 1.

For all µ, since the functions x 7→
⌊
αx
⌋
and g are non-decreasing and since

the first one tends to infinity, there exists i such that⌊
αi
⌋

+ g(i) ≤ µ <
⌊
α(i+ 1)

⌋
+ g(i+ 1).

Take µ large enough so that i ≥ M . Using the right-hand side inequality,
µ < α(i+ 1) + ε(i+ 1) and we get

i >
µ

α+ ε
− 1.

Using the left-hand side inequality, µ ≥
⌊
αi
⌋

+ g(i) > νpj (Ui). Since we have
integers on both sides, µ ≥ νpj (Ui) + 1. Since fpj is non-decreasing, for all
large enough µ,

fpj (µ) ≥ fpj (νpj (Ui) + 1) ≥ i+ 1 >
µ

α+ ε
.

To apply Theorem 2.5.2, we are looking for some constant D such that
max{µ1, · · · , µt} ≥ D ⇒ nX ≥ Z. To find this D, let us first look for a lower
bound for nX . One the one hand, suppose that for each j ∈ J 1, t K, there
exist αj , εj , gj and Mj as in the above lemma. Then, if ν1, . . . , νt are large
enough,

FX = max
j∈J 1,t K

fpj (νj) > max
j∈J 1,t K

(
νj

αj + εj

)
≥

max
j∈J 1,t K

νj

max
j∈J 1,t K

(αj + εj)
.

Secondly, let u and β as in Definition 2.3.9. Assume that β > 1. Applying
Lemma 2.3.10, there is a constant K such that

|repU (πν − 1)| ≤ u logβ

mX

t∏
j=1

p
νj
j

+K.

The right hand side is

u

t∑
j=1

νj logβ(pj) + u logβ(mX) +K

≤ u
(

max
j∈J 1,t K

νj

) t∑
j=1

logβ pj + u logβ(mX) +K.
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Consequently,

nX ≥ max
j∈J 1,t K

νj

 1

max
j∈J 1,t K

(αj + εj)
− u

t∑
j=1

logβ pj

− u logβ(mX)−K − 1.

We thus obtain a lower bound for nX . If πX tends to infinity (and as-
suming that the corresponding factor mX remains bounded as explained in
the proof of Theorem 2.5.2), then the quantity maxj∈J 1,t K µj = maxj∈J 1,t K νj
must also tend to infinity. Hence we are able to conclude, i.e. nX tends to
infinity and in particular, nX will become larger than Z (the constant from
Definition 2.3.5) whenever

1

max
j∈J 1,t K

(αj + εj)
> u

t∑
j=1

logβ pj . (2.4)

Actually, we don’t need nX tending to infinity, since we have the weaker
requirement nX ≥ Z. The constant D from Theorem 2.5.2 can be obtained
as follows. To ensure that nX ≥ Z, it is enough to have

max
j∈J 1,t K

µj ≥
Z +K + 1

1
max

j∈J 1,t K
(αj+εj)

− u
∑t

j=1 logβ pj
(2.5)

and the right hand side only depends on the numeration system U .
As a conclusion, we simply define the constant D as the right hand side in

(2.5) and, under the assumption of Lemma 2.5.4 about the behaviour of the
pj-adic valuations of (Ui)i∈N, the decision procedure of Theorem 2.5.2 may
thus be applied. From a practical point of view, even though nX tending
to infinity is not required, testing (2.4) is relatively easy with estimations
as seen in the following remark. This is not a formal proof, simply rough
computations suggesting what could be the value of α in Lemma 2.5.4.

Remark 2.5.5. One can make some computational experiments. Take the
numeration system of Example 2.1.2. If we compute ν2(Gi), the values for
41 ≤ i ≤ 60 are given by

10, 10, 10, 11, 13, 11, 11, 12, 12, 12, 12, 13, 14, 13, 13, 14, 14, 14, 14, 15.

Hence, one can conjecture that α1 = 1
4 and the above condition (2.4) becomes

(u = 1), assuming ε1 to be negligible,

4 > log2.804(2) ' 0.672.



2.6. An incursion into p-adic analysis 71

Take the numeration system of Example 2.2.1. If we compute ν2(Hi), the
values for 41 ≤ i ≤ 60 are given by

24, 20, 21, 21, 24, 22, 23, 23, 27, 24, 25, 25, 28, 26, 27, 27, 33, 28, 29, 29

and, similarly, for ν3(Hi)

13, 14, 14, 14, 15, 15, 15, 16, 17, 16, 17, 17, 17, 18, 18, 18, 19, 20, 19, 20.

Hence, one can conjecture that α1 = 1
2 and α2 = 1

3 . The recurrence has a
real dominant root β ' 12.554 (hence u = 1). Assuming ε1 and ε2 to be
negligible, the condition (2.4) is therefore

2 > log12.554(2) + log12.554(3) ' 0.708.

2.6 An incursion into p-adic analysis

In this section, we discuss the requirement on the p-adic valuation given in
Lemma 2.5.4. To that end, we reconsider our toy example.

2.6.1 A third-order sequence

Throughout this section, let Hi+3 = 12Hi+2 + 6Hi+1 + 12Hi with initial
conditions H0 = 1, H1 = 13, H2 = 163 be the sequence of Example 2.2.1.
There are two primes dividing all the coefficients of the recurrence relation:
2 and 3. The 3-adic valuation of Hi has a simple structure.

Theorem 2.6.1. For all i ∈ N, we have

ν3(Hi) =

⌊
i

3

⌋
+

{
0 if i 6≡ 4 (mod 9)

1 if i ≡ 4 (mod 9).

Proof. Let Ti = Hi/3
i−2
3 for all i ∈ N. Since Hi+3 = 12Hi+2 + 6Hi+1 + 12Hi,

the sequence (Ti)i∈N satisfies for all i ∈ N the recurrence relation given by
Ti+3 = 4 · 32/3Ti+2 + 2 · 31/3Ti+1 + 4Ti. Moreover, the initial terms are
T0 = 32/3, T1 = 13 · 31/3, T2 = 163, thus it follows that Ti ∈ Z[31/3] for all
i ∈ N. Modulo 9Z[31/3], one computes that the sequence (Ti)i∈N is periodic
with period 27, since this sequence can be written uvω where v is the finite
word

32/3 4 · 31/3 1 7 · 32/3 3 · 31/3 1 2 · 32/3 2 · 31/3 4

32/3 31/3 7 7 · 32/3 3 · 31/3 7 8 · 32/3 5 · 31/3 1

32/3 7 · 31/3 4 7 · 32/3 3 · 31/3 4 5 · 32/3 8 · 31/3 7.
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Therefore the sequence (ν3(Ti))i∈N of 3-adic valuations is

2

3
,

1

3
, 0,

2

3
,

4

3
, 0,

2

3
,

1

3
, 0, · · ·

with period 9. (Note that we use the natural extension of ν3 to a function
ν3 : Z[31/3]→ 1

3 Z.) Equivalently,

ν3(Ti) =

⌊
i

3

⌋
− i−2

3
+

{
0 if i 6≡ 4 (mod 9)

1 if i ≡ 4 (mod 9).

It follows that

ν3(Hi) =
i−2

3
+ ν3(Ti) =

⌊
i

3

⌋
+

{
0 if i 6≡ 4 (mod 9)

1 if i ≡ 4 (mod 9)

for all i ∈ N.

Theorem 2.6.1 implies i−2
3 ≤ ν3(Hi) ≤ i+2

3 for all i ∈ N. In particu-
lar, ν3(Hi) <

⌊
i
3

⌋
+ 2, hence the condition of Lemma 2.5.4 is satisfied, and

therefore for every ε > 0 we have

f3(µ) >
µ

1
3 + ε

for large enough µ. This takes care of one of the two primes dividing all the
coefficients of the recurrence relation. We still have to discuss ν2(Hi).

Unfortunately, Theorem 2.6.1 is not representative of the behaviour of
νp(si) for a general sequence (si)i∈N satisfying a linear recurrence with con-
stant coefficients. For instance, the 2-adic valuation of the sequence (Hi)i∈N
is (much) more complicated. To study the more general setting, we will make
use of the field of p-adic numbers (see Chapter 1 Section 1.7).

Recall that | repp(n)| is the number of digits in the standard base-p rep-
resentation of n (cf. Example 1.3.3). For all n ≥ 1, we can bound νp(n)
as

νp(n) ≤ | repp(n)| − 1 =
⌊
logp(n)

⌋
≤ logp(n).

Proposition 2.6.3 below gives the analogous upper bound on νp(n−ζ) when
ζ is a p-adic integer whose sequence of base-p digits does not have blocks of
consecutive zeros that grow too quickly.

Definition 2.6.2. Let p be a prime and let ζ ∈ Zp \N. Write ζ =
∑

i≥0 dip
i,

where each di ∈ J 0, p−1 K. For all a ∈ N, let `ζ(a) ≥ 0 be maximal j such
that 0 = da = da+1 = · · · = da+j−1.
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Proposition 2.6.3. Let p be a prime and let ζ ∈ Zp \N. If there are real
numbers C,D such that C > 0, D ≥ −(C + 1), and `ζ(a) ≤ Ca + D for all
a ≥ 2, then νp(n−ζ) ≤ (2C +D + 2) logp(n) for all n ≥ p.

Proof. Write ζ =
∑

i≥0 dip
i, where each di ∈ J 0, p−1 K. For all a ∈ N, define

the integer ζa = ζ (mod pa) =
∑a−1

i=0 dip
i. Then νp(ζa−ζ) = a+ `ζ(a).

Let n ≥ p and a = | repp(n)| ≥ 2. Since ζ /∈ N, n−ζ 6= 0, the p-adic
valuation b = νp(n−ζ) is well-defined. There are two cases.

If n ≤ ζb, then in fact n = ζb. Indeed, n ≤ ζb < pb, thus n 6= ζb implies
n−ζb 6≡ 0 (mod pb), which contradicts b = νp(n−ζ). Thus n = ζb. Since
| repp(n)| = a and n = ζb, we have 0 = da = · · · = db−1. Therefore we have
ζa = ζb = n ≥ pa−1, and

νp(n−ζ)

logp(n)
=
νp(ζa−ζ)

logp(ζa)
≤

a+ `ζ(a)

logp(p
a−1)

≤ a+ Ca+D

(a−1)
≤ 2 + 2C +D,

where the final inequality follows from 1 + C +D ≥ 0.
If n > ζb, then n = ζb + pbm for some positive integer m. Therefore

n ≥ pb, hence

νp(n−ζ)

logp(n)
≤ b

logp(p
b)

= 1 < 1 + C ≤ 2 + 2C +D

if b ≥ 1 and νp(n−ζ)
logp(n) = 0 < 2 + 2C +D if b = 0.

We now focus on the sequence of 2-adic valuations (ν2(Hi))i∈N. Note
that computations in what follows can be done with a computing system like
Mathematica. To analyse the 2-adic behaviour of (Hi)i∈N, we construct a
piecewise interpolation of Hi to Z2 using the method described by Rowland
and Yassawi in [69]. Let P (x) = x3−12x2−6x−12 be the characteristic
polynomial of (Hi)i∈N. The polynomial P (x) has a unique root β1 ∈ Z2

satisfying β1 ≡ 2 (mod 4). Indeed, since |P (2)|2 = 1
64 < 1

4 = |P ′(2)|22, we
can apply Hensel’s Lemma (Theorem 1.7.15): there is a unique β1 ∈ Z2 such
that P (β1) = 0 and |β1−2|2 < |P ′(2)|2 = 1/2. Therefore there is a unique β1

such that ν2(β1−2) > 1, i.e. so that 4 | β1−2.
Polynomial division shows that P (x) factors in Z2[x] as

P (x) = (x− β1)
(
x2 + (β1−12)x+ (β2

1−12β1−6)
)
.

One checks that P (x) has no roots in Z2 congruent to 0, 1, 3, 4, 5, or 7
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modulo 8: P (x) ≡ x3 + 4x2 + 2x+ 4 mod 8, hence

x P (x) mod 8

0 4
1 1 + 4 + 2 + 4 ≡ 3
3 27 + 36 + 6 + 4 ≡ 1
4 64 + 64 + 8 + 4 ≡ 4
5 125 + 100 + 10 + 4 ≡ 7
7 343 + 196 + 14 + 4 ≡ 5

Since β1 has multiplicity 1, this implies that the splitting field K of P (x) is
a quadratic extension of Q2. Let β2 and β3 be the other two roots of P (x)
in K = Q2(β2). Since β1 ≡ 2 (mod 4), the 2-adic absolute value of β1 is
|β1|2 = 1

2 . Using the quadratic factor of P (x) and an approximation to β1,
one computes |β2|2 = |β3|2 = 1√

2
.

Let c1, c2, c3 ∈ K be such that

Hi = c1β
i
1 + c2β

i
2 + c3β

i
3

for all i ∈ N. Using the initial conditions, we get

c1 =
−H0β2β3 +H1(β2 + β3)−H2

(β2 − β1)(β1 − β3)

c2 =
−H0β3β1 +H1(β3 + β1)−H2

(β3 − β2)(β2 − β1)

c3 =
−H0β1β2 +H1(β1 + β2)−H2

(β1 − β3)(β3 − β2)
.

Recall that H0 = 1, H1 = 13, H2 = 163. Using this information, one com-
putes |c1|2 = 2 and |c2|2 = 2

√
2 = |c3|2. Factoring out βi2 gives

Hi = βi2

(
c1 (β1β2 )i + c2 + c3 (β3β2 )i

)
. (2.6)

For further considerations (see the proof of Theorem 2.6.7), we need to study
the the proximity of c2 + c3 (β3β2 )i to 0. To analyse the size of c2 + c3 (β3β2 )i,
we interpret (β3β2 )i as a function of a 2-adic variable. For this we need the
2-adic exponential exp2 and logarithm log2 (see Definition 1.7.17). One can
check with a computation that one has |(β3β2 )4 − 1|2 = 1

8 < 1
2 = 2−1/(2−1).

Therefore, for all m ≥ 0 and r ∈ {0, 1, 2, 3},

(β3β2 )r+4m = (β3β2 )r(β3β2 )4m

= (β3β2 )r exp2 log2((β3β2 )4m)

= (β3β2 )r exp2

(
m log2((β3β2 )4)

)
.



2.6. An incursion into p-adic analysis 75

Denote L = log2((β3β2 )4). Using the power series for log2, one computes
|L|2 = 1

8 . For all x ∈ Z2[β2] and r ∈ {0, 1, 2, 3}, define

fr(r + 4x) = c2 + c3 (β3β2 )r exp2(Lx).

For all x ∈ Z2, we have |Lx|2 = 1
8 |x|2 ≤

1
8 <

1
2 = 2−1/(2−1), thus fr is well-

defined on r + 4Z2. The four functions f0, f1, f2, f3 constitute a piecewise
interpolation of c2 + c3 (β3β2 )i. Namely, c2 + c3 (β3β2 )i = fi mod 4(i) for all i ∈ N.

The equation fr(r + 4x) = 0 is equivalent to

exp2(Lx) = − c2
c3

(β2β3 )r.

For r ∈ {0, 2, 3}, one computes
∣∣∣− c2

c3
(β2β3 )r − 1

∣∣∣
2
≥ 1

2 = 2−1/(2−1), hence there

is no solution x for these values of r. For r = 1,
∣∣∣− c2

c3
(β2β3 )r − 1

∣∣∣
2

= 1
16 <

1
2 ,

thus there is a unique solution, namely x = 1
L log2

(
− c2β2
c3β3

)
, which has size

|x|2 = 1
2 .

Definition 2.6.4. With the above notation, let

ζ = 1 + 4 1
L log2

(
− c2β2
c3β3

)
.

In this case, one has f1(ζ) = 0 and |ζ|2 = 1 (using Proposition 1.7.5). Re-
mark that ζ is a computable number, and one computes ζ ≡ 660098850944665
(mod 250).

Proposition 2.6.5. The quantity ζ given in Definition 2.6.4 belongs to Z2.

Proof. Let σ : K → K be the Galois automorphism that non-trivially per-
mutes β2 and β3. The formulas for c2 and c3 imply c2

c3
· σ(c2)
σ(c3) = 1; this implies

log2

(
− c2β2
c3β3

)
+ σ

(
log2

(
− c2β2
c3β3

))
= log2

(
c2β2
c3β3
· σ(c2)β3
σ(c3)β2

)
= log2(1) = 0.

Similarly,
log2((β3β2 )4) + σ

(
log2((β3β2 )4)

)
= log2(1) = 0.

Therefore

log2

(
− c2β2
c3β3

)
log2((β3β2 )4)

=
−σ
(
log2

(
− c2β2
c3β3

))
−σ
(
log2((β3β2 )4)

) = σ

 log2

(
− c2β2
c3β3

)
log2((β3β2 )4)


is invariant under σ and thus is an element of Q2. It follows from |ζ|2 = 1
that ζ ∈ Z2.
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By Proposition 2.6.3, the growth rate of ν2(Hi) is determined by the
approximability of

ζ = · · · 100101100001011011001111011000011011110110100110012

by non-negative integers.

Conjecture 2.6.6. Let ζ ∈ Z2 be defined as in Definition 2.6.4. The lengths
of the 0 blocks of the 2-adic digits of ζ satisfy `ζ(a) ≤ 2

95a+ 18
5 for all a ≥ 0.

Conjecture 2.6.6 is weak in the sense that it is almost certainly far from
sharp. One expects the digits of ζ to be randomly distributed, in which case
`ζ(a) = log2(a) + O(1). Indeed, among the first 1000 base-2 digits of ζ,
the longest block of 0s has length 10. However, results concerning digits of
irrational numbers are notoriously difficult to prove. Bugeaud and Kekeç [19,
Theorem 1.7] give a lower bound on the number of non-zero digits among the
first a digits of an irrational algebraic number in Qp. However, there are no
known results of this form for transcendental numbers.

The above conjectural bound was obtained by computing the line through
`ζ(19) = 4 and `ζ(304) = 10. If Conjecture 2.6.6 is true, then an explicit
formula for ν2(Hi) is given by the following theorem. In particular, the ap-
proximation ζ ≡ 660098850944665 (mod 250) is sufficient to compute ν2(Hi)
for all i ≤ 249.

Theorem 2.6.7. Let ζ ∈ Z2 be defined as in Definition 2.6.4. Conjec-
ture 2.6.6 implies that for all i ≥ 10,

ν2(Hi) =

⌊
i−1

2

⌋
+

{
ν2(i−ζ) if i ≡ 1 (mod 4)

0 if i 6≡ 1 (mod 4).

Proof. We start as in the proof of Theorem 2.6.1. Let Ti = Hi/2
i
2
−1 for

all i ∈ N. Since Hi+3 = 12Hi+2 + 6Hi+1 + 12Hi, the sequence (Ti)i∈N
satisfies the recurrence Ti+3 = 6

√
2Ti+2 + 3Ti+1 + 3

√
2Ti. The initial terms

are T0 = 2, T1 = 13
√

2, T2 = 163, thus it follows that Ti ∈ Z[
√

2] for all
i ∈ N. Modulo 2Z[

√
2], the sequence (Ti)i≥2 is periodic with period 4:

1,
√

2, 1, 0, 1,
√

2, 1, 0, · · · . It follows that if i ≥ 2 and i 6≡ 1 (mod 4) then

ν2(Hi) =
i

2
− 1 + ν2(Ti) =

i

2
− 1 +


0 if i ≡ 0 (mod 4)

0 if i ≡ 2 (mod 4)
1
2 if i ≡ 3 (mod 4)

=

⌊
i−1

2

⌋
.
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It remains to determine ν2(Hi) when i ≡ 1 (mod 4). We continue to
use the splitting field K of P (x), the 2-adic numbers β1, β2, β3, c1, c2, c3 and
the function f1 defined before Definition 2.6.4. When i ≡ 1 (mod 4), Equa-
tion (2.6) gives

|Hi|2 = 2−
i
2

∣∣∣c1 (β1β2 )i + f1(i)
∣∣∣
2
.

To obtain a simpler formula for |Hi|2, we compare the sizes of the two terms
being added and use the particular case of Proposition 1.7.5. For the first,
we have

∣∣∣c1 (β1β2 )i
∣∣∣
2

= 21− i
2 . For the second,

|f1(i)|2 =
∣∣∣c2 + c3β3

β2
exp2

(
L · i−1

4

)∣∣∣
2
.

Since the function f1(1 + 4x) = c2 + c3β3
β2

exp2(Lx) has a unique zero ζ−1
4 ,

the p-adic Weierstrass preparation theorem (Theorem 1.7.19) implies the exis-
tence of a power series h with coefficients inK such that h(0) = 1, |h(x)|2 = 1
for all x ∈ Z2[β2], and

f1(1 + 4x) =
c2 + c3β3

β2

− ζ−1
4

(
x− ζ−1

4

)
h(x).

(Recall that the p-adic Weierstrass preparation theorem implies the existence
of a polynomial g and a power series h such that f1(x) = g(x)h(x), where g
has exactly the same zeros as f , and where the coefficient of X0 in h is 1.)
Therefore

|f1(i)|2 =

∣∣∣∣∣c2 + c3β3
β2

− ζ−1
4

∣∣∣∣∣
2

∣∣∣ i−1
4 −

ζ−1
4

∣∣∣
2

=
√

2|i−ζ|2.

Conjecture 2.6.6 and Proposition 2.6.3 imply |i−ζ|2 ≥ i−536/95 for all i ≥ 2.
The functions 21− i

2 and
√

2i−536/95 intersect at i ≈ 70.21. For all i ≥ 73 such
that i ≡ 1 (mod 4),∣∣∣c1 (β1β2 )i

∣∣∣
2

= 21− i
2 <
√

2i−536/95 ≤ |f1(i)|2

and therefore

|Hi|2 = 2−
i
2

∣∣∣c1 (β1β2 )i + f1(i)
∣∣∣
2

= 2−
i
2 |f1(i)|2 = 2

1−i
2 |i−ζ|2. (2.7)

Moreover, an explicit computation shows that we have 21− i
2 <
√

2|i−ζ|2 for
all i ≡ 1 (mod 4) satisfying 13 ≤ i ≤ 69, hence |Hi|2 = 2

1−i
2 |i−ζ|2 for these

values as well. Therefore ν2(Hi) = i−1
2 + ν2(i−ζ) for all i ≡ 1 (mod 4)

verifying i ≥ 13.
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Corollary 2.6.8. Conjecture 2.6.6 implies that ν2(Hi) ≤ i
2 + 536

95 log2(i) for
all i ≥ 10.

Proof. Since Hi 6= 0 for all i ∈ N, we have |Hi|2 6= 0 for all i ∈ N. Moreover,
|f1(ζ)|2 = 0. Thus Equation (2.7) implies ζ 6∈ N. Conjecture 2.6.6 and
Proposition 2.6.3 imply ν2(i−ζ) ≤ 536

95 log2(i) for all i ≥ 2. By Theorem 2.6.7,
ν2(Hi) ≤ i

2 + 536
95 log2(i) for all i ≥ 10.

This is sufficient to apply Lemma 2.5.4. Under Conjecture 2.6.6, we have
the right behaviour for both ν2(Hi) and ν3(Hi).

2.6.2 A fourth-order sequence

The general case is even more complicated than getting Definition 2.6.4 and
Theorem 2.6.7. For example, consider the sequence (Gi)i∈N from Exam-
ple 2.1.2 given by the initial conditions G0 = 1, G1 = 3, G2 = 9, G3 = 25 and
the recurrence Gi+4 = 2Gi+3 +2Gi+2 +2Gi. There is only one prime number
dividing all the coefficients of the recurrence relation: 2. By the Eisenstein
criterion 1.7.14, the characteristic polynomial P (x) = x4−2x3−2x2−2 is irre-
ducible overQ2. LetK be the splitting field of P (x) overQ2. Let β1, β2, β3, β4

be the four roots of P (x) in K, and let c1, c2, c3, c4 be the elements of K such
that Gi =

∑4
j=1 cjβ

i
j for all i ∈ N.

To compute with the roots βi, we would want to write K as a simple
extension Q2(α). For this, we need to determine the degree d of the extension
and a polynomial Q(x) ∈ Q2[x] of degree d such that Q(x) is irreducible over
Q2 and Q(α) = 0. Then we could compare the sizes |βj |2 of the roots to
each other. Experiments suggest that |β1|2 = |β2|2 = |β3|2 = |β4|2 = 2−1/4

and |(βjβ1 )8−1|2 = 1
4 < 1

2 = 2−1/(2−1) for each j ∈ {2, 3, 4}. Assuming this

is the case, Gi/βi1 =
∑4

j=1 cj(
βj
β1

)i can be interpolated piecewise to Z2 using
8 analytic functions. However, we can unfortunately not solve the equation
c1 + b2 exp2(L2x) + b3 exp2(L3x) + b4 exp2(L4x) = 0 explicitly, as we solved
c2 + c3 (β3β2 )r exp2(Lx) = 0 in Section 2.6.1. Instead, we could use the p-adic
Weierstrass preparation theorem to determine the number of solutions and
compute approximations to them. However, we would also need to determine
which of these solutions belong to Z2. We do not carry out this step here, but
this would give an analogue of Definition 2.6.4, with some finite set Y of 2-
adic integers. If the blocks of zeros in the digit sequences of each ζ ∈ Y satisfy
`ζ(a) ≤ Ca+D for some C,D as in Conjecture 2.6.6, then Proposition 2.6.3
gives an upper bound on ν2(Gi). This same approach applies to a general
constant-recursive sequence and a general prime p.
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2.7 Concluding remarks

The case of integer base-b numeration systems (see Example 1.3.3) is not
treated in this thesis. Let b ≥ 2. Assume first for the sake of simplicity
that b is a prime. Consider the sequence Ub = (bi)i∈N. If X is an ultimately
periodic set with period πX = bλ for some λ, then with our notation mX = 1
and | repU (πX−1)| = λ. The sequence (bi mod bλ)i≥0 has a zero period and
fb(λ) = λ. Hence we don’t have the required assumption to apply Theo-
rem 2.4.15: for every such set X, nX = FX − 1 − | repU ( πXmX − 1)| = −1.
Let us also point out that the technique of Propositions 2.4.1 or 2.4.6 cannot
be applied: adding 1 as a most significant digit will not change the value of
a representation modulo πX when words are too long: Ui ≡ 0 (mod bλ) for
large enough i. Of course, integer base systems can be handled with other
decision procedures [13, 15, 43, 47, 54, 55]. If the base b is now a composite
number of the form ps11 · · · p

st
t , the same observation holds. The length of

the non-zero preperiod of (bi mod pµj )i∈N is
⌊ µ
sj

⌋
. Taking again an ultimately

periodic set with period πX = bλ, we get mX = 1 and fpj (λsj) = λ, hence
FX = λ and we still have | repU (πX−1)| = λ, thus nX = −1.

A similar situation occurs in a slightly more general setting: the merge
of r sequences that ultimately behave like bi. Let b ≥ 2, k ≥ 1, N ≥ 0. If
the recurrence relation is of the form Ui+k = bUi for i ≥ N (as for instance
in Example 2.3.8), then again nX 6→ ∞ as πX → ∞. Indeed, if X is an
ultimately periodic set with period πX = bλ, then mX = 1 and applying
Lemma 2.3.10 (here the polynomial PT with the notation of Definition 2.3.9
is just a constant and u = k), | repU (πX−1)| ≥ uλ−L, for some constant L,
and with the same reasoning as for a composite integer base, FX ≤ N + uλ.
Thus nX remains bounded for all λ. Hence there is no way to ensure that
nX can be larger than Z.

Trying to figure out the limitations of our decision procedure and assum-
ing that we are under the assumption of Lemma 2.5.4, this type of linear
numeration systems is the only one that we were able to find where our pro-
cedure cannot be applied. Moreover, as shown by the following proposition,
these systems are sufficiently close to the classical base-b system hence usual
decision procedures can still be applied. It is an open problem to determine
if there are linear numeration systems satisfying (H1), (H2) and (H3) where
the decision procedure may not be applied and not of the above type.

Example 2.7.1. Take b = 4, k = 2 andN = 0. Start with the first two values
1 and 3. We get the sequence 1, 3, 4, 12, 16, 48, 64, . . .. We have f2(µ) = µ if
µ is even and f2(µ) = µ + 1 if µ is odd. Hence, for a set of period πX = 4λ,
FX = f2(2λ) = 2λ. Moreover, | repU (4λ−1)| = 2λ. Thus nX = −1 for all λ.
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Proposition 2.7.2. Let b ≥ 2, u ≥ 1, N ≥ 0. Let U be a linear numer-
ation system U = (Ui)i∈N such that Ui+u = bUi for all i ≥ N . If a set
is U -recognizable then it is b-recognizable. Moreover, given a DFA accepting
repU (X) for some set X, we can compute a DFA accepting repb(X).

Proof. We build in two steps a sequence of transducers reading least sig-
nificant digit first that maps any U -representation c`−1 · · · c1c0 ∈ Σ∗U (here
written with the usual convention that the most significant digit is on the
left) to the corresponding b-ary representation. Adding leading zeros, we may
assume that the length ` of the U -representation is of the form N +mu. The
idea is to read the first N + u (least significant) digits and to output a single
digit (over a finite alphabet in N) equal to

d0 = valU (cN+u−1 · · · c0).

Then we process blocks of size u. Each such block of the form

cN+(j+1)u−1 · · · cN+ju

gives as output a single digit equal to

dj = cN+(j+1)u−1UN+u−1 + · · ·+ cN+juUN .

Hence the digits d0, d1, . . . , dm−1 all belong to the finite set

{valU (w) : w ∈ Σ∗U and |w| ≤ N + u}.

From the form of the recurrence, we have

valU (cN+mu−1 · · · c0) =

m−1∑
j=0

djb
j = valb(dm−1 · · · d0).

Thus this transducer T maps any U -representation to a non-classical b-ary
representation of the same integer. Precisely, when a DFA accepting repU (X)
is given, we build a DFA accepting the language

L = 0∗ repU (X) ∩ {w ∈ Σ∗U : |w| ≡ N (mod u), |w| ≥ N}.

Recall that if L is a regular language then its image T (L) by a transducer is
again regular, cf. Proposition 1.2.27. Moreover, valb(T (L)) = X.

Then, it is a classical result that normalization in base b, i.e. mapping
a representation over a non-canonical finite set of digits to the canonical
expansion over Σb = {0, . . . , b−1} can be achieved by a transducer N ([37] or
[66, p. 104]). To conclude with the proof, we compose these two transducers
and consider the image N (0∗T (L)) = 0∗ repb(X).
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With the above proposition, the decision problem for the merge of se-
quences ultimately behaving like bi (such as the numeration systems of Ex-
amples 2.3.8 and 2.3.11) can be reduced to the usual decision problem for
integer bases.

Consider the numeration system of Example 2.3.7 defined by initial con-
ditions 1, 2, 4, 5 and Ui+4 = 5Ui+2 − 4Ui for all i ∈ N. We showed that it
does not satisfies (H3). Therefore our decision procedure cannot be applied.
Could we weaken our hypotheses? More generally, can we give a decision
procedure for Problem 2.1.1 in general?

Even more generally, can we give a decision procedure for a similar prob-
lem stated for abstract numeration systems?

Problem 2.7.3. Given an abstract numeration system S and a set X of
non-negative integers which is S-recognizable, is it decidable whether or not
X is ultimately periodic?

This problem was shown to be equivalent to the HD0L periodicity problem
[67, 44] (see Problem 1.1.17). As we will see in the introduction of the next
chapter, the HD0L periodicity problem was shown to be decidable in its full
generality [33, 58], but the proofs do not provide convenient algorithm, in the
sense that it cannot easily be implemented. Can we give a decision procedure
which provides an “practical” algorithm?





Chapter 3

Minimal automaton for
multiplying and translating the
Thue–Morse set

3.1 Introduction

The material of this chapter is taken from [22, 23, 24]. We continue to in-
vestigate decision problems related to numeration systems, but we focus here
on the integer base. In this particular case, the decision problem 2.1.1 is
rephrased : given an automaton accepting the language of the base-b expan-
sions of a set X ⊆ N, is it decidable whether X is a finite union of arithmetic
progressions? As explained in the introduction of Chapter 2, several authors
gave decision procedures for this problem ([4, 16, 43, 55]). Moreover, a mul-
tidimensional version of this problem was shown to be decidable in a way
based on logical methods [16, 60, 49] (the multidimensional problem is to de-
cide whether a b-recognizable subset of Nd is definable within the Presburger
arithmetic 〈N,+〉).

With any set of integers X is naturally associated an infinite word, which
is its characteristic sequence χX : n 7→ 1 if n ∈ X, n 7→ 0 otherwise. Thus, to
a finite union of arithmetic progressions corresponds an ultimately periodic
infinite word. Therefore, the HD0L ultimate periodicity problem consisting
in deciding whether a given morphic word (i.e. the image under a coding
of the fixed point of a morphism) is ultimately periodic is a generalization
of the periodicity problem for b-recognizable sets mentioned in the previous
paragraph. The HD0L ultimate periodicity problem was shown to be decid-
able in its full generality [33, 58]. The proofs rely on return words, primitive

83
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substitutions or evolution of Rauzy graphs. However, these methods do not
provide algorithms that could be easily implemented. In addition, they do
not allow us to obtain an algorithm for the multidimensional generalization
of the periodicity problem. Therefore, a better understanding of the inner
structure of automata arising from numeration systems remains a powerful
tool to obtain efficient decision procedures.

Recall that the general idea is as follows. Suppose that L = {Li : i ∈ N}
is a collection of regular languages and that we want to decide whether some
particular regular language L belongs to L. Now, suppose that we are able to
explicitly give a lower bound on the state complexities (see Definition 1.2.24)
of the languages in L, i.e. for each givenN , we can effectively produce a bound
B(N) such that for all i > B(N), the state complexity of Li is greater than
N . Then the announced problem is decidable: if N is the state complexity
of the given language L, then only the finitely many languages L0, . . . , LB(N)

have to be compared with L.
The state complexity of a b-recognizable set (i.e. the number of states of

the minimal automaton accepting the b-expansions of its elements, cf. Defi-
nition 1.3.37) is closely related to the length of the logical formula describing
this set. Short formulas are crucial in order to produce efficient mechanical
proofs by using for example the Walnut software [59, 74]. There are sev-
eral ways to improve the previous decision procedure. One of them is to use
precise knowledge of the stucture of the involved automata. This idea was
successfully used in the papers [13, 55]. In [29], the structure of automata
accepting the greedy expansions of mN for a wide class of non-standard nu-
meration systems, and in particular, estimations of the state complexity of
rep(mN) are given. Another way of improving this procedure is to have at
our disposal the exact state complexities of the languages in L. Finding an
exact formula is a much more difficult problem than finding good estimates.
However, some results in this direction are known. For instance, it is proved
in [29] that for the Fibonacci numeration system (see Example 1.3.4), the
state complexity of mN is exactly 2m2. A complete description of the min-
imal automaton recognizing mN in any integer base b was given in [1] and
the state complexity of mN with respect to the base b is shown to be exactly

m

gcd(m, bN )
+

N−1∑
t=0

bt

gcd(m, bt)

where N is the smallest integer α such that m−bα
gcd(m,bα) <

m
gcd(m,bα+1)

.
For all the above mentioned reasons, the study of the state complexity

of b-recognizable sets deserves special interest. In the present chapter, we
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propose ourselves to initiate a study of the state complexity of sets of the
formmX+r, for any recognizable subset X of N (with respect to a given base
b), any multiple m and any remainder r. In doing so, we aim at generalizing
the previous framework concerning the case X = N only. Our study starts
with the Thue-Morse set T of the so-called evil numbers [2], i.e. the natural
numbers whose base-2 expansions contain an even number of occurrences
of the digit 1. The characteristic sequence of this set corresponds to the
ubiquitous Thue-Morse word t = 0110100110010110 · · · , which is the fixed
point starting with 0 of the morphism θ : 0 7→ 01, 1 7→ 10, cf. Example 1.1.15.
This infinite word is one of the archetypical aperiodic automatic words, see
the surveys [5, 64]. Many number-theoretic works devoted to sets of integers
defined thanks to the Thue-Morse word exist, such as the study of additive
and multiplicative properties, or iterations and sums of such sets [3, 17, 57].
In this vein, the set T seems to be a natural candidate to start with. The
goal of this chapter is to provide a complete characterization of the minimal
automata recognizing the sets m T +r for any multiple m and remainder r,
and any base b which is a power of 2 (other bases are not relevant with the
choice of the Thue-Morse set in view of Cobham’s theorem). In fact, this
work was first done in the special case where r = 0 (see [22]). Surprisingly,
the description of the left quotients (i.e. the states of the minimal automaton,
see Definition 1.2.19) are quite different when r = 0 than in the general case.

This chapter has the following organization. In Section 3.2, we state our
main result and expose the method that will be carried out for its proof. More
precisely, we present the steps of our construction of the minimal automaton
accepting the base-2p expansions of the elements of m T +r for any positive
integers p and m, and any remainder r ∈ J 0,m−1 K. In Section 3.3, we give
the details of the construction of the intermediate automata. In particular,
we study the transitions of each automaton. Thus, at the end of Section 3.3,
we are provided with an automaton recognizing the desired language. Then
in Section 3.4, we study the properties of the built automata that will be
needed for proving the announced state complexity result. The minimization
procedure of the last automaton is handled in Section 3.5. This part is the
most technical one and it deeply relies on the properties of the intermediate
automata proved in the previous sections. In Section 3.6, we show that as
an application of our results, we obtain a procedure to decide whether a 2p-
recognizable set given via an automaton is a set of the form mT + r. In
Section 3.7, we explicitly give the correspondence between the description of
the minimal automaton recognizingm T obtained in [22] and that given in the
present work in the particular case where r = 0. In Section 3.8, we show that
the minimal automaton recognizingmT +r, where T is the complement of the
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Thue-Morse set T , is obtained directly from the one recognizing m T +r by
moving the initial state. As a consequence, the state complexities of mT + r
and m T +r coincide. Finally, in Section 3.9, we discuss future work and give
two related open problems.

3.2 Method

The Thue-Morse set , denoted by T , is the set of all natural numbers whose
base-2 expansion contains an even number of occurrences of the digit 1:

T = {n ∈ N : | rep2(n)|1 ∈ 2N}.

The Thue-Morse set T is 2-recognizable since the language val−1
2 (T ) is ac-

cepted by the automaton depicted in Figure 3.1.

T

B

0

0

1 1

Figure 3.1: The Thue-Morse set is 2-recognizable.

More precisely, the Thue-Morse set T is 2p-recognizable for all p ∈ N0

and is not b-recognizable for any other base b. This is a consequence of
the famous Cobham’s theorem (see Theorem 1.3.36). Indeed, it is easily
seen that, for each p ∈ N0, the language val−1

2p (T ) is accepted by the DFA
({T,B}, T, {T},Σ2p , δ) where for all X ∈ {T,B} and all a ∈ Σ2p ,

δ(X, a) =

{
X if a ∈ T
X else,

where T = B and B = T . For example this automaton is depicted in
Figure 3.2 for p = 2.

Remark 3.2.1. The notation T and B stand for “Top” and “Bottom”. Rep-
resenting these automata vertically will be helpful in what happens next.
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T

B

0
3

0
3

1
2

1
2

Figure 3.2: The Thue-Morse set is 4-recognizable.

Notation 3.2.2. In order to avoid a systematic case separation, we introduce
the following notation: for X ∈ {T,B} and n ∈ N, we define

Xn =

{
X if n ∈ T
X else.

With this notation, we can simply rewrite the definition of the transition
function δ as δ(X, a) = Xa.

Thanks to Proposition 1.3.38, for any m, t ∈ N and p ∈ N≥1, the set
m T +t is 2p-recognizable. The aim of this chapter is to show the following
result.

Theorem 3.2.3. Let m, p be positive integers and r ∈ J 0,m−1 K. Then the
state complexity of m T +r with respect to the base 2p is equal to

2k +

⌈
z

p

⌉
if m = k2z with k odd.

As an example, if m is odd, then the state complexity of mT + r (where
r ∈ J 0,m−1 K) is always 2m. The minimal automaton recognizing 3T in base
2 is depicted in Figure 3.3, it has 2 · 3 = 6 states as expected. In Figure 3.13,
one can find the minimal automaton of val−1

4 (6T + 2), with 2 · 3 +
⌈

1
2

⌉
= 7

states.
Our proof of Theorem 3.2.3 is constructive. In order to describe the min-

imal DFA of val−1
2p (m T +r), we will successively construct several automata.
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0

1

0

1 0
1

0

1 0
1

0

1

Figure 3.3: The minimal automaton of val−12 (3T ).

Except for the last one, the constructed automata accept pairs of represen-
tations of integers. First, we build a DFA AT ,2p accepting the language

val−1
2p (T ×N).

Then we build a DFA Am,r,b accepting the language

val−1
b ({(n,mn+ r) : n ∈ N}) .

Note that we do the latter step for any integer base b and not only for powers
of 2. Next, we consider the product automaton Am,r,2p ×AT ,2p . This DFA
accepts the language

val−1
2p ({(t,mt+ r) : t ∈ T }) .

Finally, a finite automaton Π(Am,r,2p ×AT ,2p) accepting val−1
2p (m T +r) is

obtained by projecting the label of each transition in Am,r,2p ×AT ,2p onto
its second component. At each step of our construction, we check that the
automaton under consideration is minimal (and hence deterministic) and the
ultimate step precisely consists in a minimization procedure.

Notation 3.2.4. From now on, we fix some positive integers m, p and some
remainder r ∈ J 0,m−1 K. We also let z and k be the unique integers such that
m = k2z with k odd. Finally we let R = | rep2p(r)| and N = max{

⌈
z
p

⌉
, R}.

3.3 Construction of the intermediate automata

3.3.1 The automaton AT ,2p

First, we build a DFA AT ,2p accepting the language val−1
2p (T ×N). This

DFA is a modified version of the automaton accepting val−1
2p (T ) defined in
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the previous section. Namely, we replace each transition labelled by a ∈ Σ2p

by 2p copies of itself labelled by (a, b), for each b ∈ Σ2p . Formally,

AT ,2p = ({T,B}, T, {T},Σ2p × Σ2p , δT ,2p)

where, for all X ∈ {T,B} and all a, b ∈ Σ2p , we have δT ,2p(X, (a, b)) = Xa.
For example, the automata AT ,2 and AT ,4 are depicted in Figure 3.4.

T

B

(0, 0)
(0, 1)

(0, 0)
(0, 1)

(1, 0)
(1, 1)

(1, 0)
(1, 1)

T

B

(0, 0), (0, 1), (0, 2), (0, 3)
(3, 0), (3, 1), (3, 2), (3, 3)

(0, 0), (0, 1), (0, 2), (0, 3)
(3, 0), (3, 1), (3, 2), (3, 3)

(1, 0), (1, 1), (1, 2), (1, 3)
(2, 0), (2, 1), (2, 2), (2, 3)

(1, 0), (1, 1), (1, 2), (1, 3)
(2, 0), (2, 1), (2, 2), (2, 3)

Figure 3.4: The automata AT ,2 (left) and AT ,4 (right).

Lemma 3.3.1. Let u, v ∈ Σ∗2p . Then val2p(uv) ∈ T if and only if, either
val2p(u) ∈ T and val2p(v) ∈ T , or val2p(u) /∈ T and val2p(v) /∈ T .

Proof. Let τ : Σ∗2p → Σ∗2p be the p-uniform morphism defined on every letter
a ∈ Σ2p by τ(a) = 0p−| rep2(a)| rep2(a). Then, for all w ∈ Σ∗2p , we have
val2p(w) = val2(τ(w)). Therefore, val2p(w) ∈ T if and only if |τ(w)|1 ∈ 2N.
Since τ is a morphism, we have |τ(uv)|1 = |τ(u)|1 + |τ(v)|1. Hence |τ(uv)|1
is even if and only if |τ(u)|1 and |τ(v)|1 are both even or both odd.

Lemma 3.3.2. For all X ∈ {T,B} and (u, v) ∈ (Σ2p × Σ2p)
∗, we have

δT ,2p(X, (u, v)) = Xval2p (u).

Proof. We do the proof by induction on |(u, v)|. The case |(u, v)| = 0 is
trivial. Now let X ∈ {T,B} and let (ua, vb) ∈ (Σ2p × Σ2p)

∗ with a, b ∈ Σ2p .
We suppose that the result is satisfied for (u, v) and we show that it is also
true for (ua, vb). Let Y = δT ,2p(X, (u, v)). By induction hypothesis, we have
Y = Xval2p (u). Thus we obtain

δT ,2p(X, (ua, vb)) = δT ,2p(Y, (a, b)) = Ya = (Xval2p (u))a = Xval2p (ua)

where we have used Lemma 3.3.1 for the last step.



90 Chapter 3. Thue–Morse set

3.3.2 The automaton Am,r,b
In this section, we consider an arbitrary integer base b ≥ 2. Let

Am,r,b = (J 0,m−1 K, 0, {r},Σb × Σb, δm,r,b)

where the (partial) transition function δm,r,b is defined as follows: for all
i, j ∈ J 0,m−1 K and d, e ∈ Σb, we set

δm,r,b(i, (d, e)) = j ⇐⇒ bi+ e = md+ j.

The DFA Am,r,b accepts the language val−1
b ({(n,mn+ r) : n ∈ N}). We refer

the interested reader to [75]. For example, the automaton A6,2,4 is depicted
in Figure 3.5.

0 1 2 3 4 5

(0, 0)

(1, 0)

(2, 0)

(0, 1)

(0, 2)

(0, 3)
(0, 0)

(0, 1)

(1, 2)

(1, 1)

(1, 2)

(1, 3)

(2, 0)

(2, 1)

(2, 2)

(2, 1)

(3, 2)

(3, 3)
(3, 0)

(3, 1)

(3, 2)

(1, 3) (2, 3)

(3, 3)

Figure 3.5: The automaton A6,2,4 accepts the language
val−1

4 ({(n, 6n+ 2): n ∈ N}).

Note that the automaton Am,r,b is not complete (see Lemma 3.3.3). Also
note that there is always a loop labelled by (0, 0) on the initial state 0.

Lemma 3.3.3. For each i ∈ J 0,m−1 K and e ∈ Σb, there exist unique d ∈ Σb

and j ∈ J 0,m−1 K such that δm,r,b(i, (d, e)) = j.

Proof. Indeed, d and j are unique since they are the quotient and remainder
of the Euclidean division of bi + e by m. We still have to check that d < b.
We have

bi+ e = md+ j ⇐⇒ d =
bi+ e− j

m
.

Since i ≤ m−1, j ≥ 0 and e < b, we have

bi+ e− j
m

<
b(m−1) + b

m
= b.
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Lemma 3.3.4. For i, j ∈ J 0,m−1 K and (u, v) ∈ (Σb × Σb)
∗, we have

δm,r,b(i, (u, v)) = j ⇐⇒ b|(u,v)| i+ valb(v) = m valb(u) + j.

Proof. We do the proof by induction on n = |(u, v)|. If n is equal to 0, the
result is clear. Now let i, j ∈ J 0,m−1 K and let (du, ev) ∈ (Σb × Σb)

∗ with
d, e ∈ Σb and |(u, v)| = n. We suppose that the result is satisfied for (u, v)
and we show that it is also true for (du, ev). We use the notation DIV(x, y)
and MOD(x, y) to designate the quotient and the remainder of the Euclidean
division of x by y (thus, we have DIV(x, y) =

⌊
x
y

⌋
). By definition of the

transition function, we have δm,r,b(i, (du, ev)) = j if and only if

d = DIV(bi+ e,m) and δm,r,b(MOD(bi+ e,m), (u, v)) = j.

By using the induction hypothesis, we have

δm,r,b(bi+ e−md, (u, v)) = j

⇐⇒ bn (bi+ e−md) + valb(v) = m valb(u) + j

⇐⇒ bn+1 i+ valb(ev) = m valb(du) + j.

To be able to conclude the proof, we still have to show that

bn+1 i+ valb(ev) = m valb(du) + j (3.1)

implies
d = DIV(bi+ e,m).

Thus, suppose that (3.1) is true. Then

bn+1 i+ bne+ valb(v) = m(bnd+ valb(u)) + j.

Since valb(u) and valb(v) are less than bn and since d ≥ 0, j < m and
bnd+ valb(u) ≥ 0, we obtain

d = DIV(bnd+ valb(u), bn)

= DIV(DIV(bn+1 i+ bne+ valb(v),m), bn)

= DIV(DIV(bn+1 i+ bne+ valb(v), bn),m)

= DIV(b i+ e,m)

as desired.

It is easily checked that Lemma 3.3.3 extends from letters to words.

Lemma 3.3.5. For each i ∈ J 0,m−1 K and v ∈ Σ∗b , there exist unique u ∈ Σ∗b
and j ∈ J 0,m−1 K such that δm,r,b(i, (u, v)) = j. In particular, the word u
must have the same length as the word v, and hence valb(u) < b|v|.
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3.3.3 The projected automaton Π (Am,r,b)

In this section again, b ≥ 2 is an arbitrary integer base. We consider the au-
tomaton obtained by projecting the label of each transition of Am,r,b onto its
second component. We denote by Π(Am,r,b) the automaton obtained thanks
to this projection. Thanks to Lemma 3.3.3, the automaton Π(Am,r,b) is de-
terministic and complete. We denote by δΠ

m,r,b the corresponding transition
function. For example, the automaton Π(A6,2,4) is depicted in Figure 3.6.
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Figure 3.6: The projected automaton Π(A6,2,4).

Note that this automaton corresponds actually the “classical” construction
of an automaton accepting mN+r in base b, see for example [1]. Indeed, in
this natural construction, states are any possible remainder j mod m. The
initial state is 0 and the only final state is r. Finally, transitions are defined
as follows: from a state i ∈ J 0,m−1 K, there is a transition of label e ∈ Σb to
the state bi+ e mod m.

Lemma 3.3.6. For i, j ∈ J 0,m−1 K and v ∈ Σ∗b , we have

δΠ
m,r,b(i, v) = j ⇐⇒ b|v| i+ valb(v) ≡ j (mod m).

Proof. Let i, j ∈ J 0,m−1 K and v ∈ Σ∗b . If δ
Π
m,r,b(i, v) = j, then there is a word

u of the same length as v such that δm,r,b(i, (u, v)) = j. By Lemma 3.3.4, we
get b|v| i+ valb(v) ≡ j (mod m). Conversely, suppose that there exists some
` ∈ N such that b|v| i + valb(v) = m` + j. Since i ≤ m−1, valb(v) < b|v| and
j ≥ 0, we necessarily have

` =
b|v|i+ valb(v)− j

m
<
b|v|(m− 1) + b|v|

m
= b|v|.

Hence | repb(`)| ≤ |v| and the word u = 0|v|−| repb(`)| repb(`) has length |v| and
is such that valb(u) = `. The conclusion follows from Lemma 3.3.4.
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3.3.4 The product automaton Am,r,2p ×AT ,2p

In this section, we study the product automaton Am,r,2p ×AT ,2p . Since the
states of Am,r,2p are numbered from 0 to m−1 and those of AT ,2p are T and
B, we denote the states of the product automaton by

(0, T ), . . . , (m−1, T ) and (0, B), . . . , (m−1, B).

The transitions of Am,r,2p ×AT ,2p are defined as follows. For i, j ∈ J 0,m−1 K,
X,Y ∈ {T,B} and d, e ∈ Σ2p , there is a transition labelled by (d, e) from the
state (i,X) to the state (j, Y ) if and only if

2pi+ e = md+ j and Y = Xd.

We denote by δ× the (partial) transition function of this product automaton.
The initial state is (0, T ) and the only final state is (r, T ).

Lemma 3.3.7. For all i, j ∈ J 0,m−1 K, X,Y ∈ {T,B} and all pair of words
(u, v) ∈ (Σ2p × Σ2p)

∗, we have δ×((i,X), (u, v)) = (j, Y ) if and only if

2p |(u,v)| i+ val2p(v) = m val2p(u) + j and Y = Xval2p (u).

Proof. It is enough to combine Lemmas 3.3.2 and 3.3.4.

In Figure 3.7, we have depicted the automaton A6,2,4×AT ,4, as well as
the automata A6,2,4 and AT ,4, which have been placed in such a way that
the labels of the product automaton can be easily deduced. Here and in the
next figures, states are named iX instead of (i,X) for clarity.

3.3.5 The projection Π (Am,r,2p ×AT ,2p) of the product automa-
ton

Now, we provide a DFA accepting the language val−1
2p (m T +r). This au-

tomaton is denoted by Π (Am,r,2p ×AT ,2p) and is defined from the automaton
Am,r,2p ×AT ,2p by only keeping the second component of the label of each
transition. Formally, the states of Π (Am,r,2p ×AT ,2p) are

(0, T ), . . . , (m−1, T ) and (0, B), . . . , (m−1, B),

the initial state is (0, T ), the only final state is (r, T ), and the transitions are
defined as follows. For i, j ∈ J 0,m−1 K, X,Y ∈ {T,B} and e ∈ Σ2p , there is
a transition labelled by e from the state (i,X) to the state (j, Y ) if and only
if there exists d ∈ Σ2p such that

2pi+ e = md+ j and Y = Xd.

We denote by δΠ
× the (partial) transition function of this product automaton.
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Example 3.3.8. The automata A6,2,4×AT ,4 and Π (A6,2,4×AT ,4) are de-
picted in Figures 3.7 and 3.8 respectively. In Figure 3.8, all edges labelled
by 0 (1, 2 and 3 respectively) are represented in black (blue, red and green
respectively).

0T 1T 2T 3T 4T 5T

0B 1B 2B 3B 4B 5B

0

1

2

3

Figure 3.8: The projected automaton Π (A6,2,4×AT ,4).

Lemma 3.3.9. For all i, j ∈ J 0,m−1 K, X,Y ∈ {T,B} and v ∈ Σ∗2p , we
have δΠ

×((i,X), v) = (j, Y ) if and only if there exists d ∈ N such that

2p |v| i+ val2p(v) = md+ j and Y = Xd.

Remark 3.3.10. Note that in the statement of Lemma 3.3.9, the integer d
is necessarily less than 2p|v|. This is due to the fact that if v is the label of
some path in the projected automaton Π (Am,r,2p ×AT ,2p), there must be a
word u of the same length d as v such that the pair (u, v) is the label of a
path in the automaton Am,r,2p ×AT ,2p . This can be deduced directly from
the computation: if 2p |v| i+ val2p(v) = md+ j (with i, j ∈ J 0,m−1 K) then

d =
2p |v| i+ val2p(v)− j

m
<

2p |v|(i+ 1)

m
≤ 2p |v|.

Proof of Lemma 3.3.9. We have δΠ
×((i,X), v) = (j, Y ) if and only if there

exists some word u ∈ Σ∗2p with |u| = |v| such that δ×((i,X), (u, v)) = (j, Y ).
Take d = val2p(u). The conclusion follows from Lemma 3.3.7, a similar
argument as in the proof of Lemma 3.3.6 and Remark 3.3.10.
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3.4 Properties of the intermediate automata

Now we prove some properties of the automata AT ,2p , Am,r,b, Π(Am,r,b),
AT ,2p ×Am,r,2p and Π(AT ,2p ×Am,r,2p) that will be useful for our concerns.

3.4.1 Properties of AT ,2p

Lemma 3.4.1. For all X,Y ∈ {T,B} and (u, v) ∈ (Σ2p × Σ2p)
∗, we have

δT ,2p(X, (u, v)) = Y ⇐⇒ δT ,2p(X, (u, v)) = Y .

Proof. This directly follows from Lemma 3.3.2.

Proposition 3.4.2. The automaton AT ,2p is deterministic, complete, acces-
sible, coaccessible and has disjoint states. In particular, it is the minimal
automaton of val−1

2p (T ×N).

Proof. These properties are all straightforward verifications.

3.4.2 Properties of Am,r,b
In this section, we study the properties of the automaton Am,r,b for any
integer base b, not especially for a base which is a power of 2.

Lemma 3.4.3. For each i ∈ J 0,m−1 K, there is a path from the state i to
the state 0 in the automaton Am,r,b.

Proof. Let i ∈ J 0,m−1 K. We are looking for a word (u, v) that leads from i
to 0 in Am,r,b, that is such that bni+ valb(v) = m valb(u) where n = |(u, v)|.
Equivalently, we have to find n ∈ N and d, e ∈ J 0, bn−1 K such that we have
bni+ e = md.

We claim that for all non-negative integer n and i ∈ J 0,m−1 K, there are
d, e ∈ J 0, bn−1 K such that bni + e = md if and only if the following two
inequalities hold ⌈

bni

m

⌉
− bn

m
<
bni

m
≤ bn − 1. (3.2)

First, suppose that d, e ∈ J 0, bn−1 K are such that bni + e = md. Then we
obtain that bni

m = d− e
m ≤ d ≤ bn − 1. Moreover bni

m ≤ d = bni+e
m < bn(i+1)

m .
Since d is an integer, we get that

⌈
bni
m

⌉
< bn(i+1)

m . Conversely, suppose that
the two inequalities (3.2) hold. Let d =

⌈
bni
m

⌉
and e = md− bni. It is enough

to show that d, e ∈ J 0, bn−1 K. Clearly d, e ∈ N. From the inequality on the
right, we get d ≤ bn − 1 and from that on the left, we get

e = md− bni < bn(i+ 1)− bni = bn.
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This proves the claim.
For a given i ∈ J 0,m−1 K, the inequalities (3.2) may not be satisfied for

small n but they are both satisfied for all n large enough. Indeed, for the
first inequality of (3.2), we have

⌈
bni
m

⌉
− bn

m < bni
m + 1− bn

m = bn(i−1)+m
m . But

bn(i−1)+m
m < bni

m if and only if m < bn. For the second inequality, we have
bni
m ≤

bn(m−1)
m = bn − bn

m . But bn − bn

m < bn − 1 if and only if m < bn. Hence,
m < bn implies (3.2). Since m and b are fixed and b ≥ 1, for large enough n,
(3.2) holds.

Proposition 3.4.4. The automaton Am,r,b is deterministic, accessible, coac-
cessible and has disjoint states.

Proof. The automatonAm,r,b is clearly deterministic (cf. Lemma 3.3.3). Then,
by Lemma 3.3.4, for all i ∈ J 0,m−1 K, we have δm,r,b(0, repb(0, i)) = i. There-
fore, Am,r,b is accessible.
Let us now prove coaccessibility. Let i ∈ J 0,m−1 K. By Lemma 3.4.3, there
is a path from the state i to the state 0. Moreover, thanks to accessibility,
there is a path from state 0 to state r. Thus it is enough to concatenate the
two paths to obtain a path from state i to state r.
Finally, let i, j ∈ J 0,m−1 K and let (u, v) ∈ Li ∩ Lj . By Lemma 3.3.4, we
have

b|(u,v)|i+valb(v) = m valb(u)+r and b|(u,v)|j+valb(v) = m valb(u)+r,

which implies that i = j. We have thus obtained that i 6= j ⇒ Li ∩ Lj = ∅,
i.e. that Am,r,b has disjoint states.

Recall that in a reduced DFA, there can be at most one non-coaccessible
state, cf. Remark 1.2.9. Thus, we deduce from Proposition 3.4.4 that the trim
minimal automaton of the language val−1

b ({(n,mn+ r) : n ∈ N}) is indeed
Am,r,b, that is the automaton obtained by removing the only non-coaccessible
state from its minimal automaton.

3.4.3 Properties of Π (Am,r,b)

Proposition 3.4.5. The automaton Π (Am,r,b) is deterministic, complete,
accessible and coaccessible.

Proof. The accessibility and coaccessibility of the automaton Π (Am,r,b) are
straightforward consequences of Proposition 3.4.4. In order to see that it is
deterministic and complete, observe that for every state i ∈ J 0,m−1 K and
every digit e ∈ Σb, there is a transition from i to the state bi + e (mod m)
labelled by e (see Lemma 3.3.3).
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The automaton Π (Am,r,b) is not minimal in general: it is minimal if and
only if m and b are coprime or if m = 2. This is a corollary of the main
theorem in [1]. We give here a direct proof. In view of Proposition 3.4.5, it
is enough to show that the automaton Π (Am,r,b) is reduced if and only if m
and b are coprime or m = 2. The case m = 2 is trivial, since the automaton
is composed of two states, one is final and the other one is not. If m and
b are coprime, we have a stronger property than minimality, as shown in
Proposition 3.4.6 below (recall Definition 1.2.8). Now turn to the converse.
Suppose that gcd(m, b) 6= 1 and that m 6= 2. Then one can find a prime
p and non-negative integers q, n, α, β such that b = qpα,m = npβ . Then if
e ∈ J 0, b−1 K, the transitions from states 0 and m

p of label e lead to the same
state. Indeed, one has

b · 0 + e ≡ e (mod m) and b
m

p
+ e ≡ qpα−1m+ e ≡ e (mod m),

and we then apply Lemma 3.3.6. A similar computation prove that the states
1 and m

p + 1 reach the same states when reading a letter e ∈ J 0, b−1 K. Thus
the only possible way for the states 0 and m

p (resp. 1 and m
p + 1) to be

distinguishable is that one is final and the other is not. Since m 6= 2, one
has #{0, 1, mp ,

m
p + 1} ≥ 3. If 0 is final, then the states 1 and m

p + 1 are
indistinguishable and the automaton is not reduced (cf. Definition 1.2.8). If
1 is final and m

p 6= 1, the states 0 and m
p are indistinguishable. If finally 1 is

final and m
p = 1, the states 0 and m

p + 1 are indistinguishable.

Proposition 3.4.6. If m and b are coprime, then the automaton Π (Am,r,b)
has disjoint states and hence it is the minimal automaton of val−1

b (mN+r).

Proof. Let i, j ∈ J 0,m−1 K and let v ∈ Σ∗b be a word accepted from both i
and j in Π(Am,r,b). By Lemma 3.3.5, there are unique words u and u′ of the
same length as v such that, in the automaton Am,r,b, (u, v) and (u′, v) are
accepted from i and j respectively. By Lemma 3.3.4, it is equivalent to say
that

b|v|i+ valb(v) = m valb(u) + r and b|v|j + valb(v) = m valb(u′) + r.

Thus, we have
b|v|i−m valb(u) = b|v|j −m valb(u′). (3.3)

Therefore m valb(u) ≡ m valb(u′) (mod b|v|). By using the hypothesis of
coprimality of m and b, we obtain that valb(u) ≡ valb(u′) (mod b|v|). Since
valb(u) and valb(u′) are both less than b|v|, we obtain valb(u) = valb(u′).
Finally, we get from (3.3) that i = j. We have thus obtained that if i 6= j,
then Li ∩ Lj = ∅, i.e. that Π(Am,r,b) has disjoint states.
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To end this section, we prove some useful properties of the automaton
Π(Am,r,b) under the more restrictive hypotheses of this work: b = 2p and
m = k2z with k odd. In this particular case, assuming that k > 1, we are
able to explicitly provide a word wi that leads from the state i to the state 0
in the projected automaton Π(Am,r,b), see Lemma 3.4.8.

In the following, we set K = | rep2p ((k−1)2z) |, provided that k > 1.
Afterwards we define a permutation σ of the integers in J 0, k−1 K by setting
σ(i) = −2pK−zi (mod k). Note that σ permutes the integers 0, 1, . . . , k−1
because k is odd. Further, we define wi to be the unique word of length K
representing σ(i)2z in base 2p:

wi = 0K−| rep2p (σ(i)2z)| rep2p(σ(i)2z)

for each i ∈ J 0, k−1 K. Note that the words wi are well-defined since, by the
choice of K, we have σ(i)2z ≤ (k−1)2z < 2pK for every i ∈ J 0, k−1 K.

Lemma 3.4.7. If k > 1 then pK ≥ z.

Proof. We have

K = blog2p ((k − 1)2z)c+ 1 =

⌊
log2p(k − 1) +

z

p

⌋
+ 1 ≥

⌊
z

p

⌋
+ 1 ≥

⌈
z

p

⌉
.

Thus pK ≥ p
⌈
z
p

⌉
≥ z.

Lemma 3.4.8. Suppose that k > 1 and let i ∈ J 0, k−1 K. Then the word wi
leads from the state i to the state 0 in the automaton Π(Am,r,2p). Otherwise
stated, δΠ

m,r,2p(i, wi) = 0.

Proof. The word wi has length K and from Lemma 3.4.7, we know that
pK ≥ z. By Lemma 3.3.6, we have

δΠ
m,r,2p(i, wi) = 0 ⇐⇒ 2pKi+ val2p(wi) ≡ 0 (mod m)

⇐⇒ 2pKi+ σ(i)2z ≡ 0 (mod k2z)

⇐⇒ 2pK−zi+ σ(i) ≡ 0 (mod k).

The result follows from the definition of σ.

Lemma 3.4.9. Suppose that k > 1 and let i, j,∈ J 0, k−1 K. For any ` ∈ N,
the word

wi(rep2p(m))` rep2p(r)

is accepted from j in the automaton Π(Am,r,2p) if and only if i = j.
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Proof. Let ` ∈ N and, for each i ∈ J 0, k−1 K, let yi = wi(rep2p(m))` rep2p(r).
Recall that we have set R = | rep2p(r)|. Further, set M = | rep2p(m)|. Then
|yi| = K+ `M +R and from Lemma 3.4.7, we know that pK ≥ z. Therefore,
we have

j2p|yi| + val2p(yi) ≡ r (mod m)

⇐⇒ j2p(K+`M+R) + val2p(wi)2p(`M+R) +
`−1∑
s=0

m2p(sM+R) + r ≡ r (mod m)

⇐⇒ j2p(K+`M+R) + σ(i)2z+p(`M+R) ≡ 0 (mod k2z)

⇐⇒ j2p(K+`M+R)−z + σ(i)2p(`M+R) ≡ 0 (mod k)

⇐⇒ j2p(K+`M+R)−z − i2p(K+`M+R)−z ≡ 0 (mod k)

⇐⇒ j ≡ i (mod k)

⇐⇒ j = i.

The conclusion follows from Lemma 3.3.6.

3.4.4 Properties of Am,r,2p ×AT ,2p

Lemma 3.4.10. For all i, j ∈ J 0,m−1 K, X,Y ∈ {T,B} and all pair of
words (u, v) ∈ (Σ2p × Σ2p)

∗, we have

δT ,2p((i,X), (u, v)) = (j, Y ) ⇐⇒ δT ,2p((i,X), (u, v)) = (j, Y ).

Proof. This directly follows from Lemma 3.4.1.

Lemma 3.4.11. Let i ∈ J 0,m−1 K and X ∈ {T,B}. The word rep2p(1,m) is
the label of a path from the state (0, X) to the state (0, X) in Am,r,2p ×AT ,2p .

Proof. This directly follows from Lemma 3.3.7.

Proposition 3.4.12. The automaton Am,r,2p ×AT ,2p accepts the language
val−1

2p ({(t,mt+ r) : t ∈ T }), is deterministic, accessible, coaccessible and has
disjoint states.

Proof. By construction of the product automaton and since

{(n,mn+ r) : n ∈ N} ∩
(
T ×N

)
= {(t,mt+ r) : t ∈ T },

we get that the product automaton Am,r,2p ×AT ,2p accepts the language

val−1
2p ({(t,mt+ r) : t ∈ T }).
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Since the automata Am,r,2p and AT ,2p are deterministic, so is the product
automaton Am,r,2p ×AT ,2p . By Lemma 3.3.7, we can check that for every
i ∈ J 0,m−1 K, the states (i, T ) and (i, B) are accessible thanks to the word
rep2p(0, i) and rep2p(1,m+ i) respectively. Hence, Am,r,2p ×AT ,2p is accessi-
ble.

To prove coaccessibility, we now fix some i ∈ J 0,m−1 K and X ∈ {T,B}.
By Lemma 3.4.8, we know that there is a word wi that leads from the state
i to the state 0 in the automaton Π(Am,r,2p). Thus, there is a word u of the
same length as wi such that the word (u,wi) leads from i to 0 in Am,r,2p .
Now, by reading (u,wi) from (i,X) in Am,r,2p ×AT ,2p , we reach either the
state (0, T ) or the state (0, B). If we reach (0, T ), then the concatenation
(u,wi) repb(0, r) leads from the state (i,X) to (r, T ) in Am,r,2p ×AT ,2p . If
we reach (0, B) instead, then we may apply Lemma 3.4.11 in order to obtain
that the concatenation (u,wi) repb(1,m) repb(0, r) leads from (i,X) to (r, T )
in Am,r,2p ×AT ,2p . This proves that Am,r,2p ×AT ,2p is coaccessible.

The fact that Am,r,2p ×AT ,2p has disjoint states follows from Proposi-
tions 3.4.2 and 3.4.4.

3.4.5 Properties of Π (Am,r,2p ×AT ,2p)

Lemma 3.4.13. For all i, j ∈ J 0,m−1 K, X,Y ∈ {T,B} and v ∈ Σ∗2p , we
have

δΠ
×
(
(i,X), v

)
= (j, Y ) =⇒ δΠ

m,r,2p(i, v) = j.

Proof. This is a direct verification.

Lemma 3.4.14. For every i ∈ J 0,m−1 K, the states (i, T ) and (i, B) are
disjoint in the projected automaton Π (Am,r,2p ×AT ,2p).

Proof. Proceed by contradiction and suppose that a word v over Σ2p is ac-
cepted from both (i, T ) and (i, B) in Π (Am,r,2p ×AT ,2p) for some integer
i ∈ J 0,m−1 K. Then there are words u and u′ over Σ2p of length |v| such that,
in Am,r,2p ×AT ,2p , the words (u, v) and (u′, v) are accepted from (i, T ) and
(i, B) respectively. But from Lemma 3.3.5, we must have u = u′. Hence the
word (u, v) is accepted from both (i, T ) and (i, B) in Am,r,2p ×AT ,2p , contra-
dicting that this automaton has disjoint states (see Proposition 3.4.12).

Proposition 3.4.15. The automaton Π (Am,r,2p ×AT ,2p) accepts the lan-
guage val−1

2p (m T +r), is deterministic, complete, accessible and coaccessible.

Proof. By construction, Π (Am,r,2p ×AT ,2p) accepts val−1
2p (m T +r) (see Sec-

tion 3.2). The fact that this automaton is deterministic and complete follows
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from Lemma 3.3.3. Since Am,r,2p ×AT ,2p is accessible and coaccessible, so is
Π (Am,r,2p ×AT ,2p).

As we will see in the following section, this automaton is in general not
minimal.

3.5 Minimization of Π (Am,r,2p ×AT ,2p)

We start by defining some classes of states of Π (Am,r,2p ×AT ,2p). Our aim
is twofold. (Recall Definition 1.2.8.) First, we will prove that those classes
consist in indistinguishable states, i.e. accepting the same language. Secondly,
we will show that states belonging to different classes are distinguishable, i.e.
accept different languages. Otherwise stated, these classes correspond to the
left quotients w−1L (cf. Definitions 1.2.16 and 1.2.19) where w is any finite
word over the alphabet Σ2p and L = val−1

2p (m T +r).

3.5.1 Definition of the classes

Recall that R = | rep2p(r)| and N = max{
⌈
z
p

⌉
, R} (see Notation 3.2.4). The

classes we are going to define are closely related to the base 2p-expansion
of the remainder r with some additional leading zeros. More precisely, we
have to consider the word 0N−R rep2p(r), which is the unique word over the
alphabet Σ2p with length N and 2p-value r. This word is equal to the 2p-
expansion rep2p(r) if and only if N = R, i.e.

⌈
z
p

⌉
≤ R. Recall Notation 3.2.2.

Definition 3.5.1. For α ∈ J 0, N K, we define

C ′α =

{{(⌊
r

2pα

⌋
+ ` m2pα , T`

)
: 0 ≤ ` ≤ 2pα−1

}
if α ≤ z

p{(⌊
r

2pα

⌋
+ `k, T`

)
: 0 ≤ ` ≤ 2z−1

}
if α ≥ z

p .

Note that when α = z
p (it can only happen when z is divisible by p), the

two cases of the definition coincide.
Let us comment the previous definition, which may seem quite technical

at first. The first elements of the sets C ′α are the integer part of the remainder
r divided by increasing powers of the base 2p, i.e. r divided by 2pα for the set
indexed by α. The further elements of the set C ′α are obtained by adding to
the first element

⌊
r

2pα

⌋
integer multiples of m

2pα so that the greatest element
so-obtained is still less than m, provided that m is divisible by 2pα. When m
is no longer divisible by 2pα, i.e. when α > z

p , then we add integer multiples
of k, which is the odd part of m. In particular, if m is odd, i.e. if z = 0, then
all the sets C ′α are reduced to a single state: C ′α = {(

⌊
r

2pα

⌋
, T )}. Finally,
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remark that since R = | rep2p(r)| and N ≥ R, we have
⌊

r
2pN

⌋
= 0 and

C ′N = {(`k, T`) : 0 ≤ ` ≤ 2z−1}.
We will see in Lemma 3.5.16 that the states in C ′α are exactly those from

which there is a path labelled by the suffix of length α of 0N−R rep2p(r) to
the state (r, T ).

Example 3.5.2. Let m = 24 and p = 2. We have k = 3 and z = 3. Let us
consider the extremal possible values of the remainder r. For r = 23, we have
rep4(23) = 113, R = 3 and N = max{

⌈
3
2

⌉
, 3} = 3. Thus, the sets defined

above are

C ′0 = {(23, T )}
C ′1 = {(5, T ), (11, B), (17, B), (23, T )}
C ′2 = {(1, T ), (4, B), (7, B), (10, T ), (13, B), (16, T ), (19, T ), (22, B)}
C ′3 = {(0, T ), (3, B), (6, B), (9, T ), (12, B), (15, T ), (18, T ), (21, B)}.

For instance, we have the following two distinct paths, which are labelled by
0N−R rep4(23) = 113:

(0, T )
1−→ (1, T )

1−→ (5, T )
3−→ (23, T )

and
(3, B)

1−→ (13, B)
1−→ (5, T )

3−→ (23, T ).

For r = 0, we have R = 0 and N = max{
⌈

3
2

⌉
, 0} = 2. In this case, the sets

C ′α are

C ′0 = {(0, T )}
C ′1 = {(0, T ), (6, B), (12, B), (18, T )}
C ′2 = {(0, T ), (3, B), (6, B), (9, T ), (12, B), (15, T ), (18, T ), (21, B)}.

For instance, we have the following paths, labelled by 0N−R rep4(0) = 00:

(0, T )
0−→ (0, T )

0−→ (0, T )

and
(3, B)

0−→ (12, B)
0−→ (0, T ).

The sets C ′α are not necessarily disjoint as Example 3.5.2 shows. In order
to obtain the desired classes of states of the automaton Π (Am,r,2p ×AT ,2p),
we consider the following definition.



104 Chapter 3. Thue–Morse set

Definition 3.5.3. For α ∈ J 0, N K, we define

Cα = C ′α \
α−1⋃
β=0

C ′β.

As we will see in Example 3.5.5, if we take a look at Example 3.5.2 with
r = 23, then one has Cα = C ′α for all α, except that C1 = C ′1 \ {(23, T )}.

Let us define a second type of classes. The idea behind this definition
is that these classes are "too far" from the remainder r with respect to the
division by consecutive powers of the base 2p, in the sense that these states
do not accept any suffix of 0N−R rep2p(r).

Definition 3.5.4. For (j,X) ∈
(
J 0, k−1 K×{T,B}

)
\ {(0, T )}, we define

D′(j,X) = {(j + `k,X`) : 0 ≤ ` ≤ 2z−1}

and

D(j,X) = D′(j,X) \
N⋃
α=0

Cα.

As we already observed, all states of the form (`k, T`) appear in the set
C ′N and thus, also in the union of the sets Cα. This is the reason why the
sets D′(0,T ) and D(0,T ) are not defined, i.e. (j,X) 6= (0, T ) in the previous
definition.

We will refer to the sets of states Cα and D(j,X) as classes of states. Let
us make some preliminary observations concerning the previous definitions.

The classes Cα andD(j,X) are pairwise disjoint: the intersection of any two
such classes is empty. Moreover, the non-empty classes Cα and D(j,X) form a
partition of the whole set of states J 0,m−1 K×{T,B} of Π (Am,r,2p ×AT ,2p).
Note that if m is odd, i.e. if z = 0, then the sets D′(j,X) are reduced to a
single state. If m is a power of 2, i.e. if k = 1, then there is no set of the form
D′(j,X) and D(j,X) with j ≥ 1.

Example 3.5.5. Let us resume Example 3.5.2. For r = 23, the classes
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defined above are

C0 = {(23, T )}
C1 = {(5, T ), (11, B), (17, B)}
C2 = {(1, T ), (4, B), (7, B), (10, T ), (13, B), (16, T ), (19, T ), (22, B)}
C3 = {(0, T ), (3, B), (6, B), (9, T ), (12, B), (15, T ), (18, T ), (21, B)}

D(1,T ) = ∅
D(2,T ) = {(2, T ), (5, B), (8, B), (11, T ), (14, B), (17, T ), (20, T ), (23, B)}
D(0,B) = {(0, B), (3, T ), (6, T ), (9, B), (12, T ), (15, B), (18, B), (21, T )}
D(1,B) = {(1, B), (4, T ), (7, T ), (10, B), (13, T ), (16, B), (19, B), (22, T )}
D(2,B) = {(2, B), (8, T ), (14, T ), (20, B)}.

Note that 2k +
⌈
z
p

⌉
= 2 · 3 +

⌈
3
2

⌉
= 8 of them are non-empty. In Figure 3.9,

the automaton Π (A24,23,4×AT ,4) is represented without the transitions, and
the states are coloured with respect to these classes.

Figure 3.9: The classes of the projected automaton Π (A24,23,4×AT ,4).

Now if we consider r = 0, these classes are

C0 = {(0, T )}
C1 = {(6, B), (12, B), (18, T )}
C2 = {(3, B), (9, T ), (15, T ), (21, B)}

D(1,T ) = {(1, T ), (4, B), (7, B), (10, T ), (13, B), (16, T ), (19, T ), (22, B)}
D(2,T ) = {(2, T ), (5, B), (8, B), (11, T ), (14, B), (17, T ), (20, T ), (23, B)}
D(0,B) = {(0, B), (3, T ), (6, T ), (9, B), (12, T ), (15, B), (18, B), (21, T )}
D(1,B) = {(1, B), (4, T ), (7, T ), (10, B), (13, T ), (16, B), (19, B), (22, T )}
D(2,B) = {(2, B), (5, T ), (8, T ), (11, B), (14, T ), (17, B), (20, B), (23, T )}.

In this case, they are all non-empty and there are 8 of them. In Figure 3.10,
the states of the automaton Π (A24,0,4×AT ,4) are coloured with respect to
these classes.

Our aim is to prove that the non-empty classes defined above correspond
exactly to the left quotients of the language val−1

2p (m T +r).
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Figure 3.10: The classes of the projected automaton Π (A24,0,4×AT ,4).

3.5.2 Looking for the empty classes

Proposition 3.5.6. For all α ∈ J 0, N K, the classes Cα are non-empty.

Proof. The sequence
(⌊

r
2pα

⌋)
α∈J 0,N K is (strictly) decreasing for α ∈ J 0, R K

and is equal to 0 for α ∈ JR,N K. In particular, note that α = R is the first
value for which

⌊
r

2pα

⌋
= 0. Therefore (

⌊
r

2pα

⌋
, T0) = (

⌊
r

2pα

⌋
, T ) ∈ Cα for every

α ∈ J 0, R K (see Figure 3.11).

C ′0 (r, T )
C ′1 (

⌊
r
2p

⌋
, T )

...
...

C ′R (0, T )

C ′R+1 (0, T ) ( m
2p(R+1) , B)

C ′R+2 (0, T ) ( m
2p(R+2) , B)

...
...

C ′N (0, T ) ( m
2pN

, B)

Figure 3.11: The elements of the sets C ′α up to the first belonging to the classes
Cα.

If N = R then we are done (in this case, the part of Figure 3.11 below
the line is empty).

Now suppose that N =
⌈
z
p

⌉
> R. Then (

⌊
r

2pα

⌋
, T0) = (0, T ) ∈ C ′α \Cα for

every α ∈ JR + 1, N K. We claim that, for each such α, the "next" element
of C ′α (i.e. the element corresponding to ` = 1) indeed belongs to Cα. Let us
fix some α ∈ JR+ 1, N K.

First, suppose that α ≤ z
p . We must prove that ( m

2pα , T1) = ( m
2pα , B) /∈ C ′β

for β < α. If β < α then m
2pα < m

2pβ
≤
⌊
r

2pβ

⌋
+ m

2pβ
. This shows that if the

state ( m
2pα , B) belongs to some C ′β with β < α, then its first component has

to be
⌊
r

2pβ

⌋
. In other words, (

⌊
r

2pβ

⌋
, T0) is the only pair in C ′β such that the

first component might be equal to the first component of ( m
2pα , T1). However

the second components of these pairs clearly differ: T0 = T and T1 = B.
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We have just shown that ( m
2pα , T1) 6∈ C ′β for any β < α, hence that ( m

2pα , T1)
indeed belongs to Cα in the case where α ≤ z

p .
The remaining case is when α > z

p . In this case, we must show that one
has (k,B) /∈ C ′β for β < α. Since α ≤ N =

⌈
z
p

⌉
, we have

⌈
z
p

⌉
≥ α > z

p .
Thus α =

⌈
z
p

⌉
. Therefore, if β < α, then β < z

p . Thereby we may apply
the same reasoning as in the previous paragraph. Since β < z

p , one has
k = m

2z < m
2pβ
≤
⌊
r

2pβ

⌋
+ m

2pβ
. Hence (

⌊
r

2pβ

⌋
, T0) in the only pair in C ′β

such that the first component may be equal to the first component of (k,B).
Clearly, the second components of these pairs are different. We can thus
conclude that (k,B) belongs to Cα in the case where α > z

p .

Lemma 3.5.7. We have | rep2p(m−1)| −
⌈
z
p

⌉
∈ J 0, k−1 K.

Proof. Observe that

| rep2p(m)| =
⌊

log2p(m)
⌋

+ 1 =

⌊
log2p(k) +

z

p

⌋
+ 1. (3.4)

If m is a power of 2p, otherwise stated if k = 1 and p divides z, then
| rep2p(m−1)| = | rep2p(m)| − 1 = z

p and the result is clear.
Now, suppose that m is not a power of the base 2p. In this case, we

have | rep2p(m−1)| = | rep2p(m)|. From (3.4) we get that | rep2p(m)| ≥
⌈
z
p

⌉
.

Let us show that | rep2p(m)| −
⌈
z
p

⌉
≤ k − 1. If k = 1 then p does not

divide z (otherwise m would be a power of 2p) and we get from (3.4) that
| rep2p(m)| =

⌊
z
p

⌋
+ 1 =

⌈
z
p

⌉
. In the case where k = 3 and p = 1, we obtain

| rep2p(m)| =
⌊

log2(3) + z
⌋

+ 1 = 2 + z = k − 1 +
⌈
z
p

⌉
. In all other cases,

that is if k ≥ 5 or (k = 3 and p ≥ 2), we can check that log2p(k) < k − 2.
Therefore we have | rep2p(m)| ≤

⌊
k − 2 + z

p

⌋
+ 1 = k − 1 +

⌊
z
p

⌋
.

Proposition 3.5.8. The empty classes D(j,X) are exactly those of the form
D(⌊

r
2pα

⌋
,T

) with pα ≥ z.

Proof. The k classes D(0,B), . . . , D(k−1,B) are all non-empty. Indeed, for any
j ∈ J 0, k−1 K, the state (j, B) does not belong to any Cα.

Now, let j ∈ J 1, k−1 K. We have to show that all classes of the form
D

(
⌊

r
2pα

⌋
,T )

with pα ≥ z are empty (observe that if pα ≥ z then
⌊
r

2pα

⌋
≤ k−1),

and that the other classes D(j,T ) are non-empty.
If (j, T ) /∈ ∪Nα=0C

′
α, then the class D(j,T ) is non-empty since it contains

(j, T ). In this case, j 6=
⌊
r

2pα

⌋
for any α ∈ J 0, N K. Now, suppose that there

is some α ∈ J 0, N K such that (j, T ) ∈ C ′α. Since j < k, this α is unique and
j =

⌊
r

2pα

⌋
. We have to show that D(j,T ) is empty if and only if pα ≥ z.
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Clearly, pα ≥ z implies that D′(j,T ) = {(j + `k, T`) : ` ∈ J 0, 2z−1 K} = C ′α,
and hence that D(j,T ) is empty.

Now suppose that pα < z. We show that the second element (j+k,B) of
the set D′(j,T ) does not belong to any set C ′β , and hence indeed belongs to the
classD(j,T ). Let β ∈ J 0, N K and suppose to the contrary that (j+k,B) ∈ C ′β .
Since j + k ∈ J 0, 2k−1 K, the state (j + k,B) must be either the first or the
second element of the set C ′β . But since B 6= T0 = T , it has to be the second.
If pβ < z, then we obtain j+k =

⌊
r

2pβ

⌋
+k2z−pβ ≥ 2k, a contradiction. Thus

pβ ≥ z and j + k =
⌊
r

2pβ

⌋
+ k. But this implies that

⌊
r

2pα

⌋
= j =

⌊
r

2pβ

⌋
.

Since β > α, this means that j = 0, a contradiction.

Corollary 3.5.9. There are exactly N −
⌈
z
p

⌉
empty classes among the 2k−1

classes D(j,X).

Proof. By Proposition 3.5.8, the k classes D(0,B), . . . , D(k−1,B) are non-empty
and we have to count the number of classes of the formD

(
⌊

r
2pα

⌋
,T )

with pα ≥ z
among the k−1 classes D(1,T ), . . . , D(k−1,T ). Note that by Lemma 3.5.7 and
by definition of N , we have N −

⌈
z
p

⌉
∈ J 0, k−1 K.

Equivalently, we have to count the elements α ∈ J
⌈
z
p

⌉
, N K such that⌊

r
2pα

⌋
6= 0. Similarly to the proof of Proposition 3.5.6, we consider two cases

(also see Figure 3.11). If N =
⌈
z
p

⌉
then there is no such α at all since⌊

r
2pN

⌋
= 0. If N = R >

⌈
z
p

⌉
, then the suitable α are exactly those in

J
⌈
z
p

⌉
, R−1 K, and there are exactly R−1−

⌈
z
p

⌉
+1 = N−

⌈
z
p

⌉
of them. Hence

the conclusion.

3.5.3 States of the same class are indistinguishable

Given two states (j,X) and (j′, X ′) of the automaton Π (Am,r,2p ×AT ,2p), in
order to prove that (j,X) and (j′, X ′) are indistinguishable, we have to prove
that L(j,X) = L(j′,X′). The general procedure that we use goes as follows.
Pick some word v ∈ Σ∗2p and let n = |v| and e = val2p(v). By Lemma 3.3.9,
the word v is accepted from the state (j,X) if and only if there exists some
d ∈ N such that

2pnj + e = md+ r and Xd = T.

Similarly, the word v is accepted from the state (j′, X ′) if and only if there
exists some d′ ∈ N such that

2pnj + e = md′ + r and Xd′ = T.
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But then, observe that there is only one possible pair of candidates for d and
d′: we necessarily have

d =
2pnj + e− r

m
and d′ =

2pnj′ + e− r
m

. (3.5)

Therefore, proving that
L(j,X) = L(j′,X′)

is equivalent to proving that for all n ∈ N and e ∈ [[0, 2pn−1]], we have

(d ∈ N and Xd = T ) ⇐⇒ (d′ ∈ N and (X ′)d′ = T )

where d and d′ are given by (3.5). Moreover, note that such d and d′ are
always greater than or equal to − r

m , hence they are greater than −1. Thus,
provided that d and d′ are integers, we know that they are necessary non-
negative. Similarly, thanks to Remark 3.3.10, d and d′ must be less than
2pn. For these reasons, in the forthcoming proofs (namely, in Lemmas 3.5.10
and 3.5.12), we need to verify that d, d′ ∈ Z but we don’t need to check that
0 ≤ d, d′ < 2pn.

Our first aim is to show that all states in the same class D(j,X) accept the
same language. We start with a lemma that will be used several times. Note
that this lemma does not only concern the classes D(j,X) since we can have
(j,X) = (0, T ) in the statement.

Lemma 3.5.10. Let j ∈ J 0, k−1 K, ` ∈ J 0, 2z−1 K and X ∈ {T,B}. For all
n ∈ N such that pn ≥ z, we have

L(j,X) ∩ (Σ2p)
n = L(j+`k,X`) ∩ (Σ2p)

n.

Proof. Let n ∈ N such that pn ≥ z and let e ∈ J 0, 2pn−1 K. Set

d =
2pnj + e− r

m
and d′ =

2pn(j + `k) + e− r
m

.

Following the procedure described above, we have to prove that one has
(d ∈ N and Xd = T ) ⇐⇒ (d′ ∈ N and (X`)d′ = T ). Moreover, since
d′ = d+ 2pn`k

m = d+ `2pn−z and since pn ≥ z, d is an integer if and only if so
is d′. Furthermore,

d ≤ 2pnj + e

m
<

2pn(j + 1)

m
≤ 2pnk

m
= 2pn−z. (3.6)

If d, d′ ∈ N then rep2(d′) = rep2(`)0pn−z−| rep2(d)| rep2(d), and Xd = (X`)d′ .
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Proposition 3.5.11. Let (j,X) ∈ (J 0, k−1 K×{T,B}) \ {(0, T )}. Then any
two states in D(j,X) accept the same language.

Proof. Let `, `′ ∈ J 0, 2z−1 K. It suffices to show that if (j + `k,X`) ∈ D(j,X)

then L(j+`k,X`) ⊆ L(j+`′k,X`′ )
. Thus, suppose that (j + `k,X`) /∈ ∪Nα=0Cα.

Let n ∈ N and e ∈ J 0, 2pn−1 K. Set d = 2pn(j+`k)+e−r
m and assume that

d ∈ N and (X`)d = T . Then X` = Td. If pn < z then r−e
2pn =

⌊
r

2pn

⌋
because

r−e+dm
2pn = j + k` is an integer, m is divisible by 2pn and e ∈ J 0, 2pn−1 K.

Therefore, if pn < z then we get that

(j + `k,X`) =
(r − e+ dm

2pn
, Td

)
=
(⌊ r

2pn

⌋
+ d

m

2pn
, Td

)
∈ C ′n

which contradicts our assumption. Hence pn ≥ z and the conclusion follows
from Lemma 3.5.10.

Note that the proof of Proposition 3.5.11 shows that no word shorter than⌊
z
p

⌋
is accepted from a state of a class D(j,X). However, such words may be

accepted from a state of one of the classes Cα (see Lemma 3.5.16 below).
Now we turn to the classes Cα. The proof is divided into several technical

lemmas.

Lemma 3.5.12. For every α ∈ J 0, N K, any two states in C ′α accept the same
words of length at least α.

Proof. Let α ∈ J 0, N K. First, we do the case α ≤ z
p . By definition of the

sets C ′α, it suffices to show that for all ` ∈ J 0, 2pα−1 K and n ≥ α, we have
L(b r

2pα
c,T ) ∩ (Σ2p)

n = L(b r
2pα
c+` m

2pα
,T`) ∩ (Σ2p)

n. Thus, let ` ∈ J 0, 2pα−1 K,
n ≥ α and e ∈ J 0, 2pn−1 K. Then set

d =
2pn
⌊
r

2pα

⌋
+ e− r

m
and d′ =

2pn(
⌊
r

2pα

⌋
+ ` m2pα ) + e− r
m

.

We have to prove that (d ∈ N and Td = T ) ⇐⇒ (d′ ∈ N and (T`)d′ = T ).
Since

⌊
r

2pα

⌋
< m

2pα = k2z−pα and z− pα ≥ 0, we obtain that
⌊
r

2pα

⌋
+ 1 ≤ m

2pα .
Then

d <
2pn
(⌊

r
2pα

⌋
+ 1
)

m
≤ 2p(n−α). (3.7)

Since d′ = d+ `2p(n−α) and n ≥ α, it follows that d is an integer if and only
if so is d′. Moreover, in the case where both d and d′ are in N then we have
rep2(d′) = rep2(`)0p(n−α)−| rep2(d)| rep2(d), hence Td = (T`)d′ .

Next, suppose that α > z
p . Then, we must show that for all ` ∈ J 0, 2z−1 K

and n ≥ α, we have L(b r
2pα
c,T ) ∩ (Σ2p)

n = L(b r
2pα
c+`k,T`) ∩ (Σ2p)

n. Since
b r

2pα c <
m

2pα = k2z−pα < k, the conclusion follows from Lemma 3.5.10.
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Lemma 3.5.13. Let α ∈ J 0, N K.

1. If pα ≤ z then no state in Cα accepts any words of length < α.

2. If pα > z then no state in Cα accepts any words of length ≤
⌊
z
p

⌋
.

Proof. Let us prove the first item. Suppose that pα ≤ z and that there is
a word over Σ2p of length β < α that is accepted from a state of the form
(
⌊
r

2pα

⌋
+ ` m2pα , T`) with ` ∈ J 0, 2pα−1 K, i.e. from a state in C ′α. This means

that there is e ∈ J 0, 2pβ−1 K such that if we set

d =
2pβ(

⌊
r

2pα

⌋
+ ` m2pα ) + e− r
m

,

then d ∈ N and (T`)d = T . But then(⌊ r

2pα

⌋
+ `

m

2pα
, T`

)
=
(r − e+ dm

2pβ
, Td

)
=
(⌊ r

2pβ

⌋
+ d

m

2pβ
, Td

)
∈ C ′β.

Since β < α, the state (
⌊
r

2pα

⌋
+ ` m2pα , T`) does not belong to Cα. (To show

that r−e
2pβ

=
⌊
r

2pβ

⌋
, we proceed as in the proof of Proposition 3.5.11.)

Now we prove the second part. Suppose that pα > z and that there is a
word over Σ2p of length β ≤

⌊
z
p

⌋
that is accepted from a state of the form

(
⌊
r

2pα

⌋
+ `k, T`) with ` ∈ J 0, 2z−1 K, i.e. from a state in C ′α. This means that

there is e ∈ J 0, 2pβ−1 K such that if we set

d =
2pβ(

⌊
r

2pα

⌋
+ `k) + e− r
m

,

then d ∈ N and (T`)d = T . But then(⌊ r

2pα

⌋
+ `k, T`

)
=
(r − e+ dm

2pβ
, Td

)
=
(⌊ r

2pβ

⌋
+ d

m

2pβ
, Td

)
∈ C ′β.

Therefore the state (
⌊
r

2pα

⌋
+ `k, T`) does not belong to Cα.

Lemma 3.5.14. If N =
⌈
z
p

⌉
, then no state in CN accepts any words of length

< N .

Proof. This is a reformulation of Lemma 3.5.13 with α = N .

We are now ready to prove that two states belonging to any given class
Cα are indistinguishable.

Proposition 3.5.15. For every α ∈ J 0, N K, any two states in Cα accept the
same language.
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Proof. Let α ∈ J 0, N K. From Lemma 3.5.12, it is enough to consider words
of length smaller than α and from the first item of Lemma 3.5.13, we may
suppose that pα > z. If N =

⌈
z
p

⌉
, then we must have α = N and we are

done thanks to Lemma 3.5.14. Thus, we may also assume that N = R >
⌈
z
p

⌉
.

Under these assumptions,
⌊
r

2pα

⌋
< k and the first state of Cα is (

⌊
r

2pα

⌋
, T )

(see Figure 3.11). Thus, we have to show that for all ` ∈ J 0, 2z−1 K such that
the state (

⌊
r

2pα

⌋
+ `k, T`) indeed belongs to Cα and all n < α, we have

L
(
⌊

r
2pα

⌋
,T )
∩ (Σ2p)

n = L
(
⌊

r
2pα

⌋
+`k,T`)

∩ (Σ2p)
n.

If pn < z then both languages are empty by the second item of Lemma 3.5.13.
If pn ≥ z then the equality follows from Lemma 3.5.10.

3.5.4 States of different classes are distinguishable

In this section, we show that, in the projected automaton Π (Am,r,2p ×AT ,2p),
states belonging to different classes Cα or D(j,X) are pairwise distinguishable,
that is, for any two such states, there is a word which is accepted from exactly
one of them.

The following lemma shows that the states in a set C ′α are exactly those
that lead to states of the set C ′α−1 by reading the letter rα−1 ∈ Σ2p , where
0N−R rep2p(r) = rN−1 · · · r1r0.

Lemma 3.5.16. Let 0N−R rep2p(r) = rN−1 · · · r1r0 and let α ∈ J 0, N K.
Then

C ′α = {(i,X) ∈ J 0,m−1 K×{T,B} : δΠ
×((i,X), rα−1 · · · r1r0) = (r, T )}.

Proof. First, we consider the case where pα ≤ z. Pick some (i,X) ∈ C ′α. By
definition, there exists ` ∈ J 0, 2pα−1 K such that (i,X) = (

⌊
r

2pα

⌋
+ ` m2pα , T`).

Observe that
⌊
r

2pα

⌋
= val2p(rN−1 · · · rα+1rα). Then

2pα
(⌊ r

2pα

⌋
+ `

m

2pα

)
+ val2p(rα−1 · · · r1r0) = `m+ r.

Since (T`)` = T , from Lemma 3.3.9 we get δΠ
×((i,X), rα−1 · · · r1r0) = (r, T ).

The other way around, let (i,X) ∈ J 0,m−1 K×{T,B} be a state such that
δΠ
×((i,X), rα−1 · · · r1r0) = (r, T ). Then there exists some d ∈ J 0, 2pα−1 K
such that

2pαi+ val2p(rα−1 · · · r1r0) = md+ r and Xd = T.
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We obtain

i =
1

2pα

(
md+ r − val2p(rα−1 · · · r1r0)

)
= d

m

2pα
+
⌊ r

2pα

⌋
.

Observe that Xd = T is equivalent to X = Td. This proves that (i,X) ∈ C ′α.
Secondly, we consider the case where pα > z. Pick some (i,X) ∈ C ′α.

There exists ` ∈ J 0, 2z−1 K such that (i,X) = (
⌊
r

2pα

⌋
+ `k, T`). Then

2pα
(⌊ r

2pα

⌋
+ `k

)
+ val2p(rα−1 · · · r1r0) = `k2pα + r = `2pα−zm+ r.

Since (T`)`2pα−z = (T`)` = T , we obtain δΠ
×((i,X), rα−1 · · · r1r0) = (r, T ).

Conversely, let (i,X) be some state of the set J 0,m−1 K×{T,B} such that
δΠ
×((i,X), rα−1 · · · r1r0) = (r, T ). Then there exists some d ∈ J 0, 2pα−1 K
such that

2pαi+ val2p(rα−1 · · · r1r0) = md+ r and Xd = T.

From the first part, we get

md = 2pαi− (r − val2p(rα−1 · · · r1r0)) = 2pαi− 2pα
⌊ r

2pα

⌋
,

hence kd = 2pα−z(i−
⌊
r

2pα

⌋
). Since k is odd, d must be a multiple of 2pα−z.

We obtain
i =

d

2pα−z
k +

⌊ r

2pα

⌋
andX d

2pα−z
= Xd = T . Since d

2pα−z ∈ J 0, 2z−1 K, we get that (i,X) ∈ C ′α.

Proposition 3.5.17. For every α ∈ J 0, N K, the class Cα is distinguishable
from all the other classes.

Proof. First, we show that the classes Cα are distinguishable among them.
From Proposition 3.5.6, we know that these classes are all non-empty. Let
α, β ∈ J 0, N K such that α < β and let (i,X) ∈ Cα and (j, Y ) ∈ Cβ . We show
that L(i,X) 6= L(j,Y ). By definition of the classes, the state (i,X) belongs
to C ′α and since α < β, the state (j, Y ) does not belong to C ′α. We get
from Lemma 3.5.16 that the suffix s of length α of the word 0N−R rep2p(r)
is accepted from (i,X) but not from (j, Y ). THence s ∈ L(i,X) \ L(j,Y ).

Secondly, we show that the classes Cα are distinguishable from all the
non-empty classes of the form D(i,X). Let α ∈ J 0, N K. By definition, any
state in a class D(i,X) cannot belong to C ′α. Similarly to what precedes, the
conclusion follows from Lemma 3.5.16.
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It remains to show that the non-empty classes D(j,X) are distinguishable
from each other. Recall that when m is a power of 2, i.e. when k = 1, there
is no class of the form D(j,X).

Proposition 3.5.18. Suppose that k > 1 and let (i,X), (j, Y ) be two distinct
states of (J 0, k−1 K×{T,B})\{(0, T )} such that the classes D(i,X) and D(j,Y )

are both non-empty. Then D(i,X) and D(j,Y ) are distinguishable.

Proof. We already know from the previous section that the states of D(i,X)

(resp. D(j,Y )) are indistinguishable. Therefore, it suffices to show that
L(i,X) 6= L(j,Y ).

First, suppose that i = j. Then X 6= Y by hypothesis and the states
(i,X) and (j, Y ) are disjoint by Lemma 3.4.14. Since Π (Am,r,2p ×AT ,2p) is
coaccessible by Proposition 3.4.15, we obtain that the states (i,X) and (j, Y )
are distinguishable.

Now suppose that i 6= j. By Lemma 3.4.9, the word wi rep2p(r) is ac-
cepted from i in the automaton Π(Am,r,2p) but is not accepted from j. Then,
there are a word u1 of length |wi| and a word u2 of length R such that the
word (u1, wi)(u2, rep2p(r)) is accepted from i in the automaton Am,r,2p but
is not accepted from j. By Lemma 3.4.10, this word is accepted either from
(i, T ) or from (i, B) in the automaton Am,r,2p ×AT ,2p , but is not accepted
neither from (j, T ) nor from (j, B). Now, two cases are possible.

First, suppose that (u1, wi)(u2, rep2p(r)) is accepted from (i,X) in the
automaton Am,r,2p ×AT ,2p . Then, in the projection Π (Am,r,2p ×AT ,2p), the
word wi rep2p(r) is accepted from (i,X) but not from (j, Y ). Thus, the word
wi rep2p(r) distinguishes the states (i,X) and (j, Y ).

Secondly, suppose that (u1, wi)(u2, rep2p(r)) is accepted from (i,X) in
Am,r,2p ×AT ,2p . Let (i′, X ′) = δ×((i,X), (u1, wi)). In this case we have
δ×((i′, X ′), (u2, rep2p(r)) = (r, T ). In particular δΠ

m,r,2p(i, wi) = i′, hence
i′ = 0 by Lemma 3.4.8. Now, by using Lemma 3.4.10 and Lemma 3.4.11
successively, we obtain

δ×
(
(i,X), (u1, wi) rep2p(1,m)(u2, rep2p(r))

)
= δ×

(
(0, X ′), rep2p(1,m)(u2, rep2p(r))

)
= δ×

(
(0, X ′), (u2, rep2p(r))

)
= (r, T ).

This shows that the word wi rep2p(m) rep2p(r) is accepted from (i,X) in
Π
(
Am,r,2p ×AT ,2p

)
. From Lemmas 3.4.9 and 3.4.13, this word cannot be

accepted from (j, Y ), hence it distinguishes the states (i,X) and (j, Y ).
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3.5.5 The minimal automaton of val−1
2p (mT + r)

We are ready to construct the minimal automaton of val−1
2p (m T +r). Since

the states of Π (Am,r,2p ×AT ,2p) that belong to the same class Cα or D(j,X)

are indistinguishable, they can be glued together in order to define a new
automatonMm,r,T ,2p that still accepts the same language.

The formal definition ofMm,r,T ,2p is as follows. The alphabet is Σ2p . The
states are the classes Cα for α ∈ J 0, N K and the non-empty classes D(j,X)

for (j,X) ∈
(
J 0, k−1 K×{T,B}

)
\ {(0, T )}. The class CR is the initial state

and the only final state is the class C0. Note that (0, T ) ∈ CR and that
(r, T ) ∈ C0. The transitions of Mm,r,T ,2p are defined as follows: there is a
transition labelled by a letter a in Σ2p from a class J1 to a class J2 if and
only if in the automaton Π (Am,r,2p ×AT ,2p), there is a transition labelled by
a from a state of J1 to a state of J2.

Example 3.5.19. In Figure 3.12, the classes of Π (A6,2,4×AT ,4) are coloured
in white, blue, grey, yellow, fuchsia, orange and purple.

0T 1T 2T 3T 4T 5T

0B 1B 2B 3B 4B 5B

0

1

2

3

Figure 3.12: The classes of the automaton of Π (A6,2,4×AT ,4).

Figure 3.13 depicts the minimal automaton M6,2,T ,4 of val−1
4 (6 T +2),

where states corresponding to the same color are glued together to form a
single state.

Theorem 3.5.20. Let p and m be positive integers. Then the automaton
Mm,r,T ,2p is the minimal automaton of the language val−1

2p (m T +r).
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0

1

2

3

Figure 3.13: The automatonM6,2,T ,4.

Proof. By construction and by Propositions 3.5.11 and 3.5.15, the language
accepted by Mm,r,T ,2p is val−1

2p (m T +r). In order to see that Mm,r,T ,2p is
minimal, it is enough to prove that it is complete, reduced and accessible. The
fact that Mm,r,T ,2p is reduced follows from Propositions 3.5.17 and 3.5.18.
We know from Proposition 3.4.15 that the automaton Π (Am,r,2p ×AT ,2p) is
complete and accessible, which in turn implies that Mm,r,T ,2p is complete
and accessible as well.

We are now ready to prove Theorem 3.2.3.

Proof of Theorem 3.2.3. In view of Theorem 3.5.20, it is enough to count the
number of states of Mm,r,T ,2p . These states correspond to the non-empty
classes Cα and D(j,X). By Proposition 3.5.6 and Corollary 3.5.9, there are
exactly (N + 1) +

(
2k − 1− (N −

⌈
z
p

⌉
)
)

= 2k +
⌈
z
p

⌉
such classes.

Example 3.5.21. The minimal automaton of the language val−1
4 (6 T +2)

has 7 states (see Figure 3.13). We can indeed compute that 2 · 3 +
⌈

1
2

⌉
= 7.

Remark that even though the description of the classes highly depends
on the quantity r, the state complexity of val−1

2p (m T +r) is the same for all
r ∈ J 0,m−1 K.

3.6 A decision procedure

As an application of Theorem 3.2.3, we obtain the following decision proce-
dure.
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Corollary 3.6.1. Given any 2p-recognizable set Y (via a finite automaton
A recognizing it), it is decidable whether Y = m T +r for some m ∈ N and
r ∈ J 0,m−1 K.

Proof. Let Y be a 2p-recognizable set given thanks to a complete DFA that
accepts the language of the 2p-expansions of its elements. We can minimize
the DFA and hence compute the state complexity M of Y (with respect to
the base 2p). Let us decompose the possible multiples m as k2z with k odd.
By Theorem 3.2.3, it is sufficient to test the equality between Y and m T +r
for the finitely many values of pairs (k, z) such that 2k +

⌈
z
p

⌉
= M and the

finitely many r ∈ J 0,m−1 K. For each couple (m, r) that has to be tested, we
can directly use our description of the minimal automaton of val−1

2p (m T +r)
(this is Theorem 3.5.20). This concludes the proof since the equality of two
regular languages is decidable.

Remark 3.6.2. We think, even though we do not have any proof yet, that
the previous decision procedure could be run in quadratic time with respect
to the number of states of the automaton given in entry.

3.7 A direct description of the classes when r = 0

In the conference paper [22], we described the automaton Mm,r,T ,2p in the
particular case where r = 0, i.e. for the exact multiples of T . The construc-
tion was similar, but the way we build the classes of states was different.
Therefore, we can give another description of the classes Cα and D(j,X) for
r = 0 which is easier than the descriptions from Definitions 3.5.3 and 3.5.4 in
the sense that the classes are built in a direct way, without having to remove
some states a posteriori. Since the proofs in [22] are similar to the ones in
the present dissertation, we give here another proof of the equivalence of the
descriptions.

Note that if r = 0 then R = 0 and N =
⌈
z
p

⌉
.

Proposition 3.7.1. Suppose that r = 0.

• We have C0 = {(0, T )}.

• For each α ∈ J 1, N−1 K, we have

Cα =

αp−1⋃
β=(α−1)p

{(k2z−β−1 + `k2z−β, B`) : ` ∈ J 0, 2β−1 K}.
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• We have

CN =
z−1⋃

β=
(⌈

z
p

⌉
−1

)
p

{(k2z−β−1 + `k2z−β, B`) : ` ∈ J 0, 2β−1 K}.

• For (j,X) ∈
(
J 0, k−1 K×{T,B}

)
\ {(0, T )}, we have

D(j,X) = {(j + `k,X`) : ` ∈ J 0, 2z−1 K}.

Proof. A direct verification shows that C0 = C ′0 = {(0, T )}. Now, let us
show that for all α ∈ J 1, N K, we have C ′α−1 ⊂ C ′α. If α ≤ z/p, then for all
` ∈ J 0, 2p(α−1)−1 K, we have(

`k2z−p(α−1), T`
)

=
(
`2pk2z−pα, T`

)
and `2p ≥ 0, `2p < 2pα−p2p = 2pα and T`2p = T`. If α ≥ z/p, then α =

⌈
z
p

⌉
,

α− 1 ≤ z/p and for all ` ∈ J 0, 2p(α−1)−1 K(
`k2z−p(α−1), T`

)
=
(
`2z−p(α−1)k, T`

)
and `2z−p(α−1) ≥ 0, `2z−p(α−1) < 2pα−p2z−pα+p = 2z and T`2z−p(α−1) = T`.
Hence C ′α−1 ⊂ C ′α. Note that thanks to Proposition 3.5.6, the inclusion is
strict. We can deduce that for all α ∈ J 1, N K, we have

Cα = C ′α \
α−1⋃
β=0

C ′β = C ′α \ C ′α−1.

Moreover, C ′N = {(`k, T`) : ` ∈ J 0, 2z−1 K}. This suffices to show that

D(j,X) = {(j + `k,X`) : ` ∈ J 0, 2z−1 K}

for any (j,X) ∈
(
J 0, k−1 K×{T,B}

)
\ {(0, T )}.

It remains to show the equality for the classes Cα, α ∈ J 1, N K. First,
suppose that α ∈ J 1, N−1 K. We have

C ′α−1 = {
(
`′k2z−pα+p, T`′

)
: `′ ∈ J 0, 2pα−p−1 K}.

Moreover,

C ′α = {
(
`k2z−pα, T`

)
: ` ∈ J 0, 2pα−1 K}

=
{( `

2p
k2z−pα+p, T`

)
: ` ∈ J 0, 2pα−1 K

}
.
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Thus a simple verification shows that the states of the class Cα are the states(
`k2z−pα, T`

)
of C ′α where ` is not divisible by 2p. We also have

αp−1⋃
β=(α−1)p

{(
k2z−β−1 + `k2z−β, B`

)
: ` ∈ J 0, 2β−1 K

}

=

αp−1⋃
β=(α−1)p

{(
k(2`+ 1)2z−β−1, B`

)
: ` ∈ J 0, 2β−1 K

}

=

αp−1⋃
β=(α−1)p

{(
k`′2z−β−1, T`′

)
: `′ ∈ J 1, 2β+1−1 K, `′ odd

}

=

αp⋃
γ=(α−1)p+1

{(
k`′2z−γ , T`′

)
: `′ ∈ J 1, 2γ−1 K, `′ odd

}
.

Now, let ` ∈ J 0, 2αp−1 K be such that ` is not divisible by 2p (and thus the
state

(
`k2z−pα, T`

)
belongs to Cα). We are looking for γ ∈ J(α−1)p+ 1, αp K

and `′ ∈ J 1, 2γ−1 K, `′ odd, such that(
`k2z−pα, T`

)
=
(
`′k2z−γ , T`′

)
.

Since ` is not divisible by 2p, there is an odd number x ≥ 1 and a number
y ∈ J 0, p−1 K such that ` = x2y. It suffices to choose

γ = pα− y and `′ = x.

In this case, we have

`′k2z−γ = xk2z−pα+y = `k2z−pα.

Moreover, since ` = `′2y, we have T` = T`′ . It remains to show that γ
and `′ are in the good intervals and `′ is odd. On the one hand, we have
γ = pα − y > pα − p = p(α − 1) and γ = pα − p ≤ pα. On the other hand,
`′ is odd because x is, `′ = x ≥ 1 and

`′ = x < 2γ ⇐⇒ `

2y
< 2pα−y ⇐⇒ ` < 2pα.

Let us now turn to the other inclusion. Let γ ∈ J(α−1)p + 1, αp K and
`′ ∈ J 1, 2γ−1 K with `′ odd. Since γ ≤ αp, we have(

k`′2z−γ , T`′
)

=
(
`′2pα−γk2z−pα, T`′2pα−γ

)
.

Furthermore, `′2pα−γ ≥ 2pα−γ ≥ 0. We also have `′2pα−γ < 2γ2pα−γ = 2pα.
Finally, since `′ is odd, `′2pα−γ is not divisible by 2p if and only if we have
pα− γ < p, which is equivalent to γ > pα− p, hence the conclusion.

The proof of the case α = N is similar.
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3.8 Replacing T by its complement T

If we are interested in the set T = N \ T instead of T , we can use the same
construction that we described and studied for T . We only have to exchange
the final/non-final status of the states in the automaton AT . In this section,
we show that we may instead directly obtain the minimal automaton of the
language val−1

2p (mT + r) from that of val−1
2p (m T +r).

Example 3.8.1. Let us push further our running example by considering
now T instead of T . The classes of states are defined similarly by exchang-
ing T and B everywhere. In Figure 3.14, we have depicted the classes
of the corresponding projected product automaton, which we denote by
Π
(
A6,2,4×AT ,4

)
. Figure 3.15 depicts the minimal automaton M6,2,T ,4 of

0T 1T 2T 3T 4T 5T

0B 1B 2B 3B 4B 5B

0

1

2

3

Figure 3.14: The classes of the automaton of Π
(
A6,2,4×AT ,4

)
.

val−1
4 (6T + 2), where states corresponding to the same color are glued to-

gether to form a single state. Since the classes of states have been modified
but the edges are unchanged, the minimal automaton obtained by gluing the
sets of the same classes together is not a symmetric version of the automa-
ton Mm,r,T ,2p we obtained starting from the set T ; compare Figures 3.13
and 3.15. Nevertheless, observe that the automaton of Figure 3.15 can be
obtained from the one of Figure 3.13 by replacing the initial state (in purple)
by the yellow state. Also observe that, in the automaton of Figure 3.13, the
yellow state is reached from the initial state by reading the word rep4(6) = 12.
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0

1

2

3

Figure 3.15: The automatonM6,2,T ,4.

This fact is always true and is proved in Proposition 3.8.2.

In the next proposition, we show that the minimal automaton of the
language val−1(mT +r) can be obtained directly from the minimal automaton
of val−1

2p (m T +r) by only moving the initial state.

Proposition 3.8.2. The minimal automaton of val−1
2p (mT + r) is obtained

by replacing the initial state of the automaton Mm,r,T ,2p by the state that is
reached by reading rep2p(m) from the initial state.

Proof. Consider the automaton Mm,r,T ,2p . By construction, its states are
sets of states (called classes) of the automaton Π (Am,r,2p ×AT ,2p). Using
Lemma 3.3.9, for each X ∈ {T,B}, there is a path labelled by rep2p(m)
going from (0, X) to (0, X) in Π (Am,r,2p ×AT ,2p), and hence the same holds
for the corresponding classes of states inMm,r,T ,2p .

First, let us show that the obtained automaton is again minimal. By
only changing the initial state of any minimal DFA, we keep a DFA that
is complete and reduced. Furthermore, the obtained DFA is still accessible
since we have seen in the previous paragraph that there is a path from the
class of (0, B) to the class of (0, T ), which is precisely the initial state in
Mm,r,T ,2p .

It remains to show that the language L accepted from the class of (0, B)
in the automatonMm,r,T ,2p is equal to val−1

2p (mT +r). By construction, L is
equal to the language L(0,B) accepted from the state (0, B) in the automaton
Π (Am,r,2p ×AT ,2p) and we already know that L(0,T ) = val−1

2p (m T +r).
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Let w ∈ Σ∗2p . We know that w ∈ L(0,B) ⇐⇒ rep2p(m)w ∈ L(0,T ). Thus,
we only have to show val2p(w) ∈ mT + r ⇐⇒ m2p|w| + val2p(w) ∈ m T +r.
In both cases, we must have that val2p(w) = mq + r with q ∈ N. Since
q ≤ val2p(w) < 2p|w|, we have rep2(2p|w| + q) = 10p|w|−| rep2(q)| rep2(q). This
shows that q ∈ T ⇐⇒ 2p|w| + q ∈ T , hence the conclusion.

Note that the minimal automaton of val−1
2p (mT + r) can also be obtained

by replacing the initial state T of the automaton AT ,2p (cf. Section 3.3.1) by
the state B and then apply the same strategy than we did for val−1

2p (m T +r).

Corollary 3.8.3. Let m, p be positive integers and r ∈ J 0,m−1 K. Then the
state complexity of mT + r with respect to the base 2p is equal to 2k+

⌈
z
p

⌉
if

m = k2z with k odd.

3.9 Conclusion and perspectives

Our method is constructive and in principle, it may be applied to any b-
recognizable set X ⊆ N. However, the product automaton Am,r,2p ×AX,2p
recognizing the bidimensional set {(n,mn + r) : n ∈ X} is not minimal in
general. As an example, consider the 2-recognizable set X of powers of 2:
X = {2n : n ∈ N}. The product automaton A3,0,2×AX,2 of our construction
(for m = 3, r = 0 and b = 2) has 6 states but is clearly not minimal since
it is easily checked that the automaton of Figure 3.16 is the trim minimal
automaton recognizing the set {(2n, 3 · 2n) : n ∈ N}. This illustrates that, in

(0, 0) (0, 0)

(0, 1) (1, 1)

Figure 3.16: Minimal automaton recognizing the set {(2n, 3 · 2n) : n ∈ N}.

general, the minimization procedure is not only needed in the final projection
Π (Am,r,2p ×AX,2p) as it is the case in the present work.

Nevertheless, we conjecture that the phenomenon described in this work
for the Thue-Morse set also appears for all b-recognizable sets of the form

Xb,c,M,R = {n ∈ N : | repb(n)|c ≡ R (mod M)}

where b is an integer base, c is any digit in Σb, M is an integer greater than
or equal to 2 and R is any possible remainder in J 0,M−1 K. More precisely,
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we conjecture that whenever the base b is a prime power, i.e. b = qp for
some prime q, then the state complexity of mXb,c,M,R + r is given by the
formula Mk +

⌈
z
p

⌉
where k is the part of the multiple m that is prime to

the base b, i.e. m = kqz with gcd(k, q) = 1. Note that the set T is of
this form: T = {n ∈ N : | rep2(n)|1 ≡ 0 (mod 2)}. Another example is the
following one. Consider b = 3, c = 2,M = 3, R = 0 and m = 2, r = 0.
Our conjecture announce that the state complexity of the set 2X3,2,3,0 with
respect to the base 3 is 3 · 2 + d0

1e = 6. Applying the same method as in
the present chapter, we get the automata of Figure 3.17. For the sake of
clarity, one omits the labels in the product automaton, since they can easily
be deduced from the two other automata. Finally, by projecting each label of

(0, 0), (1, 2) (1, 0), (2, 2)

(0, 1)

(2, 1)

(0, 0), (0, 1), (0, 2)
(1, 0), (1, 1), (1, 2)

(0, 0), (0, 1), (0, 2)
(1, 0), (1, 1), (1, 2)

(0, 0), (0, 1), (0, 2)
(1, 0), (1, 1), (1, 2)

(2, 0), (2, 1), (2, 2)

(2, 0), (2, 1), (2, 2)

(2, 0), (2, 1), (2, 2)

Figure 3.17: Construction of the automaton recognizing 2X3,2,3,0 in base 3.

the product automaton onto its second component, one gets the automaton
depicted in Figure 3.18. On can verify that it is minimal, and it has 6 states,
as announced by the conjecture.
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0, 2 0

0, 2

0

0, 2 0

1

1
2

1

1
2

1

2

1

Figure 3.18: Minimal automaton of the base-3 expansions of the set 2X3,2,3,0.

Another potential future research direction in the continuation of the
present work is to consider automata reading the expansions of numbers with
least significant digit first. Both reading directions are relevant to different
problems. For example, it is easier to compute addition thanks to an automa-
ton reading expansions from “right to left” rather than from “left to right”. On
the opposite, if we have in mind to generalize our problems to b-recognizable
sets of real numbers (see for instance [14, 20, 26]), then the relevant reading
direction is the one with most significant digit first. Further, there is no in-
trinsic reason why the state complexity from “left to right” should be the same
as (or even close to) the one obtained from “right to left” since in general, it
is well-known that the state complexity of an arbitrary language can greatly
differ from the one of its reversed language. One can cite the papers [13] and
[54]. For example, consider the language Ln = 1(0+1)n1(0+1+ε)n0∗ and its
mirror Kn. The state complexity of Ln grows linearly with n, while the state
complexity of Kn grows exponentially with n [54]. However, evaluating Ln as
LSDF encodings or Kn as MSDF encodings gives the same finite (ultimately
periodic) set.



Chapter 4

Automatic sequences based on
Parry or Bertrand numeration
systems

4.1 Introduction

The content of this chapter can be found in [56]. As shown by Theorem 1.6.3,
there is a strong link between automatic sequences and recognizable sets of
integers. For example, the Thue-Morse word t defined in the previous chapter
is 2-automatic, since it is generated by the DFAO of Figure 4.1. Moreover,

q0 q1

0 0
1

10 1

Figure 4.1: DFAO generating the Thue-Morse word.

we previously saw that the sets T and T are 2-recognizable. Furthermore,
considering an integer base b ≥ 2, a set X ⊆ N is b-recognisable if and
only if its characteristic sequence is b-automatic. A characteristic sequence is
defined over {0, 1}, but one can study automatic sequences defined over bigger
alphabets. In this chapter, we are going to look at automatic sequences based
on particular numeration systems and their properties. Roughly speaking, an
automatic sequence is an infinite word over a finite alphabet such that its nth

symbol is obtained as the output given by a deterministic finite automaton

125
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fed with the representation of n in a suitable numeration system. Precise
definitions are given in Chapter 1, Section 1.6.

If we consider the usual base-b numeration system, then we get the family
of b-automatic sequences. Thanks to a theorem of Cobham (Theorem 1.6.2),
we know that these words are images under a coding of a fixed point of a
b-uniform morphism. On a larger scale, if one considers abstract numeration
systems (Definition 1.4.1) based on a regular language (see for instance [12,
Chapter 3] or [66]), then we get exactly the family of morphic words (i.e.
images under a coding of a fixed point of an arbitrary substitution). Between
these two extremes, we have the automatic sequences based on Pisot, Parry
and Bertrand numeration systems, and we have the following hierarchy (cf.
Chapter 1, Section 1.3):

Integer base systems ( Pisot systems ( Parry systems
(Bertrand systems with a regular numeration language
(Abstract numeration systems.

Abstract numeration systems are uniquely based on the genealogical ordering
of the words belonging to a regular language. This is contrasting with the
more restricted case, treated in this chapter, of positional numeration systems
based on an increasing sequence of integers: a digit occurring in nth position
is multiplied by the nth element of the underlying sequence. As an example,
consider the DFAO depicted in Figure 4.2 defined over the alphabet J 0, 3 K,
where the output function applied to a state gives the name of the state. If

0 1

0, 2 0, 2
1, 3

1, 3

Figure 4.2: DFAO generating several automatic sequences.

one feeds this DFAO with a word w ∈ J 0, 3 K∗, then the output is 0 if the sum
of the digits appearing in w is even, the output is 1 otherwise. This DFAO
generates automatic sequences based on different positional numeration sys-
tems. Table 4.3 takes some examples. The first one is an integer base system.
The second one is the Fibonacci numeration system (Example 1.3.4), then
one has the Parry non-Pisot numeration system of Lemma 1.3.29. Finally, we
give a Bertrand non-Parry numeration system. Its is from Example 1.3.22.
The initial conditions can be deduced from Definition 1.3.11. The last column
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Type Numeration system Automatic sequence
Integer Ui+1 = 2Ui 01101001100101 · · ·
Pisot Ui+2 = Ui+1 + Ui 01110100100011 · · ·
Parry Ui+4 = 3Ui+3 + 2Ui+2 + 3Ui 01011010010110 · · ·

Bertrand Ui+1 = 3Ui + 1 01011010010111 · · ·

Table 4.3: Examples of automatic sequences

of Table 4.3 gives the sequences obtained by feeding the DFAO of Figure 4.2
with the U -representations of integers (one forgets the transitions of label 2
and 3 when the alphabet of the numeration is J 0, 1 K).

The Pisot-automatic sequences behave in many respects like b-automatic
sequences [15, 37, 66]: if β is a Pisot number, then repUβ (N) is regular,
normalization w 7→ repUβ

(
valUβ (w)

)
(and thus addition) is computable by a

finite automaton. Moreover, Uβ-recognizable sets (β being either an integer
base, either a Pisot number) are characterized in terms of first-order logic.
This characterization in the b-automatic case is due to Büchi [18] and it
was generalized to the Pisot case by Bruyère and Hansel [15]; also see [66,
Chap. 3] and the references therein. Now by using the logical characterization,
it is particularly straightforward to show that both the class of b-automatic
sequences and the class of Pisot-automatic sequences enjoy many closure
properties. For instance, both classes are closed under taking images by a
uniform substitution and under periodic deletion of letters. For b-automatic
sequences, these are classical results of Cobham [32]. The proofs of these
results presented in [6, Chap. 6.8] are straightforward to generalize to Pisot-
automatic sequences given the logical characterization of [15]. Indeed, as
explained in Chapter 2, Section 2.1, one can make use of first-order logic
and 〈N,+, VU 〉 for Pisot-numeration systems, where VU (0) = U0 = 1 and
for n 6= 0, VU (n) is the smallest Ui appearing in the U -representation of n
with a non zero coefficient. Having Theorem 1.6.3 in mind, it is quite easy
to transfer proofs of closure properties of b-automatic sequences (like in the
beginning of Section 4.3) to Pisot-automatic sequences. For more closure
properties, see [6, Chap. 6.8].

In this chapter, we study if some properties common to b-automatic
sequences and Pisot-automatic sequences also hold for Parry-automatic se-
quences or more general automatic sequences. In a sense, we show that the
generalization to Pisot numeration systems is the broadest possible general-
ization (regarding the numeration systems considered in this thesis) if the
goal is to preserve the many good properties of b-automatic sequences.
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It has been known before that a logical characterization no longer exists
for Parry-automatic sequences. This follows from [38, Example 3]; we shall
return to this matter in Section 4.3. We show that the closure properties
mentioned above break when generalizing from Pisot to Parry and obtain as
a corollary yet another proof showing that no logical characterization indeed
exists for these sequences.

In combinatorics on words and in symbolic dynamics, the factor complex-
ity of infinite words is often of interest. It was famously shown by Pansiot
[61] that the factor complexity of an infinite word generated by a substitution
is in one of the following five classes: Θ(1), Θ(n), Θ(n log logn), Θ(n log n),
or Θ(n2). Previously, it has been known that the factor complexity of a
b-automatic sequence is sublinear (that is, it is in O(1) or Θ(n)) [32], [6,
Theorem 10.3.1]. We extend this result and show that the factor complexity
of any Parry-automatic sequence is sublinear. In contrast, we show by an ex-
plicit example that there exists a Bertrand-automatic sequence of superlinear
complexity.

A well-known result concerning b-automatic sequences is their charac-
terization in terms of the b-kernel originally due to Eilenberg [35]. This
was generalized in [67] for all sequences associated with abstract numeration
systems. The multidimensional version of this generalization [67, Proposi-
tion 32] however needs an additional assumption that is not required in the
b-automatic case. We show in this chapter that this additional assumption
is unnecessary also for positional numeration systems with a regular numer-
ation language. Note that in [25], the authors give another definition of the
kernel of a sequence associated with an abstract numeration system.

This chapter is organized as follows. In Section 4.2, we study the factor
complexity of Parry-automatic sequences. Then in Section 4.3 we show that
the closure properties of Pisot-automatic sequences do not hold for Parry-
automatic sequences. In Section 4.4, the relationship of U -automaticity and
the finiteness of the U -kernel is studied in the multidimensional setting. We
conclude this chapter with an open problem.

4.2 Factor complexity

The factor complexity function px(n) of an infinite word x counts the number
of factors of length n occurring in x. For more on factor complexity, see [12,
Chapter 3].

Lemma 4.2.1. For any infinite word x over an alphabet Σ and any coding
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τ : Σ→ ∆, where ∆ is an alphabet, we have

pτ(x)(n) ≤ px(n)

for all n ∈ N.

Proof. Let x = x0x1x2 · · · and n ∈ N. Let y = τ(x) = y0y1 · · · and let
yiyi+1 · · · yi+n−1 be a factor of length n of y. Then, since τ is a coding,
yiyi+1 · · · yi+n−1 = τ(xixi+1 · · ·xi+n−1). Thus every factor of length n of τ(x)
is completely determined by a factor of length n of x. Hence the conclusion.

Let us recall the following classical result of Cobham.

Proposition 4.2.2 ([32],[6]). Let µ : Σ∗ → Σ∗ be a b-uniform morphism
prolongeable on a ∈ Σ and let τ : Σ → ∆ be a coding. Let x = τ

(
µω(a)

)
.

Then px(n) ≤ b`2n for all n ≥ 1, where ` = #Σ. In particular, the factor
complexity function of a b-automatic sequence is sublinear.

Proof. By Lemma 4.2.1, it suffices to prove the upper bound for

y = µω(a).

Let y = y0y1y2 · · · . Let n ≥ 1, let r be such that br−1 ≤ n < br and let
yiyi+1 · · · yi+n−1 be a factor of y of length n. Let j =

⌊
i
br

⌋
. Then yi · · · yi+n−1

is a factor of yjbr · · · y(j+1)br · · · y(j+2)br−1. Moreover,

yjbr · · · y(j+2)br−1 = µr(yjyj+1),

thus yi · · · yi+n−1 is completely determined by i (mod br), yj and yj+1. There
are br possibilities for i (mod br), ` possibilities for yj and ` possibilities for
yj+1. Hence

py(n) ≤ br`2 ≤ b`2n.

Next we generalize this result. For the proof, we need the following def-
inition and proposition, as well as Pansiot’s theorem; see [61], [12, Theo-
rem 4.7.47].

Definition 4.2.3. Let µ : Σ∗ → Σ∗ be a substitution. If there is a number
α ≥ 1 such that |µn(a)| = Θ(αn) for all a ∈ Σ, then we say that µ is
quasi-uniform.

Proposition 4.2.4. The factor complexity of a fixed point of a quasi-uniform
substitution is sublinear.
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Theorem 4.2.5 (Pansiot). Let x be a purely morphic word. Then one of the
following holds:

• px(n) = Θ(1),

• px(n) = Θ(n),

• px(n) = Θ(n log logn),

• px(n) = Θ(n log n), or

• px(n) = Θ(n2).

In order to generalize Proposition 4.2.2, recall Definition 1.2.3 and Propo-
sition 1.2.5.

Theorem 4.2.6. The factor complexity function of a Parry-automatic se-
quence is sublinear.

Proof. Let U be a Parry numeration system having canonical automaton A,
and let x be a U -automatic sequence generated by a DFAO B. Recall that B is
complete and has a loop labelled by 0 on its initial state (cf. Definition 1.6.1).
The product automaton A×B has QA×B = QA × QB as set of states, the
initial state q0 is the pair made of the initial states of A and B, and the
transition function is given by

δA×B((q, q′), i) = (δA(q, i), δB(q′, i)).

We consider the automaton A×B as a DFAO by setting that the output
function τ maps a state (qA, qB) of A×B to the output of the state qB of B.
It is clear that x is generated by A×B.

Based on the automatonA×B, we can build a substitution µ and consider
the output function τ as a coding such that x = τ(µω(q)) for some state
q ∈ QA×B. The construction is classical, see for instance [66, Lemma 2.28].
The substitution µ is defined as follows

µ((qA, qB)) = (δA(qA, 0), δB(qB, 0))(δA(qA, 1), δB(qB, 1))

· · · (δA(qA, CU − 1), δB(qB, CU − 1)).

In the latter expression, since A is in general not complete, if δA(qA, j) is
undefined, then (δA(qA, j), δB(qB, j)) is replaced by ε. Notice that the sub-
stitution µ is defined over the alphabet QA×B. Since A×B has a loop with
label (0, 0) on its initial state q0, iterating µ on this state generates the se-
quence of states µω(q0) in A×B reached from the initial state by the words
of repU (N) in genealogical order.
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Since every state of a canonical automaton of a Parry numeration system
is final, the coding τ is non-erasing. Then by Lemma 4.2.1, the factor com-
plexity of x is at most the factor complexity of µω(q0), hence it is sufficient
to show that a fixed point of µ has sublinear complexity. This is accom-
plished as follows. First we establish that there is a number α such that
|µn(q)| = Θ(αn) for every state q ∈ QA×B. In other words, we show that the
substitution µ is quasi-uniform. It then follows from Proposition 4.2.4 that
the factor complexity of a fixed point of µ is sublinear.

Let us define a projection mapping ϕ : QA×B → QA by setting for any
state (qA, qB) of A×B, ϕ((qA, qB)) = qA. By the definition of the product
automaton A×B, we have ϕ(δA×B((qA, qB), a)) = δA(ϕ((qA, qB)), a) for all
letter a and all states qA and qB.

Recall that given an automaton C with adjacency matrix Adj(C), the
entry (Adj(C))ni,j counts the number of distinct paths of length n from state
i to state j (cf. Chapter 1, Section 1.2). Let (qA, qB) be a state of A×B and
consider all paths of length n starting from this state. These paths can be
identified with their edge labels. Given such a path with edge label w, we find
by applying the projection mapping ϕ a path in A with edge label w starting
at the state qA. Conversely, given a path of length n in A with edge label w
starting at state qA, there is a path with edge label w in A×B starting at
the state (qA, qB) because the automaton B is complete (cf. Definition 1.6.1).
Denoting the total number of paths of length n starting at a state q of A×B
by Kq(n), we have thus argued that

Kq(n) =
∑

r∈QA×B

(Adj(A×B))nq,r =
∑
s∈QA

(Adj(A))nϕ(q),s.

The canonical automaton of a Parry numeration system is primitive (cf.
Lemma 1.3.19), we have for each i and j that (Adj(A))ni,j = Θ(αn), where
α is the Perron-Frobenius eigenvalue of A (see Proposition 1.2.5). Thus
Kq(n) = Θ(αn). By rephrasing the number Kq(n) in terms of substitutions,
we have |µn(q)| = Kq(n). Hence |µn(q)| = Θ(αn), and we get the conclu-
sion.

Notice that in fact we showed in the proof of Theorem 4.2.6 that for
each Parry-automatic sequence x there exist a coding τ and a quasi-uniform
substitution µ such that x = τ(µω(a)) for a letter a. This should be con-
trasted with the fact that b-automatic sequences are codings of fixed points
of uniform substitutions.

As showned in Lemma 1.3.25, there are Bertrand numeration systems
that are not Parry numeration systems. We show that Theorem 4.2.6 does



132 Chapter 4. Automatic sequences

not generalize to Bertrand-automatic sequences. In this aim, we need the
following definition and theorem (see [12, Theorem 4.7.66]).

Definition 4.2.7. Let Σ be an alphabet, let µ : Σ∗ → Σ∗ be a morphism and
let x ∈ Σ∗. We say that x is bounded under µ if the sequence (|µn(x)|)n∈N is
bounded.

Theorem 4.2.8. Let Σ be an alphabet and let x ∈ Σω be a purely morphic
word. Let µ : Σ∗ → Σ∗ be a morphism that generates x. If x is not ultimately
periodic and if infinitely many distinct factors of x are bounded under µ, then
px(n) = Θ(n2).

Theorem 4.2.9. There exists a Bertrand-automatic sequence with superlin-
ear factor complexity.

Proof. Consider the numeration system given by initial condition B0 = 1 and
the recurrence Bi+1 = 3Bi + 1 for all i ∈ N. In Example 1.3.22, it was shown
that this numeration system is a Bertrand numeration system.

The substitution associated with the canonical automaton, depicted in
Figure 1.4, is µ : a 7→ aaab, b 7→ b; see in the proof of Theorem 4.2.6 how this
substitution is defined. Let x be the infinite fixed point of µ. Observe that x
is a Bertrand-automatic sequence. It is easy to see that abna occurs in x for
all n ∈ N. Thus x is aperiodic and there are infinitely many bounded factors
occurring in x. It follows by Theorem 4.2.8 that the factor complexity of x
is quadratic.

4.3 Closure properties

It is easy to see that the image of a b-automatic sequence x ∈ Σω under a
substitution µ : Σ∗ → ∆∗ of constant length ` is again a b-automatic sequence.
Indeed, Theorem 1.6.3 implies that for all a ∈ Σ there is a first-order formula
ϕa(i) in 〈N,+, Vb〉 which holds if and only if xi = a. Let us then define for
each c ∈ ∆ a formula ψc(i) that holds if and only if µ(x)i = c. For every i
there are unique q and r such that 0 ≤ r < ` and i = `q+ r. For each a ∈ Σ,
we can construct a formula σa(r) that holds if and only if µ(a) contains the
letter c at position r (indexing from 0). Setting

ψc(i) = (∃q)(∃r < `)(i = `q + r ∧
∨
a∈Σ

(ϕa(q) ∧ σa(r)))

certainly has the desired effect. Notice that this is indeed a formula in
〈N,+, Vb〉 since ` is constant. Therefore it follows from Theorem 1.6.3 that
µ(x) is b-automatic. For a proof not based on logic, see [6, Corollary 6.8.3].
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Example 4.3.1. Assume A = {a, c}, B = {d, e}, ` = 3 and set µ(a) = dde,
µ(c) = ede. In this case, the formula ψd(i) is given by

(∃q)(∃r < 3)(i = 3q + r ∧ [(ϕa(q) ∧ (r = 0 ∨ r = 1)) ∨ (ϕc(q) ∧ r = 1)]).

The same construction can be applied to numeration systems canonically
associated with a Pisot number [15]. Here, we show that this closure property
does not hold for Parry-automatic sequences.

Theorem 4.3.2. There is a Parry numeration system U such that the class
of U -automatic sequences is not closed under taking image by a uniform mor-
phism.

Throughout this section, we shall consider a specific numeration system
U given by the recurrence

Ui+4 = 3Ui+3 + 2Ui+2 + 3Ui ∀i ∈ N, (4.1)

with initial values U0 = 1, U1 = 4, U2 = 15, and U3 = 54 (cf. [38, Ex-
ample 3]). The characteristic polynomial has two real roots % and γ and
two complex roots with modulus less than 1. We have % ≈ 3.61645 and
γ ≈ −1.09685. Thus from the basic theory of linear recurrent sequences, we
have Ui ∼ c%i for some constant c. A simple verification shows that the char-
acteristic polynomial of the recurrence is the minimal polynomial of % hence,
in particular, γ is an algebraic conjugate of %. Since |γ| > 1, the number %
is not a Pisot number. It is however a Parry number, as it is readily checked
that d%(1) = 3203. Thus U is a Parry numeration system. Moreover, we have
U = U%. Recall that repU (N) is regular as this holds for all Parry numeration
systems (cf. Chapter 1, Section 1.3). Note that the Mathematica code of the
computations presented in this section can be found in Appendix B.

Consider the characteristic sequence x of the set {Ui : i ∈ N}:

x = 0100100000000001000000000000 · · · .

From Theorem 1.6.3, this sequence is U -automatic. We consider the constant
length substitution µ : 0 7→ 0t, 1 7→ 10t−1 with t ≥ 4. Observe that µ(x) is
the characteristic sequence of {tUi : i ∈ N}. The multiplier 4 is the first
interesting value to consider because repU ({jUi : i ∈ N}) = j0∗ for j = 2, 3,
and we trivially get U -recognizable sets. Our aim is to show that µ(x) is not
U -automatic (see Corollary 4.3.5). This will prove Theorem 4.3.2.

We begin with a lemma and an auxiliary result that is of independent
interest. The following lemma is technical and is obtained by adapting [72,
Lemma 2.2] to our situation. Since % is an algebraic number of degree 4, it
is well-known that every element in Q(%) can be expressed as a polynomial
in % of degree at most 3 with coefficients in Q.
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Lemma 4.3.3. Let x ∈ [0, 1) ∩Q(%), and write

x = q−1
3∑
i=0

pi%
i

for integers q and pi, q > 0. If d%(x) = x1x2x3 · · · is ultimately periodic, then

q−1
3∑
i=0

piγ
i =

+∞∑
i=1

xiγ
−i.

Proposition 4.3.4. Let r ≥ 2 be an integer. If t is an integer such that
4 ≤ t ≤

⌊
%r
⌋
, then the %-expansion of the number t/%r is aperiodic.

Proof. Let us first make the additional assumption that t ≥
⌈
%r−1

⌉
and

prove the result in this case. Set x = t/%r = q−1
∑3

i=0 pi%
i, and assume for

a contradiction that d%(x) is ultimately periodic. Write d%(x) = x1x2 · · · .
Since % and γ are conjugates,

t

γr
= q−1

3∑
i=0

piγ
i

and it follows from Lemma 4.3.3 that

t

γr
=

+∞∑
i=1

xiγ
−i.

In other words, for any positive integer k, we have

t =

+∞∑
i=1

xiγ
−i+r = S1,k + Sk+1,+∞, (4.2)

where Sm,n =
∑n

i=m xiγ
−i+r. Since xi ≤ 3 for all i ≥ 1 and since γ is

negative, we can remove odd powers of γ and obtain

Sr+1,+∞ =
+∞∑
i=1

xi+rγ
−i ≤ 3

+∞∑
i=1

γ−2i =
3γ−2

1−γ−2
< 15. (4.3)

Similarly by discarding the odd terms and estimating xi ≤ 3, we obtain

S1,r =

r−1∑
i=0

xr−iγ
i ≤ 3(1−γ2(k+1))

1−γ2
, (4.4)



4.3. Closure properties 135

where k is the largest integer such that 2k ≤ r − 1. Combining (4.2), (4.3),
and (4.4) with our assumption t ≥

⌈
%r−1

⌉
, we obtain that

%r−1 <
3(1−γ2(k+1))

1−γ2
+ 15. (4.5)

The left side of (4.5) clearly increases faster than the right side when r →∞
since % ≈ 3.62 and γ2 ≈ 1.20. Using these approximations, it is straight-
forward to compute that for r = 4 the left side of (4.5) is approximately 47
while the right side is only approximately 22. Hence it must be that r ≤ 3.

We are thus left with a few cases we have to deal with separately. The
idea is the same, but we need to actually compute some digits xi. Suppose
first that r = 3. Like previously, we see that

S4,+∞ = γ−2
+∞∑
i=4

xi+3γ
−i+2 ≤ 3γ−4/(1−γ−2) < 12.28.

Since 14 =
⌈
%2
⌉
≤ t ≤

⌊
%3
⌋

= 47, by enumerating all possibilities for the
word x1x2x3 (within the given range for t), we see that f(t) = t − S1,3 is
minimized when t =

⌈
%2
⌉

= 14.

t d%(t/%
3) t− S1,3

14 100 · · · 12.797
15 101 · · · 12.797
16 102 · · · 12.797
17 110 · · · 16.894
18 111 · · · 16.894
...

...
...

44 311 · · · 40.488
45 312 · · · 40.488
46 313 · · · 40.488
47 320 · · · 45.584

Figure 4.4: Values of t− S1,3

In this case, x1x2x3 = 100 and t − S1,3 > 12.79. This contradicts (4.2).
Suppose then that r = 2. We proceed as above, but now we are interested
in the number t−S1,12 instead. By enumerating all possibilities, we see that
t − S1,12 is minimized for t =

⌈
%
⌉

= 4. Then x1 · · ·x12 = 101111202300 and
t− S1,12 > 6.12. Since S13,+∞ < 6, we get a contradiction.
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Suppose finally that 4 ≤ t <
⌈
%r−1

⌉
. If r = 2, then

⌈
%2−1

⌉
= 4, thus we

may suppose that r > 2. As t < %r−1, we see that % · t/%r < 1 meaning that
x1 = 0. Thus x2x3 · · · is the %-expansion of t/%r−1. Inductively it follows
that this expansion is aperiodic, hence the conclusion.

We now have tools to prove that the set {tUi : i ∈ N} is not U -recognizable
for t ≥ 4.

Corollary 4.3.5. The set {tUi : i ∈ N} is not U -recognizable for t ≥ 4. In
other words, its characteristic sequence µ(x) is not U -automatic.

Proof. Let t ≥ 4, and suppose that
⌈
%r−1

⌉
≤ t ≤

⌊
%r
⌋
for some r ≥ 2. Recall

that Ui ∼ c%i for some positive constant c. By some simple asymptotic
analysis, it is easy to see that Ui+r−1 < tUi < Ui+r for i large enough.
Hence, for i large enough, repU (tUi) is a word of length i+ r (starting with
a non-zero digit). Let k > 0. We show that, for large enough i, repU (tUi)
and d%(t/%r) have the same prefix of length k. See Table 4.5 for an example.
Assume that

repU (tUi) = x1 · · ·xkxk+1 · · ·xi+r.

The extremal values for xk+1 · · ·xi+r are 0i+r−k and repU (Ui+r−k−1) due to
the greediness of the representations. Hence

0 ≤ tUi − x1Ui+r−1 − · · · − xkUi+r−k < Ui+r−k.

Dividing by Ui+r and letting i tend to infinity, we get

0 ≤ t

%r
− x1

%
− · · · − xk

%k
<

1

%k
.

Otherwise stated, the first k digits of d%(t/%r) are x1 · · ·xk.
Now proceed by contradiction and assume that {repU (tUi) : i ∈ N} is

accepted by a finite deterministic automaton. By a classical pumping argu-
ment, there are u, v, w ∈ Σ∗U , with v non-empty, such that uvjw is accepted
by this automaton for all j ≥ 0. Hence, d%(t/%r) should be of the form uvω

contradicting Proposition 4.3.4.

Corollary 4.3.5 is interesting because it shows that addition in U is not
computable by a finite automaton. Indeed, if this was the case, then surely
multiplication by any constant would be computable by a finite automaton
contrary to Corollary 4.3.5. This result is not new: it already appears in [38,
Example 3]. The conclusion is that addition in a Parry numeration system is
not necessarily computable by a finite automaton. This shows in particular
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i repU (4Ui)

0 1 0
1 1 0 1
2 1 0 1 1
3 1 0 1 1 1
4 1 0 1 1 1 1
5 1 0 1 1 1 1 2
6 1 0 1 1 1 1 2 0
7 1 0 1 1 1 1 2 0 3
8 1 0 1 1 1 1 2 0 2 3
9 1 0 1 1 1 1 2 0 2 3 0

Table 4.5: Representations of the first 4Ui.

that Parry-recognizable sets do not have a characterization based on first-
order logic like Pisot-recognizable sets have. This is a considerable defect of
Parry numeration systems that are not Pisot.

Let us then describe why a word obtained from a b-automatic sequence
by periodically deleting letters is still b-automatic. Suppose that x is a b-
automatic sequence over Σ, and let y be the word obtained from x by keeping
only the letters at positions 0, t, 2t, 3t, . . . for a fixed integer t ≥ 2. In other
words, we have yi = xti. As mentioned at the beginning of this section, for
each a ∈ Σ, there is a first-order formula ϕa(i) in 〈N,+, Vb〉 such that it holds
if and only if xi = a. By substituting i by ti in ϕa(i), we obtain a new first-
order formula in 〈N,+, Vb〉 such that it holds if and only if yi = a. It follows
from Theorem 1.6.3 that y is b-automatic. Again, a similar construction
works in the Pisot case. See also [6, Theorem 6.8.1].

Let us next show that the class of U -automatic sequences is not closed
under periodic deletion. Consider the characteristic sequence y of the set
{Ui/2: i ∈ N and Ui ∈ 2N}:

y = 0010000000000000000000000001 · · · .

This sequence y is obtained from the characteristic sequence x of the set
{Ui : i ∈ N} by removing its every second letter. Indeed, yi = x2i hence
yi = 1 if and only if 2i belongs to {Uj : j ∈ N}. We will show that y is not
U -automatic, which will prove the following theorem.

Theorem 4.3.6. There is a Parry numeration system U such that the class
of U -automatic sequences is not closed under periodic deletion.
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Let us begin with the following result.

Proposition 4.3.7. The %-expansion of 1/2 is aperiodic.

Proof. Assume for a contradiction that d%(1/2) = x1x2 · · · is ultimately pe-
riodic. As in the proof of Proposition 4.3.4, we obtain that

1

2
=

+∞∑
i=1

xiγ
−i = S1,k + Sk+1,+∞,

where Sm,n =
∑n

i=m xiγ
−i. One can compute that the first 21 digits of

d%(1/2) are x1 · · ·x21 = 123102303001010220123. This computation actually
needs some extra accuracy. It is sufficient to know that 3.61645454325 are
correct initial digits for %. Using this information on x1 · · ·x21, it is computed
that

S1,21 < −2.20.

Since γ is negative and xi ≤ 3 for all i ≥ 1, we obtain that

S22,+∞ ≤
3γ−22

1−γ−2
< 2.33.

The two preceding inequalities show that 1/2 < −2.20 + 2.33 = 0.13, which
is obviously absurd.

Interestingly the %-expansion of 1/3 is ultimately periodic. Indeed, it can
be shown that d%(1/3) = 10(2212)ω.

Corollary 4.3.8. The set {Ui/2: i ∈ N and Ui ∈ 2N} is not U -recognizable.
In other words, its characteristic sequence y is not U -automatic.

Proof. We follow steps similar to those of the proof of Corollary 4.3.5. From
(4.1), it is clear that Ui−1 <

⌊
Ui/2

⌋
< Ui for i ≥ 1, so that repU (

⌊
Ui/2

⌋
) is a

word of length i. Let k > 0. We show that, for large enough i, repU (
⌊
Ui/2

⌋
)

and d%(1/2) have the same prefix of length k. Assume that

repU (
⌊
Ui/2

⌋
) = x1 · · ·xkxk+1 · · ·xi.

Again, the extremal possible values for xk+1 · · ·xi are 0i−k and repU (Ui−k−1)
due to the greediness of the representations. Therefore

0 ≤
⌊
Ui/2

⌋
− x1Ui−1 − · · · − xkUi−k < Ui−k.
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Clearly
⌊
Ui/2

⌋
/Ui

i→+∞−−−−→ 1/2 thus, dividing by Ui and letting i tend to
infinity, we obtain

0 ≤ 1

2
− x1

%
− · · · − xk

%k
<

1

%k
.

Hence the first k digits of d%(1/2) are x1 · · ·xk. This means that the words
of the language {repU (Ui/2) : i ∈ N and Ui ∈ 2N} share longer and longer
prefixes with d%(1/2).

The results follows by an argument similar to the final paragraph of the
proof of Corollary 4.3.5: if {repU (Ui/2) : i ∈ N and Ui ∈ 2N} is accepted
by a finite deterministic automaton, then d%(1/2) is ultimately periodic, and
this is impossible by Proposition 4.3.7.

Notice that the proof in fact shows that the set {
⌊
Ui/2

⌋
: i ∈ N} is not

U -recognizable. Even though y is not U -automatic, we suspect that the word
obtained from x, the characteristic sequence of {Ui : i ∈ N}, by keeping only
the letters at indices that are divisible by 3 is U -automatic. This would follow
from our conjecture that {repU (Un/3) : i ∈ N and Ui ≡ 0 (mod 3)} equals
11+10(2212)∗(3+23+222+2213), but we have not attempted to prove this
rigorously. Notice that Ui is divisible by 3 when i ≥ 2.

4.4 Multidimensional sequences

By Proposition 1.6.6, an infinite word is U -automatic with respect to a nu-
meration system U with repU (N) regular if and only its U -kernel is finite.
Moreover, this is true more generally for abstract numeration systems. The
generalization of this result to multidimensional sequences x = (xi,j)i,j∈N (see
[67, Proposition 32]) is however slightly problematic as an extra assumption
on the projections (x`,j)j∈N and (xi,`)i∈N is required. This extra assumption
is however unnecessary for positional numeration systems considered in this
work.

For the sake of clarity, we limit our presentation to two-dimensional se-
quences. We will consider finite automata reading pairs of digits. In par-
ticular, a pair of words can be read only if the two components have the
same length. As explained in Chapter 1, with positional numeration sys-
tems, when considering two representations of different length, the shorter is
padded with leading zeros. For general abstract numeration systems an addi-
tional padding letter needs to be added, and this causes some complications
(cf. [67, Definition 30]).

Definition 4.4.1. Let U be a numeration system. A 2-dimensional word
x = (xi,j)i,j∈N over an alphabet Σ is U -automatic if there exists a complete
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DFAO (Q, q0,ΣU×ΣU , δ,Σ, τ) with transition function δ : Q×(ΣU×ΣU )→ Q
and output function τ : Q→ Σ such that δ(q0, (0, 0)) = q0 and

xi,j = τ(δ(q0, (0
`−| repU (i)| repU (i), 0`−| repU (k)| repU (j)))), ∀i, j ∈ N,

where ` = max{| repU (i)|, | repU (j)|}. The 2-dimensional word x is said b-
automatic (resp. Parry-automatic, Bertrand-automatic) if U = (bi)i∈N for
an integer b ≥ 2 (resp. U is a Parry numeration system, U is a Bertrand
numeration system).

Definition 1.6.4 is extended as follows (we make use of the notation k(s, i)
introduced therein).

Definition 4.4.2. The U -kernel of a 2-dimensional word x = (xi,j)i,j∈N over
Σ is the set

kerU (x) =
{

(xk(s,i),k(t,j))i,j∈N ∈ ΣN2

: s, t ∈ Σ∗U , |s| = |t|
}
.

Let us then state and prove the result mentioned above.

Proposition 4.4.3. Let U be a numeration system such that the numeration
language repU (N) is regular. A 2-dimensional word x = (xi,j)i,j∈N is U -
automatic if and only if its U -kernel is finite.

Proof. Let x = (xi,j)i,j∈N be a 2-dimensional word. For s ∈ ΣU , define

L(s) = 0∗ repU (N) · s−1 = {w ∈ Σ∗U : ws ∈ 0∗ repU (N)}.

One can genealogically order the set L(s) for all s ∈ Σ∗U . Note that L(s) is
not necessarily infinite: it can be finite or empty. Also notice that the set

J = {L(s) : s ∈ Σ∗U} ⊆ 2Σ∗U

is finite, because by hypothesis repU (N) is regular, hence accepted by a finite
automaton. Set m = #J . We thus have #{

(
L(s),L(t)

)
: s, t ∈ Σ∗U} = m2.

First, suppose that the 2-dimensional word x is U -automatic: there is
a complete DFAO (Q, q0,ΣU × ΣU , δ,Σ, τ) that generates x. Let s, t ∈ Σ∗U
such that |s| = |t| and L(s),L(t) 6= ∅. Since L(s) and L(t) are genealogically
ordered, one can associate to the couple [s, t] a sequence of states(

q[s, t]i,j
)
i,j∈N

defined by

q[s, t]i,j = δ
(
q0, (0

`−|vs,i|vs,i, 0
`−|vt,j |vt,j)

)
∀i, j ∈ N
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where vs,i is the (i + 1)th word of L(s), vt,j is the (j + 1)th word of L(t)
and ` = max{|vs,i|, |vt,j |}. Note that this latter sequence could possibly be
finite. There are at most m2 distinct sequences

(
q[s, t]i,j

)
i,j∈N. Since we are

interested in the U -kernel of x, we have to consider the sequence of states(
δ(q[s, t]i,j , (s, t))

)
i,j∈N

which is, up to the application of τ , an element of the U -kernel of x. For any
pair (u,w) ∈ Σ∗U × Σ∗U of words such that L(u) = L(s), L(w) = L(t) and
|u| = |w|, we also have to consider the sequence(

δ(q[s, t]i,j , (u,w))
)
i,j∈N,

which is, also up to an application of τ , an element of the kernel. For a given
pair [s, t], there are at most (#Q)#Q distinct sequences of this type. Indeed,
for every state q ∈ Q, δ(q, (u,w)) can take at most #Q values. Therefore the
cardinality of the U -kernel of x is at most m2 · (#Q)#Q.

Conversely, let K denote the U -kernel of x and suppose that it is finite.
Let us define a DFAOM with states set

Q = J × J ×K,

transition function δ, output function τ and initial state

q0 = (0∗ repU (N), 0∗ repU (N), (xi,j)i,j∈N) =
(
L(ε),L(ε), (xk(ε,i),k(ε,j))i,j∈N

)
.

For a state q = (L(s),L(t), (xk(s,i),k(t,j))i,j∈Q) in Q, with |s| = |t|, and each
pair (a, b) of digits in ΣU × ΣU , we set

δ(q, (a, b)) = (L(as),L(bt), (xk(as,i),k(bt,j))i,j∈N).

For other types of states, i.e. (L(s),L(t), (xk(s′,i),k(t′,j))i,j∈N) with s 6= s′ or
t 6= t′, we leave the transition function undefined as it is clear that such states
are not reachable from the initial state q0.
We have to check that the transition function δ is well-defined. Assume that

(L(s),L(t), (xk(s,i),k(t,j))i,j∈N) = (L(s′),L(t′), (xk(s′,i),k(t′,j))i,j∈N)

with |s| = |t| and |s′| = |t′|. For all (a, b) ∈ ΣU × ΣU , we need to show that

(L(as),L(bt), (xk(as,i),k(bt,j))i,j∈N) = (L(as′),L(bt′), (xk(as′,i),k(bt′,j))i,j∈N).

For the first two components, the result follows from the definition: indeed,
L(as) = L(s) · a−1 for any letter a. For the third component, we want
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to prove that xk(as,i),k(bt,j) = xk(as′,i),k(bt′,j) for all i, j ∈ N. We know that
L(s) = L(s′), L(t) = L(t′) and xk(s,i),k(t,j) = xk(s′,i),k(t′,j) for all i, j ∈ N. Let
us enumerate the words of L(s) \ 0Σ∗U in genealogical order ≺ :

L(s) \ 0Σ∗U = {rs,0 ≺ rs,1 ≺ rs,2 ≺ · · · }.

Similarly, we write

L(t) \ 0Σ∗U = {rt,0 ≺ rt,1 ≺ rt,2 ≺ · · · }.

Note that if s is a valid U -representation, then rs,0 = ε and similarly for rt,0.
Let m,n ∈ N. Since rs,m and rs,n do not start with a zero digit, we have

rs,m ≺ rs,n ⇔ valU (rs,m0|s|) < valU (rs,n0|s|),

and an analogous equivalence holds for rt,m and rt,n. The subsequence
(xk(s,i),k(t,j))i,j∈N is the same as the sequence

(xvalU (rs,is),valU (rt,jt))i,j∈N

because by Definition 1.6.4, k(s, i) (resp. k(t, j)) is the (i + 1)th (resp. the
(j + 1)th) integer belonging to Ks = valU (0∗ repU (N) ∩ Σ∗Us) (resp. Kt).
Notice that words in L(s) (resp. L(t)) starting with 0 do not provide any
new indices. Thus when building the subsequence, we can limit ourselves to
words not starting with 0. If we select in L(s) \ 0Σ∗U all words ending with
a, we get exactly (L(as) \ 0Σ∗U )a, which is equal to (L(as′) \ 0Σ∗U )a because
L(as) = L(as′). Let i ∈ N and ras,i be the (i + 1)th word in L(as) \ 0Σ∗U .
Suppose that the (i+ 1)th word in (L(as) \ 0Σ∗U )a, which is ras,ia, occurs as
the (m+1)th word rs,m in L(s)\0Σ∗U . Then rs,m also occurs as the (m+1)th

word rs′,m in L(s′) \ 0Σ∗U . With our notation, we have

ras,ia = rs,m, valU (ras,ias) = valU (rs,ms), and k(as, i) = k(s,m) = k(s′,m).

We can make similar observations for the other component. Supposing that
rbt,j = rt,n for some n, we thus have

xk(as,i),k(bt,j) = xk(s,m),k(t,n) = xk(s′,m),k(t′,n) = xk(as′,i),k(bt′,j),

where the central equality comes from our initial assumption. Therefore we
have shown that δ is well-defined.
From our definition of the transition function δ, the accessible part ofM is
limited to states q of the form

(L(s),L(t), (xk(s,i),k(t,j))i,j∈N)
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with |s| = |t|. For such a state q, we set

τ(q) = xk(s,0),k(t,0).

Notice that the preceding arguments show that τ is also well-defined. To
conclude the proof, let us prove that if s, t are two words of the same length
in 0∗ repU (N), then

τ(δ(q0, (s
R, tR))) = xvalU (s),valU (t).

(Recall that sR and tR respectively denote the reversals of the words s and
t, cf. Chapter 1, Section 1.1.) Reading (sR, tR) from q0 leads to the state
(L(s),L(t), (xk(s,i),k(t,j))i,j∈N). Since s, t ∈ 0∗ repU (N), we have that ε be-
longs to L(s) and L(t). It is clear that k(s, 0) = valU (s) and k(t, 0) = valU (t).
We have thus proved that x is reversal-U -automatic. It follows from Propo-
sition 1.6.7 and Remark 1.6.8 that x is U -automatic.

4.5 Open problem

In the first part of this chapter, we studied the factor complexity of automatic
sequences. We showed first that Pisot-automatic sequences have a sublinear
factor complexity, like b-automatic sequences do. We also proved that this
property do not extend to Bertrand-automatic sequences, since we provided a
Bertrand-automatic sequence with superlinear complexity. However, in view
of Pansiot’s theorem (Theorem 4.2.5), can we give a Bertrand-automatic
sequences with factor complexities Θ(n log logn) or Θ(n log n)?





Chapter 5

Perspectives

Let us end this dissertation by a brief summary of what has been achieved
and some potential future research questions.

In Chapter 2, we tackle the following problem:

Problem 5.0.1. Given a linear numeration system U and a deterministic
finite automaton A whose accepted language is contained in the numeration
language repU (N), decide whether the subset X of N that is recognized by A
is ultimately periodic.

First solved by Honkala in 1986 for integer base systems [43], many au-
thors gave different decision procedures for positional numeration systems
under various hypotheses. In this vein, we required the following hypotheses
on the positional numeration system U = (Ui)i∈N:

(H1) the numeration language must be regular,

(H2) there are arbitrary large gaps between consecutive terms of the se-
quence U ,

(H3) the gap sequence is ultimately non-decreasing.

The first natural question arising is: how could we extend our decision
procedure to other positional numeration systems? Otherwise stated, could
we weaken our hypotheses?

Secondly, our strategy requires the quantity nX defined in Section 2.5.2
to be larger than some positive constant Z. We saw in Section 2.7 that this
condition is not satisfied for integer base systems and “disguised integer base”,
i.e. sequences of the form Ui+k = bUi for i ≥ N , with b ≥ 2, k ≥ 1, N ≥ 0.
Are they the only sequences not verifying nX ≥ Z? Related to this question,

145
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could we imagine a strategy that would work for integer base systems and
non-standard numeration systems as well?

Finally, what can be said about the time complexity of our procedure?
The strategy of looking at all the possible admissible pairs of preperiod/period
is probably far from being optimal. Except for integer base systems [54, 13],
not much work has been done in that direction.

The third chapter is the beginning of the study of the following decision
problem:

Problem 5.0.2. Given a recognizable set of positive integers via an automa-
ton recognizing it, can we decide whether this set is of the form mX + r for
some set of integers X?

Our strategy has similarity with the one of Chapter 2. Indeed, in Chap-
ter 2, we give bounds on the state complexity of ultimately periodic sets. In
Chapter 3, we want to provide the minimal automaton of val−1

b (mX+r) and
thus the exact state complexity.

The case X = N and r = 0 was first studied by Alexeev in [1]. In this
dissertation, we provide the minimal automaton recognizing in a base which
is a power of 2 sets of the form mT +r, where T is the set of positive integers
whose base-2 expansions contain an even number of occurrences of the digit
1. Can we extend our results? Can we replace T by any b-recognizable set
and provide the associated state complexity? We conjecture that for sets of
the form

Xb,c,M,r = {n ∈ N : | repb(n)|c ≡ R mod M}

where b is an integer base, c is any digit in J 0, b−1 K, M is an integer greater
than or equal to 2 and R is any possible remainder in J 0,M−1 K, when b = qp

for some prime q, then the state complexity of mXb,c,M,R + r with respect to
the base b is Mk + d zpe, where m = kqz with gcd(k, q) = 1.

Keeping Chapter 2 in mind, could we give the state complexity (or a
bound) for U -expansions of sets of the form mX + r, where U is a positional
numeration system? Some work in this direction has already been done in
[29] for r = 0 and X = N.

Finally, in Chapter 4, we studied U -automatic sequences and their prop-
erties. We looked at factor complexity, closure properties and interested
ourselves to multidimensional sequences and their U -kernel.

We showed that Parry-automatic sequences have, like Pisot-automatic se-
quences, a sublinear factor complexity. We also exhibit a Bertrand-automatic
sequence with superlinear complexity. Having Pansiot’s theorem in the back
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of your mind, the following question is natural: are there Bertrand-automatic
sequences with factor complexities Θ(n log logn) or Θ(n log n)?
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Appendix A

Examples of Parry numeration
systems

This appendix is made of examples of Parry numeration systems. We give
several arrays organised as follows. The first kind of table consists in re-
currences, initial conditions, the associated characteristic polynomial, the
dominant root β, the β-expansion of 1, the quasi-greedy β-expansion of 1
and finally the automaton Aβ associated to the numeration system. Among
all these systems, only one is not a Pisot numeration system. The associated
β is coloured in green, it is the system from Example 2.1.2. Note that other
Parry non-Pisot numeration systems are given in the main text of the present
dissertation, as in the proof of Lemma 1.3.29.
The second kind of table gets a look back at the same numeration systems
than in the first table, but this time we interest ourselves to the sequences
(Ui mod m)i∈N for well-chosen multiples m. With Chapter 2 in mind, we
give, when available, the state complexity and the syntactic complexity of
mN in base U .
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Appendix B

Computations for Section 4.3

In Chapter 4, several proofs use numerical approximations. Indeed, in Sec-
tion 4.3 we study the numeration system based on the linear recurrent se-
quence (Ui)i∈N defined by

Ui+4 = 3Ui+3 + 2Ui+2 + 3Ui ∀i ∈ N

with initial values U0 = 1, U1 = 4, U2 = 15 and U3 = 54. This system
U is interesting because the class of U -automatic sequences is not closed
under taking image by a uniform morphism (see Theorem 4.3.2). The proof
of this latter result needs some previous work, done with processing some
computations. This appendix is devoted to provide the Mathematica code
used for our approximations, in particular in Propositions 4.3.4 and 4.3.7.
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About Section 4.3: Closure properties
We consider the numeration system 
based on the following recurrence:

In[1]:= U[i_] := U[i] = 3 U[i - 1] + 2 U[i - 2] + 3 U[i - 4];

U[0] = 1;

U[1] = 4;

U[2] = 15;

U[3] = 54;

In[2]:=

table

Table[U[i], {i, 0, 20}]

Out[2]= {1, 4, 15, 54, 195, 705, 2550, 9222, 33 351, 120612, 436 188,

1 577 454, 5 704 791, 20 631 117, 74 611 497, 269 829 087, 975 824 628,

3 529 025 409, 12 762 559974, 46 155 218001, 166 918247 835}

It’s characteristic polynomial has four roots:

In[3]:=

résous

Solve[X^4 - 3 X^3 - 2 X^2 - 3 ⩵ 0, X]

Out[3]= X → -1.10… , X → 3.62… ,

X → 0.240…- 0.836… ⅈ , X → 0.240…+ 0.836… ⅈ 

The two complex roots have a modulus less than 1:

In[4]:=

valeur a⋯

Abs[X /.
v⋯

N[{
résous

Solve[X^4 - 3 X^3 - 2 X^2 - 3 ⩵ 0, X][[3]],

résous

Solve[X^4 - 3 X^3 - 2 X^2 - 3 ⩵ 0, X][[4]]}]]

Out[4]= {0.869653, 0.869653}

There are also two real roots:
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In[5]:= ρ =
3

4
+

1

4 3

43-128
2

-1177+9 18 721

13

+2×223 -1177+9 18 721 
13

+

1

2


43

6
+
32

3

2

-1177 + 9 18 721

1/3

-

1

3

1

2
-1177 + 9 18 721 

1/3

+

51

2
 3  43 - 128

2

-1177 + 9 18 721

1/3

+

2 × 22/3 -1177 + 9 18 721 
1/3

;

In[6]:=

valeur numérique

N[ρ]

Out[6]= 3.61645

In[7]:= γ =
3

4
+

1

4 3

43-128
2

-1177+9 18 721

13

+2×223 -1177+9 18 721 
13

-

1

2


43

6
+
32

3

2

-1177 + 9 18 721

1/3

-

1

3

1

2
-1177 + 9 18 721 

1/3

+

51

2
 3  43 - 128

2

-1177 + 9 18 721

1/3

+

2 × 22/3 -1177 + 9 18 721 
1/3

;

In[8]:=

valeur numérique

N[γ]

Out[8]= -1.09685

The polynomial of the recurrence is indeed 
the minimal polynomial of ρ:
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In[9]:=

polynôme minimal

MinimalPolynomial[ρ]

Out[9]= -3 - 2 #12 - 3 #13 + #14 &

■ Computations for Proposition 4.3.4
About equation (4.3):

In[10]:=

valeur numérique

N3 γ^-2  1 - γ^-2

Out[10]= 14.773

Let us compute the square of γ:

In[11]:=

valeur numérique

N[γ^2]

Out[11]= 1.20307

Now, we look at equation (4.5) for r=4. In this case, k=1.

In[12]:= r = 4; k = 1;

In[13]:=

valeur numérique

Nρ^r - 1

Out[13]= 47.2987

In[14]:=

valeur numérique

N3 1 - γ^2 k + 2  1 - γ^2 + 15

Out[14]= 21.6092

Consier now the case r=3 (hence k=1).

In[15]:=

efface

Clear[r, k];

In[16]:= r = 3; k = 1;

One the one hand, one has

In[17]:=

valeur numérique

N3 γ^(-4)  1 - γ^-2

Out[17]= 12.2794

Moreover,
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In[18]:= {

entier supérieur

Ceiling[ρ^2],
entier inférieur

Floor[ρ^3]}

Out[18]= {14, 47}

thus t can take any integer value between 14 and 47. 
For these values of t, we want to minimize t-S_{1,3}. 
In this aim, we must compute the first values of d_ρ(t/ρ³) 
(which can be found via a classical algorithm, cf. Example 1.3.7).

In[19]:=

table

Tablex = t  ρ^3; list = {}; i = 1;

{t,
aplatis

Flatten[{
tant que

While[i < 4,

appose à

AppendTo[list,
entier inférieur

Floor[ρ x]];

x = ρ x -

entier inférieur

Floor[ρ x];

i++]; list}],

valeur numéri⋯

N[t - {list}.
renverses

Reverse[
table

Table[γ^i, {i, 0, 2}]], 10]

},

{t, 14, 47}

Out[19]= {{14, {1, 0, 0}, {12.79692683}}, {15, {1, 0, 1}, {12.79692683}},

{16, {1, 0, 2}, {12.79692683}}, {17, {1, 1, 0}, {16.89377375}},

{18, {1, 1, 1}, {16.89377375}}, {19, {1, 1, 2}, {16.89377375}},

{20, {1, 1, 3}, {16.89377375}}, {21, {1, 2, 0}, {21.99062067}},

{22, {1, 2, 1}, {21.99062067}}, {23, {1, 2, 2}, {21.99062067}},

{24, {1, 3, 0}, {26.08746759}}, {25, {1, 3, 1}, {26.08746759}},

{26, {1, 3, 2}, {26.08746759}}, {27, {2, 0, 0}, {24.59385367}},

{28, {2, 0, 1}, {24.59385367}}, {29, {2, 0, 2}, {24.59385367}},

{30, {2, 1, 0}, {28.69070059}}, {31, {2, 1, 1}, {28.69070059}},

{32, {2, 1, 2}, {28.69070059}}, {33, {2, 1, 3}, {28.69070059}},

{34, {2, 2, 0}, {33.78754751}}, {35, {2, 2, 1}, {33.78754751}},

{36, {2, 2, 2}, {33.78754751}}, {37, {2, 2, 3}, {33.78754751}},

{38, {2, 3, 0}, {38.88439443}}, {39, {2, 3, 1}, {38.88439443}},

{40, {3, 0, 0}, {36.39078050}}, {41, {3, 0, 1}, {36.39078050}},

{42, {3, 0, 2}, {36.39078050}}, {43, {3, 1, 0}, {40.48762742}},

{44, {3, 1, 1}, {40.48762742}}, {45, {3, 1, 2}, {40.48762742}},

{46, {3, 1, 3}, {40.48762742}}, {47, {3, 2, 0}, {45.58447434}}}
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In[20]:= m =

aplatis

Flatten[
applique

Map[#[[3]] &, %]]

Out[20]= {12.79692683, 12.79692683, 12.79692683, 16.89377375, 16.89377375,

16.89377375, 16.89377375, 21.99062067, 21.99062067, 21.99062067,

26.08746759, 26.08746759, 26.08746759, 24.59385367, 24.59385367,

24.59385367, 28.69070059, 28.69070059, 28.69070059, 28.69070059,

33.78754751, 33.78754751, 33.78754751, 33.78754751, 38.88439443,

38.88439443, 36.39078050, 36.39078050, 36.39078050, 40.48762742,

40.48762742, 40.48762742, 40.48762742, 45.58447434}

For the sake of clarity, we represent the graph of the function f(t)=t-
S_{1,3} (for t between 14 and 47).

In[21]:=

mon⋯

Show[
tracé de li⋯

ListPlot[
table

Table[{i + 13, m[[i]]}, {i, 1,
longueur

Length[m]}]],

titre d'axe

AxesLabel → {"t", "f(t)"},
titre de tracé

PlotLabel →

aucun

None,

style d'étiquette

LabelStyle → {

niveau de gris

GrayLevel[0]}]

Out[21]=

15 20 25 30 35 40 45
t

10

20

30

40

f(t)

This conclude the case r=3. If r=2, then k=0.

In[22]:=

efface

Clear[r, k, m, list, x];

In[23]:= r = 2; k = 0;

Then one has
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In[24]:= {

entier supérieur

Ceiling[ρ],
entier inférieur

Floor[ρ^2]}

Out[24]= {4, 13}

In[25]:=

table

Tablex = t  ρ^2; list = {}; i = 1;

{t,
aplatis

Flatten[{
tant que

While[i < 13,

appose à

AppendTo[list,
entier inférieur

Floor[ρ x]];

x = ρ x -

entier inférieur

Floor[ρ x];

i++]; list}],

valeur numéri⋯

N[t - {list}.
renverses

Reverse[
table

Table[γ^i, {i, -10, 1}]], 10]

},

{t, 4, 13}

Out[25]= {{4, {1, 0, 1, 1, 1, 1, 2, 0, 2, 3, 0, 0}, {6.119167485}},

{5, {1, 1, 1, 1, 1, 1, 2, 0, 2, 3, 0, 0}, {6.119167485}},

{6, {1, 2, 1, 1, 1, 1, 2, 0, 2, 3, 0, 0}, {6.119167485}},

{7, {1, 3, 1, 1, 1, 1, 2, 0, 2, 3, 0, 0}, {6.119167485}},

{8, {2, 0, 2, 2, 2, 3, 0, 2, 3, 1, 2, 0}, {10.61282538}},

{9, {2, 1, 2, 2, 2, 3, 0, 2, 3, 1, 2, 0}, {10.61282538}},

{10, {2, 2, 2, 2, 2, 3, 0, 2, 3, 1, 2, 0}, {10.61282538}},

{11, {3, 0, 0, 1, 3, 1, 3, 0, 0, 1, 2, 0}, {17.32461539}},

{12, {3, 1, 0, 1, 3, 1, 3, 0, 0, 1, 2, 0}, {17.32461539}},

{13, {3, 2, 0, 1, 3, 1, 3, 0, 0, 1, 2, 0}, {17.32461539}}}

In[26]:= m =

aplatis

Flatten[
applique

Map[#[[3]] &, %]]

Out[26]= {6.119167485, 6.119167485, 6.119167485, 6.119167485, 10.61282538,

10.61282538, 10.61282538, 17.32461539, 17.32461539, 17.32461539}
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In[27]:=

mon⋯

Show[
tracé de li⋯

ListPlot[
table

Table[{i + 3, m[[i]]}, {i, 1,
longueur

Length[m]}]],

titre d'axe

AxesLabel → {"t", "f(t)"},
titre de tracé

PlotLabel →

aucun

None,

style d'étiquette

LabelStyle → {

niveau de gris

GrayLevel[0]}]

Out[27]=

4 6 8 10 12
t

5

10

15

f(t)

On the other hand,

In[28]:=

valeur numérique

N3 γ^-12  1 - γ^-2

Out[28]= 5.8615

■ Computations for Proposition 4.3.7
In[29]:=

efface

Clear[x, list, r, k, m];

The first 21 digits of d_ρ(1/2) can be computed like previously:

In[30]:= list = {}; x = 1  2; i = 1;

aplatis

Flatten[{
tant que

While[i < 22,

appose à

AppendTo[list,
entier inférieur

Floor[ρ x]];

x = ρ x -

entier inférieur

Floor[ρ x];

i++];

list}]

Out[31]= {1, 2, 3, 1, 0, 2, 3, 0, 3, 0, 0, 1, 0, 1, 0, 2, 2, 0, 1, 2, 3}
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We are now able to compute S_{1,21}:

In[32]:=

valeur nu⋯

N{list}.
table

Tableγ^-i, {i, 1, 21}, 10

Out[32]= {-2.203818911}

And finally,

In[33]:=

valeur numérique

N3 γ^-22  1 - γ^-2

Out[33]= 2.32567
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