Influence of evaporation on the morphology of a thin film of a partially miscible binary mixture
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Abstract

In this paper, we develop numerical, theoretical and experimental analyses of the different morphologies that can be created by the phase separation phenomena that are induced by solvent evaporation in a thin film of a partially miscible binary mixture. Disregarding hydrodynamic effects, the Cahn–Hilliard–Cook and temperature equations are used to describe the thermodynamics of non-isothermal phase separation in a 2D thin film. Numerical simulations are performed to investigate the interplay between evaporation and phase separation and we examine the effect on the morphology of the film of several parameters such as the initial thickness of the layer, or the initial temperature and concentration of the mixture. Interestingly, the competition between evaporation and phase separation is shown to be the main determinant of the choice between a lamellar or a lateral pattern in the beginning of phase separation. For moderate evaporation rate, the spinodal instability takes place close to the evaporating interface and a lateral structure is formed. For stronger evaporation, the spinodal instability does not occur and a lamellar structure is created. In addition, the mid- or long- term evolution of the system is also considered. The thickness of the film is an important parameter in this analysis and possible modifications of the pattern over time are emphasized. Detailed physical and theoretical interpretations are proposed for the results and experiments in a Hele-Shaw cell that nicely confirm our predictions are presented.
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1. Introduction

1.1. Physical concept of phase separation

Phase separation takes place in many industrial processes related to semiconductors [1, 2], binary alloys [3, 4], polymer blends [5, 6], … For a binary mixture of partially miscible liquids consisting of a solvent and a solute, demixing is associated with a “miscibility gap” in the phase diagram of the mixture (see Fig. 1). This phase diagram has three regions: the stable (mixed), metastable, and unstable (demixed) ones. The phase diagram is defined by two curves: the binodal and the spinodal curves. The binodal curve defines the boundary between the stable and the metastable regions while the spinodal curve is the boundary between the metastable and the unstable regions [7, 8]. When the representative point of a mixture crosses one of these curves and enters either in the metastable or in the unstable region, phase separation occurs. It means that the solution separates to create two phases of different compositions. In the metastable region, phase separation occurs through nucleation and growth, while spinodal decomposition happens in the unstable region [7, 8]. When a mixture is suddenly quenched below the spinodal curve, the phase separation mechanism may be divided into the following three stages: (a) early stage, (b) intermediate stage, and (c) late stage [9-11]. In the early stage of the spinodal decomposition, the concentration fluctuations are small and weakly nonlinear. Therefore, the characteristic wavelength of the domain’s size does not change with time while the amplitude of the concentration fluctuations increases with time. The phase separation at this stage can be described by the linearized Cahn–Hilliard equation [9-13]. In the intermediate stage, the concentration fluctuations and the characteristic wavelength both increase with time. The nonlinear effects on the time evolution of the concentration fluctuations become increasingly important in this stage. As a consequence, growth of the concentration fluctuations is governed by a nonlinear time evolution equation [9-11]. In the late stage, the equilibrium concentrations are reached and the domain size is coarsening without a change in concentration, whereas the wavelength increases with time due to coarsening [9-11].

The kinetics of phase separation by demixing has been the focus of many theoretical and experimental studies [14-17]. In the absence of surface effects, the phase separation of a binary mixture in a bulk can typically generate two types of morphologies according to the average concentration. If the concentration of the binary mixture is not the critical concentration (i.e. if the solute volume fraction \( \phi_{sl} \neq 0.5 \), see Fig. 1), a droplet-type morphology forms [18-20]. On the contrary, an interconnected-type morphology forms for the critical concentration [18-20]. The presence of a surface may also alter the morphology type and preferential wetting of the surface by one of the components becomes a relevant parameter [21-23].
Both temperature and concentration can be changed in the phase diagram to induce phase separation (see Fig. 1). Phase separation induced by a decrease in temperature is known as thermally-induced phase separation and is usually performed by cooling down the binary mixture, while the mean concentration of the mixture remains constant [24-26]. Phase separation can also be induced by a change in the concentrations of the different components of a mixture. This process can be performed by directly adding some components in the mixture [27, 28]. Evaporation can also induce concentration changes in the system, and this phenomenon is the object of the present paper. Note however that in this situation, temperature changes are also expected because evaporation induces a cooling of the system.

### 1.2. Phase separation in a thin evaporating film

The evaporation of thin films has attracted many interests because it commonly happens in natural phenomena and in many industrial processes such as drying of paint films [29-31] ink-jet printing [32-34], packaging [35, 36], heat exchangers [37, 38], and fabrication of solar cells [39, 40]. When a thin film consists of a binary mixture of partially miscible liquids, either a temperature gradient [41], or a concentration gradient [42], or both as in the case of evaporation [43], can induce demixing. The situation of evaporation, which is analyzed in the present paper, provides an example of phase separation induced by phase change. The interplay between surface and bulk behavior for the phase separation in a thin film can lead to different types of morphologies, such as the lateral and lamellar structures [44-46]. The lamellar structure is characterized by a horizontal homogeneity and the separated phases form superposed layers within the film. On the contrary, the lateral structure consists of arrangements of columns, or vertical stripes of the separated
components. These morphologies occur when altering the system characteristics such as the composition [47], or changes in the external conditions including the wetting behavior on the surfaces [48] and the temperature [24]. These conditions directly control the formation and the evolution of the demixing process and thus create the different types of morphologies.

Evaporation induced phase separation in a partially miscible mixture has received rather little attention so far in the literature. Zoumpouli et al. [49] performed a numerical analysis of the phase separation morphology developed in a thin film containing a volatile solvent and two dissolved polymers. They modeled the evaporation by a purely empirical model. They observed that, for a system with preferential wetting, diffusion alone favors a lamellar structure for the separated phases in the film. However, hydrodynamic effects may deform and transform the lamellar structure to a lateral structure. Negi et al. [50] developed three-dimensional simulations of evaporation-induced phase separation in a polymer solution. They observed that phase separation for fast evaporation rates proceeds in an inhomogeneous manner, with droplets appearing first at the top of the film. For a slow evaporation rate, the solvent has enough time to diffuse from the bulk and, thus, phase separation occurs uniformly in the bulk. Another analysis of an evaporating and demixing fluid layer is provided by Cummings et al. [51]. In this study, a thermodynamic deduction of the equations is proposed for a mixture of two polymers and a solvent, but the system is assumed isothermal. Some ad hoc coefficients are also introduced to describe evaporation. Dayal and Kyu [52] examined numerically the competition between the dynamics of phase separation and the rate of solvent evaporation and its effect on the morphology of a single polymer-solvent in a cylindrical geometry. They observed a skin layer of polymer at the outer surface of the cylindrical fiber for fast evaporation, while a porous structure was obtained for slow evaporation. Another study of an evaporating and isothermal phase separation for a binary mixture consisting of a single polymer and solvent is provided by Schaefer et al. [53]. In this study, the authors examined theoretically and numerically the impact of the solvent evaporation on the dynamics of the isothermal phase separation of a binary mixture in order to explain how solvent evaporation affects the appearance and development of structural length scales. They solved their model only in the limit of small Biot numbers (expressing the ratio between the rate of external mass transport by evaporation and internal mass transport by diffusion), where the system is uniform along the height of the thin film. In the early stages of demixing, they observed a spinodal length scale that decreases with time under the influence of the solvent evaporation. They also achieved a good agreement between the theoretical model and numerical simulations for the early stages of demixing.
According to our knowledge and to the literature review presented above, demixing in the evaporation process of a thin film of a partially miscible binary mixture has been mainly studied in the case of an isothermal situation. There is limited information in the literature on non-isothermal demixing induced by evaporation, in particular on the path to the unstable zone in the phase diagram. In our previous work [43], we analyzed experimentally and theoretically the evaporation induced demixing in sessile drops of binary mixtures of partially miscible liquids. We proposed a simple model with the aim to analyze the influence of the initial conditions on the possible onset of demixing (but we did not model the demixing phase separation itself). Notably, we showed that demixing can be induced even if the initial temperature of the system is above the critical temperature, due to the cooling generated by its evaporation.

1.3. Objective of this work

The main purpose of the present study is to analyse the demixing phenomenon induced by the evaporation of a volatile solvent in a two-dimensional thin film of a partially miscible binary mixture consisting of a solvent and a solute (the solute is assumed nonvolatile). The model is based on a non-isothermal phase field approach to describe the behavior of phase separation in a multicomponent system. Hydrodynamics effects and convective flow are not modeled in the present paper and will be considered in a future study. Therefore, we focus solely on the diffusive dynamics and the morphology evolution in the system. We present and solve a numerical model based on the Cahn–Hilliard–Cook and heat transfer equations. We perform numerical simulations to examine the competition between the evaporation and the phase separation and we analyze the role of the initial temperature, the initial solvent concentration, and the initial thickness of the film. Additionally, we describe an experimental set-up that has been used to show that the trends regarding the morphology highlighted by the numerical simulations can also be observed experimentally.

2. Methods and model formulation

In this section, we describe the phase field model and the heat transfer equation used to simulate the morphology of phase separation during the evaporation of a thin film of a partially miscible binary mixture of solvent-solute, of which solely the solvent evaporates into an inert gas, air (Fig. 2). As discussed in the introduction, convection is disregarded in the present study. A 2D rectangular domain is considered, with \( x \) the horizontal coordinate and \( z \) the vertical one.
2.1. Order parameters

The local composition of the binary mixture can be described by the mass fractions of the components \( C_{sv} \) and \( C_{sl} \) (\( C_{sl} = 1 - C_{sv} \)). The subscripts “sv” and “sl” stand for the solvent and the solute, respectively. The local composition can also be expressed in terms of the solvent volume fraction \( \phi_{sv} \) with

\[
C_{sv} = \frac{\rho_{sv} \phi_{sv}}{\rho_{sv} \phi_{sv} + \rho_{sl} (1 - \phi_{sv})}
\]

where \( \rho_{sv} \) and \( \rho_{sl} \) are the densities of the solvent and the solute, respectively. Since, in our system, we assume that the densities of solvent and solute are not too different, \( C_{sv} \) and \( \phi_{sv} \) are almost identical. Therefore, all equations are presented in this paper in terms of the volume fraction \( \phi_{sv} \).

2.2. Free energy and governing equations

General theories on phase field models have been developed in several papers (see for instance [54-57]) and we recall here the basic ingredients only. The free energy density \( F \) of a non-isothermal mixture of two fluids can be written in the Ginzburg-Landau form:

\[
F(\phi_{sv}, \nabla \phi_{sv}, T_l^d) = f_0(\phi_{sv}, T_l^d) + \frac{1}{2} \varepsilon^2 |\nabla \phi_{sv}|^2
\]

with \( T_l^d \) the local liquid phase temperature. Note that the superscript “d” indicates that the quantity is dimensional. The first term in Eq. (2) is called the potential function and it depends on the local concentration and temperature. The interfacial energy, described by the second term in Eq. (2), depends on the concentration gradient and \( \varepsilon \), the capillary width characterizing the thickness of the diffuse interface (interfacial thickness) between the two phases [58-60]. It is worth
mentioning that the interfacial thickness may range from $10^{-9}$ m up to $10^{-7}$ m for two partially miscible substances [61-63].

We need a double-well potential function in order to describe the possible separation of the binary mixture into two distinct phases. For convenience, we use the simplest way to describe this double-well potential function and introduce a fourth order polynomial with respect to $\Phi_{sv}$, taking the following form [64, 65]:

$$f_0(\Phi_{sv}, T_l^d) = \frac{1}{4} ((2\Phi_{sv} - 1)^2 + \left(\frac{T_l^d - T_c^d}{T_c^d - T_l^d}\right))^2$$

(3)

where $T_{cr}^d$, and $T_c^d$ are the critical and the minimum temperature, respectively (see Fig. 1). The minima of the double-well potential function determine the concentrations of the separated phases at equilibrium, as functions of the temperature, and, subsequently, the binodal curve (see Fig. 1). In addition, the spinodal curve can be built by plotting, as a function of the temperature, the inflection points of the double-well potential function (see Fig. 1).

Based on Eq. (2), the governing equations can be formulated. A generalized chemical potential for a binary mixture can be defined: $\mu = \frac{\delta F}{\delta \Phi_{sv}}$, where $\delta/\delta \Phi_{sv}$ is the functional derivative. Using the continuity equation $\frac{\partial \Phi_{sv}}{\partial t} = -\vec{\nabla} \cdot \vec{j}$ and Fick’s law for the mass flux $\vec{j} = -M\vec{\nabla} \mu$, where $M$ is the mobility, which is assumed constant, the Cahn–Hilliard equation is obtained:

$$\frac{\partial \Phi_{sv}}{\partial t} = M\nabla^2 \mu$$

$$= M\nabla^2 \left(-\varepsilon^2 \nabla^2 \Phi_{sv} + 2(2\Phi_{sv} - 1)((2\Phi_{sv} - 1)^2 + \left(\frac{T_l^d - T_c^d}{T_c^d - T_l^d}\right))\right)$$

(4)

To introduce a possible thermal noise $\xi_s$ in the description, an additional term is added to the equation above and one obtains the Cahn–Hilliard–Cook equation [66]:

$$\frac{\partial \Phi_{sv}}{\partial t} = M\nabla^2 \left(-\varepsilon^2 \nabla^2 \Phi_{sv} + 2(2\Phi_{sv} - 1)((2\Phi_{sv} - 1)^2 + \left(\frac{T_l^d - T_c^d}{T_c^d - T_l^d}\right))\right) + \sigma \xi_s$$

(5)

The thermal noise $\xi_s$ is assumed to obey the fluctuation-dissipation theorem, i.e. $\langle \xi_s(r, t) \rangle = 0$, and $\langle \xi_s(r, t) \xi_s(r', t') \rangle = -M\nabla^2 \delta(r - r')\delta(t - t')$ [66, 67]. The dimensionless parameter $\sigma > 0$ describes the strength of this noise.

Finally, according to Fourier's law, the heat transfer equation in this study is expressed by:
\[
\frac{\partial T_l^d}{\partial t} = \kappa_l \nabla^2 T_l^d
\]  
(6)

where \( \kappa_l \) is the thermal diffusivity of the liquid phase.

### 2.2.1. Boundary conditions

The boundary conditions for solving Eqs. (5) and (6) are the following. A zero-mass flux and an adiabatic boundary condition are applied at the bottom substrate. Moreover, we consider that the substrate is neutral with respect to the two components of the binary mixture [41, 68], in that there is no wetting preference for either of them. These 3 boundary conditions are respectively written as:

\[
\mathbf{n} \cdot \nabla \mu = 0
\]  
(7)

\[
\mathbf{n} \cdot \nabla T_l^d = 0
\]  
(8)

\[
\mathbf{n} \cdot \nabla \phi_{sv} = 0
\]  
(9)

where \( \mathbf{n} \) is the unit vector normal to the substrate.

Considering that the inert gas absorption in the liquid is negligible and that only the solvent is volatile, the evaporation flux \( J \) calculated at the liquid-gas interface takes the following form [69-71]:

\[
\mathbf{n} \cdot M \nabla \mu = J (1 - \phi_{sv})
\]  
(10)

where \( \mathbf{n} \) is the unit vector normal to the gas-liquid interface.

Concerning the physics of the evaporation at the interface, we consider a simple representation in which the evaporation flux is directly proportional to the volume fraction of the volatile component at the liquid-gas interface [72-75]:

\[
J = J_o \phi_{sv} |_{z = h_l^d}
\]  
(11)

where \( J_o \) is a global mass transfer coefficient and \( h_l^d(t) \) is the thickness of the liquid layer.

Assuming that the liquid-gas interface remains flat during the evaporation, the time evolution of \( h_l^d(t) \) due to the evaporation is described by:

\[
\frac{d h_l^d}{dt} = -\bar{J}
\]

\[
\bar{J} = J_o \phi_{sv} |_{z = h_l^d}
\]  
(12)
where $\bar{\phi}_{sv}$ and $\bar{J}$ are the average of the solvent volume fraction and evaporation flux at the liquid-gas interface.

Moreover, we consider that the liquid-gas interface is neutral with respect to the two components of the binary mixture and one thus gets a condition similar to Eq. (9):

$$\mathbf{n} \cdot \nabla \phi_{sv} = 0 \quad (13)$$

Assuming the characteristic thermal time in the gas is much smaller than in the liquid, we can consider that the temperature of the upper gas phase is homogeneous, constant and equal to the ambient temperature. Therefore, the energy conservation at the liquid-gas interface takes the following form [70, 71]:

$$J L \rho_l = -\alpha_l \frac{\partial T_l}{\partial z} \quad (14)$$

where $\rho_l$ and $\alpha_l$ are respectively the density and thermal conductivity of the liquid and $L$ is the latent heat of evaporation of the solvent (all these parameters are assumed constant).

Note that we also introduce periodic boundary conditions in the horizontal $x$-direction, in a domain of width equal to $w$ (see Fig. 2).

2.2.2. Initial conditions

The initial concentration and temperature fields in the film are assumed spatially uniform and chosen in such a way that the system is in the stable region (i.e. the representative point is above the binodal curve).

2.3. Non-dimensional equations

It is convenient to rewrite the equations in a non-dimensional form. The following scaling factors are used for this purpose. The length scale is taken to be $\varepsilon$ and $\varepsilon^2/M$ is used as the time scale. The local dimensionless temperatures $T_l$ of the liquid is defined as $T_l = \left(\frac{T_{ld} - T_{ld}^{ref}}{T_{ld}^{ref} - T_c}ight)$. In these new units, the equations take the form

$$\frac{\partial \phi_{sv}}{\partial t} = \nabla^2 (-\nabla^2 \phi_{sv} + 2(-1 + 2\phi_{sv})(1 - 2\phi_{sv})^2 + T_l)) + \sigma_{\eta_s} \quad (15)$$

$$\frac{\partial T_l}{\partial t} = Le \nabla^2 T_l \quad (16)$$
where $Le = \frac{k_l}{\rho l} \alpha_l$ is a Lewis number and $\eta_s$ is the dimensionless form of $\xi_s$, with $\langle \eta_s(r, t) \rangle = 0$ and $\langle \eta_s(r, t) \eta_s(r', t') \rangle = -\nabla^2 \delta(r - r') \delta(t - t')$. The boundary conditions at the bottom are:

\begin{align}
\mathbf{n} \cdot \nabla (-\nabla^2 \phi_{sv} + 2(1 + 2 \phi_{sv})((1 - 2 \phi_{sv})^2 + T_l)) &= 0 \\
\mathbf{n} \cdot \nabla T_l &= 0 \\
\mathbf{n} \cdot \nabla \phi_{sv} &= 0 \tag{17}
\end{align}

At the top, the boundary conditions become:

\begin{align}
\mathbf{n} \cdot \nabla (-\nabla^2 \phi_{sv} + 2(1 + 2 \phi_{sv})((1 - 2 \phi_{sv})^2 + T_l)) &= Pe \phi_{sv} (1 - \phi_{sv}) \\
\frac{d h_l}{d t} &= -Pe \bar{\phi}_{sv} \tag{18}
\end{align}

\begin{align}
\mathbf{n} \cdot \nabla \phi_{sv} &= 0 \tag{19}
\end{align}

\begin{align}
\beta Pe \phi_{sv} &= -\frac{\partial T_l}{\partial z}, \quad \beta = \frac{ML \rho l}{\alpha_l (T_{cr}^d - T_c^d)} \tag{20}
\end{align}

where $h_l(t)$ is the dimensionless height of the liquid layer, whose initial value is written $H_l$. $\beta$ is the dimensionless latent heat of evaporation and $Pe = J_0 / \left( \frac{M}{\varepsilon} \right)$ is a Péclet number. This non-dimensional number allows comparing the evaporation with the mobility coefficient, which describes both the diffusion when the components are miscible and their separation in the miscibility gap. Note that the dimensionless domain width is written $W$.

### 2.4. Numerical implementation

The numerical simulations have been carried out using the commercial CFD software COMSOL Multiphysics. This software allows solving any partial differential equations (PDE) system using the finite-element method (FEM) and adaptive time steps [76]. FEM has been applied widely for solving the Cahn-Hilliard equation [77-79], notably via COMSOL Multiphysics [68, 80-83], and for investigating solvent evaporation induced phase separation in ternary systems [74].

For time stepping, a Backward Differential Formula (BDF) method was implemented with time steps taken by the solver [76]. In this regard, the solver automatically modifies the time step to satisfy the convergence criteria.

From a computational point of view, an evaporation process is a problem with a moving boundary, since the liquid thickness decreases over time ($h_l = h_l(t)$). COMSOL Multiphysics is able to deal with moving boundaries [84-86] and the Arbitrary Lagrangian–Eulerian (ALE) module implemented in COMSOL Multiphysics was used to manage the moving interface [76]. The phase field model and the temperature equation have been coupled with moving mesh, allowing an automatic remeshing procedure during the time evolution of the physical domain. A mesh-independency test has been carried out to determine the optimal number of
elements and to ensure that the solution is independent of the mesh size. We generated unstructured meshes using COMSOL Multiphysics (free triangular meshes) for different non-dimensional widths of the elements: 1/3, 1/4, 1/5, 1/6 and 1/8. These choices correspond to about 3, 4, 5, 6 and 8 elements across the capillary width. In Fig. 3, the time evolution of the average value of the solvent volume fraction at the liquid–gas interface, for Pe = 0.02, Le = 20, \( \beta = 0.4 \), \( \sigma = 0.005 \), a dimensionless width \( W = 80 \) and an initial dimensionless height \( H_l = 20 \), is evaluated for these different meshes. The initial volume fraction of the solvent and the initial temperature of the liquid phase are \( \phi_{sv} = 0.9 \) and \( T_l = 0.2 \), respectively. Our analysis clarifies that decreasing the dimensionless size of the elements from 1/4 to 1/8 hardly changes the results. Therefore, to minimize the computational time, we carried out the rest of our simulations with a dimensionless size of the elements equal to 1/5.

![Fig. 3. Time evolution of the average value of the solvent volume fraction at the liquid-gas interface, for different mesh widths.](image)

2.5. Experimental set-up

To experimentally investigate the mechanism of 2-D phase separation in a thin evaporating film of a partially miscible binary mixture, a Hele Shaw cell was used with a double telecentric setup, as shown in Fig. 4. The Hele Shaw cell confines a liquid in a shallow volume with an open upper side. In this research, the Hele Shaw cell was built using two Plexiglas plates, and the confinement at the bottom and along the lateral sides was realized thanks to a thin elastic strip (see Fig. 5). To ensure a uniform gap of 1.4 mm between the plates, the Plexiglas plates and the elastic band
were maintained using an aluminum casing and 16 M3 bolts. A LED light (1) passing through a telecentric lens (2) goes through the Hele Shaw Cell (4) placed on the sample holder (3) as shown in Fig. 4. Before being captured by the camera (6), the light beam goes through another adjustable telecentric lens (5). The two lenses with adjustable openings make the visualization technique very sensitive to the change of refractive index, which is relevant here as the partially miscible liquids refract light differently.

Fig. 4. Double telecentric setup; 1) LED light source, 2) adjustable telecentric lens connected to light source, 3) sample holder, 4) Hele Shaw cell, 5) adjustable telecentric lens connected to camera and 6) camera.

The liquids used in this work are n-hexane and 2-(2-Ethoxyethoxy)ethanol, also known as Diethylene Glycol Monoethyl Ether (DGME), used as purchased from Sigma-Aldrich company. The components are partially miscible and there is a considerable difference between their volatility [43], which allows considering that
only the n-hexane evaporates. The binodal curve defining the miscibility gap in the phase diagram of the two partially miscible liquids is available in the literature [87]. Before each test, the Hele Shaw cell was disassembled, washed by ethanol and optical tissue and left to dry. The mixture was injected from the bottom of the cell using a syringe connected to a Polytetrafluoroethylene tube fixed to the cell. The tests were performed during different days at atmospheric pressure, for an initial liquid thickness of 10 mm, and with the room temperature between 19°C and 21°C. This is above the upper critical temperature of the system (6.3°C [87]). The relative humidity of the air was between 43% and 52%. Each test was repeated at least three times. The distance from the bottom of the Hele Shaw cell to the open air is denoted $d$ and this distance has been varied from one test to another in order to change the evaporation rate (see below).

3. Results and discussion

The fluids properties used in the model are those corresponding to our experiments and already described previously in [43] (see section 3 in [43] for more details). They give $Le \approx 20$ and $\beta \approx 0.4$ and these two values are used throughout this work. Note that we assume that the values of these properties are not substantially modified by the concentration and temperature changes in the mixture induced by the evaporation and thus that they can be considered as constant during the time evolution of the system. We consider a noise strength $\sigma = 0.005$, to make sure that phase separation occurs in the system [88]. Note that we also examined a stronger noise ($\sigma = 0.05$) for our simulations and it showed that increasing noise does not change significantly the results and the morphology of phase separation.

3.1. Interplay between the evaporation rate and the phase separation

Evaporation is the key phenomenon driving the phase separation in the studied system. Indeed, since the system is initially in the stable region, evaporation leads the system to approach the binodal curve by decreasing the temperature and increasing the solute concentration close to the upper surface (see Fig. 1). Then, the binodal curve, and later the spinodal one, are crossed, which makes the system unstable and allows the beginning of phase separation. Note that some initial conditions (for instance high temperature, see [43] for more details) could prevent the system from crossing these curves. In such situations, phase separation does not occur. Note also that, depending on the initial temperature and concentration, the system will reach the demixing region at different locations in the phase diagram (i.e. at different temperature and concentration), and phase separation will thus start at a temperature that varies with the initial conditions. This point is very important, because it is well known that phase separation proceeds faster at lower temperatures,
due to the higher driving force for phase separation (see [89-91] for more details on the effect of different quench depths in the phase separation process).

For the simulations presented in this section, the computational domain is rectangular, with a dimensionless width \( W = 80 \) and an initial dimensionless height \( H_i = 20 \). Figs. 6 and 7 describe the interplay between evaporation and the phase separation dynamics for an initial solvent volume fraction \( \Phi_{sv} = 0.9 \) and an initial temperature \( T_i = 0.2 \). Different evaporation rates are considered by choosing the following different values of the Péclet number: \( Pe = 0.002 \), \( Pe = 0.02 \), and \( Pe = 0.08 \).

For \( Pe = 0.002 \) (Fig. 6), which corresponds to a low evaporation rate, the system remains almost vertically uniform and thus the phase separation occurs everywhere across the bulk of the thin film when the system enters the miscibility gap. For \( Pe = 0.02 \), which corresponds to a moderate evaporation rate, the liquid close to the liquid-gas interface enters the spinodal before the bottom of the layer (see the time labels in Fig. 7-c). For this reason, the spinodal instability takes place only in the upper part of the system, which creates a lateral structure in the film, characterized by a well-defined wavelength. Then as time increases, this lateral structure progressively invades the whole thickness of the fluid. In Fig. 7-c, the paths in the phase diagram describing the time evolution of the average values of the temperature and of the solute volume fraction at the liquid-gas interface and at the substrate are presented. We clearly see in this figure that the top of the layer enters the unstable region before the bottom of the layer. Moreover, we see that the evolution of the average solute volume fraction at the liquid-gas interface and at the bottom of the film is not monotonous. Notably, while the bottom of the film is in the metastable region, we observe a decrease of the solute concentration there (i.e. an increase of the solvent concentration). It is due to the phase separation taking place at the top of the layer, transferring some solvent towards the bottom of the film.

Finally, in the case of a “fast” evaporation with \( Pe = 0.08 \), phase separation appears only in the vertical direction as a result of the concentration gradient imposed by the evaporation. The spinodal instability and the resulting formation pattern characterized by a typical wavelength do not occur at liquid-gas interface and the so-called lamellar morphology is observed, with a thin horizontal skin of solute in the upper part of the layer. As evaporation continues, the lower part of the layer enters the unstable region (see Fig. 7-d) and a spinodal instability takes place in the neighborhood of the substrate, similar to the spinodal instability at the liquid-gas interface for the lateral structure. Some solvent-rich droplets are formed but they finally disappear.
Fig. 6. Time evolution of the phase separation morphology for \( \text{Pe} = 0.002 \). \( H_l = 20, W = 80, \varphi_{sv} = 0.9 \) and \( T_l = 0.2 \) at \( t = 0 \).
Another interesting global indicator of the evolution of the system is the evaporation flux $\overline{\Phi}_{sv}$. This quantity, rescaled by $Pe$, is plotted versus time in Fig. 8 for three values of the Péclet number: $Pe = 0.02$, $0.03$, and $0.08$. As expected, the evaporation flux decreases over time due to the removal of solvent at the liquid-gas interface. However, the decrease of the evaporation flux is not monotonous and some sudden changes are also observed, which are emphasized by circles in the figure. These changes are further discussed in the next section.

![Fig. 8. Time evolution of the average evaporation flux at the gas-liquid interface, rescaled by $Pe$, for three values of the Péclet number: $Pe = 0.02$, $0.03$, and $0.08$. $\bar{\Phi}_{sv} = 0.9$ at $t = 0$, $H_l = 20$, $W = 80$.](image)

3.2. Beginning of the phase separation

As already mentioned, the Péclet number is a measure of the competition between evaporation and phase separation. The results shown above for 3 values of $Pe$ clearly emphasize the important role of this parameter on the behavior of the system. Low evaporation rates have been considered first, with $Pe = 0.002$. In that situation, the system is almost uniform in the vertical direction when it enters the unstable region in the phase diagram. For this reason, the spinodal instability takes place through the whole layer at the same time, as observed in Fig. 6. Note that this expected behavior has already been studied in [53], where the isothermal demixing of a polymer-solvent mixture, induced by the solvent evaporation, was analyzed at
a very low evaporation rate. This slow evaporation and the corresponding phase separation are not analyzed further in the present paper.

The case of a moderate evaporation rate, with $\text{Pe} = 0.02$, is described by Fig. 7-a. In this situation, a moderate vertical concentration gradient is present in the liquid film. Its upper part enters the unstable region while its bottom part is in the metastable region. For this reason, the spinodal instability takes place only close to the top surface, which gives rise to the lateral morphology that appears in Fig. 7-a for $t \sim 890$. The appearance of this instability is also related to a rather sudden decrease of the evaporation rate versus time, which is emphasized by Fig. 8 for $\text{Pe} = 0.02$ and 0.03 (see the first red circle for $\text{Pe} = 0.02$ and 0.03). As already mentioned above, the instability is also related to an increase of the solvent concentration close to the bottom substrate.

The Péclet number has also an interesting effect on the wavelength (or wavenumber) that characterizes the lateral pattern generated by the spinodal instability in the upper part of the system. In our numerical approach, the wavelength $\lambda$ can be estimated from the number $n$ of cells that appear close to the interface, with $\lambda = W/n$. To have a more precise numerical estimation of this quantity, it is of course preferable to decrease the constraining influence of the (periodic) lateral boundaries of the layer and we use $W = 160$ for the results presented in the present discussion. Using the same initial conditions as previously ($\mathcal{H}_l = 20, \varnothing_{sv} = 0.9$ and $T_l = 0.2$), we consider three values of the Péclet number, $\text{Pe} = 0.02$, 0.03, and 0.04, and the associated patterns observed right after the instability are represented in Fig. 9. The numbers of cells are respectively 12, 14 and 15, which emphasizes that the increase of the Péclet number (i.e. of the evaporation rate) corresponds to an increase of the observed wavenumber.

Finally, a Péclet number equal to 0.08 corresponds to a large evaporation rate. In that situation, Fig. 7-b shows that the phase separation occurs only in the vertical direction, as a consequence of the vertical gradient imposed by the evaporation. No spinodal instability appears in the upper part of the system when it enters the unstable region and a so-called lamellar morphology is created. Note that this layered
morphology was also observed in [52] for the isothermal phase separation induced by a fast solvent evaporation of a single polymer-solvent binary mixture in a cylindrical geometry. This behavior can be explained as follows. First, it is interesting to note generally that a spinodal instability close to the upper surface induces the development of horizontal concentration gradients. Since the evaporation flux is proportional to the solvent concentration at the interface, the evaporation then reduces the horizontal concentration gradients between the solvent-rich and solute-rich areas and thus participates in the damping of the perturbations. This argument clearly emphasizes the competition between separation and evaporation and the important role of the Péclet number. It is also interesting to note the rather complex role played by evaporation in the phenomena under analysis. On the one side, evaporation brings the fluid in the demixing area, which allows for the spinodal instability, and it is worth noting that the path in the phase diagram depends only slightly on the Péclet number, i.e. on the intensity of the evaporation. On the other side, evaporation can damp the perturbations generated by the instability and, if Pe is large enough, this damping can finally prevent the appearance of the lateral morphology, which allows understanding the lamellar morphology for Pe = 0.08. Interesting and important interpretations of the above results can be obtained by considering a qualitative linear stability analysis, with an approach which is in fact rather close to that used in [92]. As a first step, let us briefly recall the linear Cahn–Hilliard theory of spinodal instability for quenching experiments in partially miscible binary mixtures [13, 93-95]. When such a mixture is suddenly quenched into the miscibility gap, a band $[0, k_c]$ of wavenumbers becomes unstable, with:

$$k_c^2 = -\left(\frac{\partial^2 f_0}{\partial \phi_{sv}^2}\right)$$

(24)

Remember also that the dominant wavenumber $k_m$, and its growth rate $\omega_m$, which is the maximum value over the unstable band, are given by:

$$k_m^2 = \frac{1}{2} k_c^2 \quad \omega_m = \frac{1}{4} k_c^4$$

(25)

The situation analyzed in our work is of course more complex than quenching, notably because the entrance in the miscibility gap is progressive. Therefore, the analysis to carry out should examine the stability of a time-dependent (and z-dependent) reference profile and determine, at each instant, the growth rates of z-dependent perturbations. Such approaches can be based on the so-called frozen-time assumption and have been developed in other contexts for example in [70, 96, 97]. Instead of this complete analysis that requires rather complex numerical calculations, we develop here a simplified and qualitative approach, that
nevertheless allows one to obtain interesting trends and general features of the instability mechanism. The argument is based on the fact, during the transient that brings the system in the phase diagram close to the spinodal curve, the representative point of the upper surface of the film is always ahead and closer to the bell curve. Therefore, the upper surface always enters first the instability region and the first growing perturbations always appear at the surface (note that, for the ternary mixtures analyzed in [92], the first unstable zones are not always at the surface). From that moment, the instability begins to develop, while at the same time the representative point of the surface gets deeper inside the spinodal curve and regions below the surface progressively reach the instability region as well. To have an idea of the modes that will be excited during this complex evolution, we will consider the upper surface, with its mean temperature and concentration, as a global indicator of the state of the system and the time evolution of the corresponding point in the phase diagram is used to determine the time dependence of the band of unstable modes of the previously recalled Cahn-Hilliard theory. When the system crosses the spinodal curve on the left (see Fig. 7-c), the band has first a zero width. Then, as time passes, the width of the unstable band increases, and the corresponding $k_m$ and $\omega_m$ also increase, until the system reaches the maximum $k^2_c$, i.e. the minimum $\partial^2 f_0 / \partial \phi_{sv}^2$, which corresponds to reaching the critical concentration $\phi_{sv} = 0.5$. Besides this point, $k_c$, $k_m$ and $\omega_m$ start to decrease. For $\text{Pe} = 0.02, 0.03, 0.04,$ and $0.08$, Fig. 10 shows the time evolution of $k_m$ and $\omega_m$ for the global indicator introduced above and calculated using Eqs. (24) and (25). It is interesting to stress that the three curves corresponding to $\text{Pe} = 0.02, 0.03,$ and $0.04$ are quite similar, except that the time interval $\Delta t$ between the crossing of the spinodal and reaching the maximum of $k_c$, $k_m$ and $\omega_m$ decreases when the evaporation is stronger. This means that when the evaporation rate is larger, the representative point of the surface crosses the miscibility gap at a faster speed and that larger $k_m$ are excited sooner, as emphasized by Fig. 10. Note also that the three time intervals $\Delta t$ corresponding to $\text{Pe} = 0.02,$ $0.03,$ and $0.04$ are larger than the typical growing time $\tau$ of the perturbations, which can be estimated by calculating $2\pi$ divided by the maximum value of $\omega_m$ in Fig. 10, which gives $\tau \approx 17$. This means that the perturbations have time enough to grow and it is thus possible to observe the appearance of the larger $k_m$ that are excited sooner for larger evaporation rates. This also provides an explanation for the numerical results presented in Fig. 9 (note that another example of this effect is mentioned in Section 3.4). Let us also emphasize that for the moderate Péclet numbers considered here, only a very thin layer close to the upper surface truly participates in the initial spinodal instability, whose thickness is less than the wavelength of the patterns. Therefore, only lateral patterns are created by this instability (in contrast, for the very low evaporation rate considered in Fig. 6, some
vertical structure also appears). Finally, note that for Pe = 0.08, Fig. 10 shows that the typical growing time of the perturbations is \( \tau \approx 19 \). Since this time is larger than the time interval \( \Delta t = 16 \) between crossing the spinodal curve and reaching the critical concentration, one can deduce that the system does not have enough time to create the pattern and no spinodal instability occurs in the system, which is actually what we observed in Fig. 7.b.

![Graph showing growth rate and wavenumber for Pe = 0.02, 0.03, 0.04, and 0.08](image)

Fig. 10. Growth rate and wavenumber for the average values of the solvent volume fraction and the temperature at the liquid-gas interface (\( t_{\text{spinodal}} \) is the time corresponding to the entry in the unstable miscibility gap) and for Pe = 0.02, 0.03, 0.04, and 0.08. \( H_l = 20, W = 160, \Phi_{SV} = 0.9 \) and \( T_l = 0.2 \) at \( t = 0 \).

3.3. Mid- and long-term evolution of the phase separation morphology

Here, we analyze the mid- and long-term evolution of the system, (far) after the beginning of the phase separation, described in the previous subsection. We consider only moderate and high evaporation rates, for which phase separation starts close to the liquid-gas interface.

For Pe = 0.02 (moderate evaporation rate), we show the time evolution of the morphology and of the evaporation flux in Fig. 7-a and in Fig. 8, respectively. As mentioned in subsection 3.2, the first sudden change in the curve describing the evolution with time of the evaporation flux is related to the time when the spinodal instability occurs in the system. This instability, which is emphasized by the first red circle in Fig. 8, close to \( t = 870 \), is associated with a sudden change of the slope of the curve. A sharp decrease of the evaporation flux is then observed, whose duration is of the order of the growing time \( \tau \) of the instability. Then a second drastic change of the slope appears in Fig. 8, which is emphasized by the second red circle close to \( t = 900 \). From that moment, the nonlinear evolution of the phase separation pattern takes places and the solute-rich (red) droplets start to grow (see the growing red zones in Fig. 7-a), while the solvent is rejected towards the bottom or between the red drops (see the blue that gets darker close to the substrate or between the red
zones). During this stage, the evaporation flux increases but note that this increase is not completely regular because the growth of the solute-rich drops let the red zones touch the substrate one after the other. Finally, close to the third red circle in Fig. 8, all the red drops have reached the bottom and a new evolution stage starts, with a decreasing evaporation flux. However, it is important to stress that this stage of the evolution of the system cannot be studied with our model and we have thus stopped the numerical calculations then. More precisely, the flat surface assumption would artificially squeeze the “red pillars” and prevent a possible dewetting of the substrate and the creation of isolated pure solute droplets on the substrate, as observed experimentally in [43].

For Pe = 0.08 (fast evaporation, see Fig.7-b), the evaporation flux decreases importantly when the phase separation starts, owing to the lamellar structure created by the evaporation induced vertical gradient (see Fig. 8). Close to t = 320, the lower parts of the layer enter the demixing region and a spinodal instability takes place in the neighborhood of the substrate (see also Fig.7-b for t = 326). As a result of this phenomenon, a sudden slope change appears in Fig. 8 (first red circle) and the evaporation flux starts to increase. After some time, the solvent-rich (blue) droplets disappear and the final stage of the evolution starts close to t = 350 (second red circle), with only solute-rich (red) fluid remaining in the system and the progressive evaporation of the remaining solvent.

Another interesting phenomenon that could appear after the spinodal instability is the coalescence of solute-rich (red) droplets. In fact, the growth of the solute-rich drops takes place both in the vertical and horizontal directions and it is easy to understand that if the thickness of the layer is large enough, the drops could coalesce horizontally before touching the substrate. To illustrate this, we consider the same system as in Fig. 7-a (Pe = 0.02, initial solvent volume fraction $\phi_{sv} = 0.9$ and initial temperature $T_l = 0.2$), but we use three different initial heights $H_l = 20$ (the height already considered before), $H_l = 28$, and $H_l = 38$. The corresponding results are presented in Fig. 11. For the 3 cases, a lateral structure is created first close to the interface. The case $H_l = 20$ is already discussed above and no coalescence is observed before the red pillars are formed. Fig. 11 then shows that, for $H_l = 28$, coalescence occurs between some droplets and a smaller number of pillars than for $H_l = 20$ is formed later. Finally, for $H_l = 35$ the coalescence of all the drops happens, which gives rise to a secondary lamellar structure. The subsequent evolution of this lamellar structure is then similar to what is observed in Fig. 7-b, with the appearance of a spinodal instability close to the substrate, before only solute-rich (red) fluid remains in the system. Finally note that the possibility of coalescence is linked to an appropriate relation between the dimension of the drops (i.e. the wavelength of the pattern) and the thickness of the layer when the instability takes place. Indeed, Fig. 11-b (that corresponds to an initial thickness equal to 28) shows the coalescence of
drops when the thickness is around 8, which is of the order of half the wavelength of the pattern (this wavelength is $\frac{160}{13} \sim 13.3$, see above).
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Fig. 11. Time evolution of the phase separation morphology for $\text{Pe} = 0.02$ and for three initial dimensionless heights $H_l = 20, 28, \text{and } 35$. $\Omega_{sv} = 0.9$ and $T_{li} = 0.2$ at $t = 0$, $W = 80$.

### 3.4. Influence of the initial conditions on the phase separation morphology

The initial temperature and concentration are parameters that can influence the phase separation morphology in the binary mixture. In fact, a change of the initial temperature or concentration can lead the system to enter the unstable region at different conditions, which can affect significantly the driving force of the phase separation and its competition with the evaporation. To emphasize this, we consider two examples in this section. First, for $\text{Pe} = 0.08$, we consider a change in the initial temperature with respect to the situation in Fig. 7-b. In Fig. 12, we observe that
reducing the initial temperature to $T_l = -0.3$ induces logically an entry in the unstable region at a lower temperature, resulting in higher driving force for the phase separation. Therefore, the phase separation proceeds much faster and eventually overcomes the strong evaporation to form a lateral structure, in contrast to what was observed in Fig. 7-b, for the same Péclet number and for $T_l = 0.2$. It is also interesting to note that in contrast to what was observed in Fig. 11-a (same initial thickness as in the present situation), coalescence is possible here because the wavelength is smaller than in Fig. 11-a and also because the thickness when the instability takes place is larger (around 9, instead of 6). Considering again the qualitative linear stability analysis for Pe=0.08 and $T_l = -0.3$, we have calculated the typical growing time of the perturbations and the time interval to reach the maximum $k_c$. The obtained results are $\tau \approx 4$ and $\Delta t = 16$, which confirms that the perturbations have time enough to grow and to create the lateral pattern at liquid-gas interface. To check that the mechanism of the competition between phase separation and evaporation is still active here, we have also increased the Péclet number and examined the effect on the morphology. The calculations for Pe=0.3, $T_l = -0.3$ have then revealed a lamellar pattern and no lateral instability was observed, which is completely in line with the values $\tau \approx 6$ and $\Delta t = 5$ that we have calculated for this situation. To emphasize again the influence of the Péclet number on the wave length, we have also considered Pe=0.04, $T_l = -0.3$ and 8 droplets have appeared instead of 9 in Fig. 12a, which shows the same trends as in Fig. 9. The above discussion allows also emphasizing the role of temperature in the studied phenomena. The initial temperature determines the entry point of the system in the instability region of the phase diagram and consequently the driving force of phase separation. This in turn modifies the relative importance of evaporation in its competition with phase separation. Temperature can thus be seen as a regulator between the two effects, with the consequence that this easily controlled experimental parameter directly influences the morphology that appears in the film. From our results, it is deduced that decreasing temperature favors in fact the appearance of a lateral structure (we have seen above that Pe=0.08 gives rise to a lamellar structure for $T_l = 0.2$, while a lateral pattern is obtained for $T_l = -0.3$). Let us also insist that even if temperature has a clear role in the creation of the morphology, its influence on the spinodal instability itself is minute. Indeed, when this instability takes place, the amplification of the perturbations is exponential and thus very fast and the instability can thus be considered as almost isothermal. This is emphasized by the different paths of the system in the phase diagram, for which the trajectory inside the miscibility gap is fast and almost horizontal.
The second example that emphasizes the importance of initial conditions consists in changing the initial concentration with respect to the case of Fig. 7-a (Pe = 0.02, $\theta_{SV} = 0.9$). The corresponding results, for an initial concentration for $\theta_{SV} = 0.85$, are represented in Fig. 13. They show that the reduced initial concentration of the solvent leads to a different entry point in the miscibility gap, at a higher temperature, and thus a reduced driving force for the separation in comparison with the case with $\theta_{SV} = 0.9$. Consequently, the phase separation is overcome by the evaporation and a lamellar pattern is obtained (in contrast with Fig. 7-a). Note that we have also calculated the typical growing time of the perturbations and the time interval to reach the maximum $k_c$, with $\tau \approx 51$ and $\Delta t = 49$, which indicates that not enough time
is available to build a lateral pattern. The competition between phase separation and evaporation was then again tested, by decreasing the Péclet number in the case $\varphi_{sv} = 0.85$, and for $Pe=0.01$, a lateral structure was obtained ($\tau \approx 46$ and $\Delta t = 95$). As a final remark, let us also mention that the above analysis indicates that reducing the initial concentration of the solvent, i.e. increasing the concentration of the non-volatile solute, favors the lamellar morphology.

**Fig. 13.** a: time evolution of the phase separation morphology for initial solvent volume fraction $\varphi_{sv} = 0.85$. b: path in the phase diagram describing the evolution with time of the average values of the temperature and of the solute volume faction at the liquid-gas interface for $\varphi_{sv} = 0.9$ and $\varphi_{sv} = 0.85$. $H_l = 20$, $W = 80$, and $T_i = 0.2$ at $t = 0$. 
3.5. Experimental results

In this section, we present the experimental results obtained with the Hele Shaw set-up presented in subsection 2.5 and compare them with our numerical analysis. Since the distance between the plexiglass plates is small, it is assumed that convection is very weak in the system, which allows the comparison with the numerical purely diffusive approach. Note also that the experimental evaporation rate can be changed by varying the thickness $d$ of the gas layer above the thin film. In our set up, we consider $d = 78$ mm and $d = 32$ mm, corresponding to “moderate” and “fast” evaporation rates, respectively. In the results presented below, the red and green colors correspond to n-hexane-rich and DGME-rich phases, respectively. The experiment tests were performed with a liquid at the initial room temperature (between 19°C and 21°C). This is above the critical temperature (6.3°C [87]).

For an initial mass fraction of DGME in the liquid of 8%, the experimental results indicate that a moderate evaporation rate ($d = 78$ mm) leads to the lateral structure (Fig. 14-a) while a fast evaporation rate ($d = 32$ mm) induces the development of the skin layer (lamellar structure) at the liquid-gas interface (Fig. 14-b). This is in very good qualitative agreement with the numerical results discussed earlier.

Fig. 14-a and Fig. 14-c compare the time evolution of the phase separation for two different initial concentrations of DGME in the solution (8% and 12%), in the case of the moderate evaporation rate ($d = 78$ mm). The lateral structure is obtained for the low initial concentration and the lamellar structure for the high initial concentration. This is again in qualitative agreement with the numerical results presented at the end of subsection 3.4.
Fig. 14. Time evolution of the phase separation for: a moderate evaporation and 8% of DGME (a), a fast evaporation and 8% of DGME (b), and a moderate evaporation and 12% of DGME (c).
4. Conclusion

Thin layers of evaporating mixture of partially miscible components are commonly encountered in a number of industrial contexts. Therefore, it is of great practical interest to further understand the relationship between the physical processes that occur during the evaporation process and to analyze the morphological changes in the evaporating thin film. As mentioned in the introduction, several studies have already been published on these questions, but often ternary mixtures were considered. Such ternary systems depend on a rather large number of parameters, with the consequence that the very specific influence of one of them is not always easy to identify. In the present paper, our purpose was to consider a simpler situation, with only two components, and to try to emphasize and analyze in detail the different physical mechanisms at work when separation takes place and to determine their influence on the morphology of the separating thin film. To this end, we have developed a numerical approach, which was complemented by theoretical discussions providing important physical interpretations and by experimental work that confirmed our predictions. Our main findings about the morphology that appears in a film of a separating binary mixture are the following. First, let us mention the prominent role of the competition between evaporation and phase separation in the evolution of the system. This competition is described by the so-called Péclet number $Pe$, whose value was shown to determine if a lateral or a lamellar structure is created when the phase separation begins close to the upper surface of the film. Note that for very small $Pe$, the evaporation is so slow that the film remains almost uniform in the vertical direction, with the consequence that bulk phase separation occurs. This phenomenon has been studied in other works and is not described in detail in our paper. More precisely, we have shown that for moderate Péclet numbers, evaporation first creates a vertical gradient close to the interface, which subsequently brings the upper part of the film in the miscibility gap and allows a spinodal instability to take place close to the upper surface. That instability gives rise to a lateral structure and we have shown that the wavelength of the pattern decreases when $Pe$ increases (i.e. when evaporation gets more efficient). This effect was related to higher wavenumbers being excited early thanks to a fast evaporation. For high values of the Péclet number, we have shown that evaporation dampens the horizontal perturbations, with the result that the spinodal instability cannot take place. Instead, phase separation occurs only in the vertical direction and a lamellar morphology is created. Interestingly, we have also shown that several physical parameters can modify the competition between evaporation and phase separation and act as kinds of regulators of the interplay between the two mechanisms. In particular, we have seen that these parameters can modify the “critical value” of the Péclet number that separates the occurrences of lateral or lamellar structures.
Temperature, which is an easily controlled quantity, is one of these parameters and we have shown that decreasing the initial temperature of the system favors the appearance of a lateral pattern (the critical Péclet number is larger). We have also explained that this effect is linked to the entry point of the system in the miscibility gap and to the associated influence on the driving force of separation. Note that we have also indicated that the instability itself can be considered as an almost isothermal phenomenon. Then we have shown that the initial concentrations in the mixture can also modify the competition between evaporation and separation, with an increased solute concentration that favors the lamellar pattern. The mechanism of this effect is also related to the entry point in the miscibility gap. Finally, let us stress that our numerical and theoretical results regarding the lateral and lamellar structures were tested experimentally and the observations in a Hele-Shaw cell showed a very good qualitative agreement with our findings.

As far as the mid- and long-term evolution of the system is concerned, our main observations are the following. When a lateral structure is first created close to the surface, we have emphasized the possibility of coalescence of solute-rich droplets. This coalescence is observed only in thick enough layer, for which the growth of the drops can induce their coalescence before these drops reach the bottom. It is also interesting to note that more and more drops can coalesce if the thickness is larger and finally a lamellar morphology can appear in very thick films. We have also emphasized that after the creation of a lamellar structure, a spinodal instability can subsequently appear close to the substrate, as a result of the bottom part of the film crossing the spinodal curve in the phase diagram. A momentary lateral morphology, made up of solvent rich droplets, then appears close to the substrate, but this structure disappears in the long term and only solute rich fluid remains in the film. As a final general comment about the mid- and long-term evolution, it is very interesting to stress that the initial morphology that is created when phase separation starts (lamellar or lateral) can sometimes change over time and the final situation can thus be different from what the first instants could have suggested.

To finish, let us recall that our present study was restricted to the study of a binary mixture. Since lateral and lamellar morphologies are also observed in the separation of ternary mixtures, it would be very interesting to determine if the general physical mechanisms we have emphasized here are also present, with the same effects, in those situations. Remember also only a 2-D analysis was developed and that neither hydrodynamic effects, nor wetting/dewetting properties (or surface preferences) of the two components along the boundaries were considered. It is important to mention that these effects could of course play a role in the competition between the different physical mechanisms and influence the morphologies, and these effects should thus be studied in the future.
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