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Abstract—This paper addresses the speed and flux regulation of induction motors under the assumption that the motor parameters are poorly known. An adaptive passivity-based control is proposed that guarantees robust regulation as well as accurate estimation of the electrical parameters that govern the motor performance. This paper provides a local stability analysis of the adaptive scheme, which is illustrated by simulations and supported by a successful experimental validation on an industrial product.

I. INTRODUCTION

MODEL-BASED induction motor control for high-performance drives has motivated an impressive amount of research over the last decades. The development of commercial vector-controlled induction motors has been primarily based on the principle of field orientation which offers an elegant way to decouple the motor torque and flux regulation [1], [2]. Several books illustrate the subsequent theoretical and practical advances of this active research field [3]–[5].

Because induction motors are mass products commercialized in very different sizes and for very different applications, a challenge for the variable-speed-drive industry is to develop performant yet versatile control algorithms. In order to justify the cost of sensors and computer-control technology, the closed-loop performance must outperform the performance of simpler products. At the same time, the controller performance must minimally rely upon the features of a particular product (i.e., the motor electrical and mechanical parameters) because most applications do not justify the cost of precise and on-site commissioning by the drive manufacturer. It is of interest for the research control community to demonstrate that model-based nonlinear control methods developed in the last two decades, e.g., feedback linearization methods [6], [7], Lyapunov-based control [8], [9], and passivity-based methods [10], [11], provide guidelines and tools to reach that objective. The electromechanical model of the induction motor is reliable and of moderate complexity, but it is nonlinear and contains several uncertain parameters. Induction motor control applications pose a number of additional challenges, including the measurement of a restricted number of state variables, amplitude constraints on state and control variables, and the rapid variation of reference signals across a wide range of operating conditions. Particular success has been demonstrated for the passivity-based methods that exploit the physical dissipativity properties of the motor [12]–[14]. These methods provide robust output feedback schemes that closely match the long-established concept of field-oriented control in the industry [15], [16]. They are amenable to Lyapunov analysis, which has been exploited, for instance, in the design of adaptive controllers that compensate for the parametric uncertainty associated with the mechanical load [17].

Model-based control methods for induction motors all require reasonable knowledge about four independent electrical parameters of the motors [two (equivalent) resistances and two (equivalent) inductances]. It is well known that these parameters are poorly known in applications and that resistances undergo drastic thermic variations during normal operation of the motor. The resulting parametric uncertainty not only exposes the robustness of the model-based control schemes but also deteriorates the closed-loop performance of the motor. Accurate estimation of the electrical parameters is, for instance, necessary for load torque estimation and for operation at the desired current, two industrial concerns for high-performance drives. For these reasons, the issue of parametric estimation has been addressed by a number of authors (see, e.g., [18]–[21] and the references therein). Marino et al. have provided a ninth-order estimation scheme that provides online estimation of the stator and rotor resistance [20]. They also proposed an adaptive control scheme that provides an estimation of the rotor resistance and of the load torque [21]. The latter result nevertheless requires the knowledge of the stator resistance and the mechanical inertia, two poorly known parameters in industrial applications.

This paper proposes an adaptive design that guarantees speed and flux robust regulation and, at the same time, accurate estimation of all electrical parameters of interest. The control uses the measurement of the currents and of the mechanical speed. In contrast, no precise knowledge of the electrical and mechanical parameters is required. The controller is shown to achieve local exponential convergence of the unbiased equilibrium under weak persistence of excitation condition. Even when this condition does not hold, the controller achieves in most operating conditions both regulation of the electromechanical variables and accurate estimation of the two most critical electrical parameters (the rotor resistance and an equivalent inductance). The stability analysis is supported by simulation results and by a successful implementation on an industrial product. The theoretical developments of this paper are relatively straight-
forward. The model motor and its dependence on unknown parameters are recalled in Section II. In the absence of parametric adaptation, the controller design follows in essence the passivity approach developed by Ortega et al. [12]–[14], with an extra proportional–integral (PI) control loop for regulation of the currents and of the mechanical speed. These developments are summarized in Section III. The integral variables of the controller provide the basis for two different adaptive schemes proposed in Section IV. The parametric sensitivity of both the adaptation scheme and the static closed-loop performance is studied in Section V, and the discussion is illustrated by simulation results. Section VI presents a simplified adaptation scheme and its experimental validation in an industrial product.

II. MOTOR MODEL AND MODEL PARAMETERIZATION

The induction motor model (following the classical development in [2]) is conveniently written in a frame rotating at speed $\omega_s$ ($d$–$q$ model) as the following fifth-order nonlinear state-space model:

$$\frac{J}{n_p} \frac{d}{dt} \omega_r = \frac{3n_p}{2} \frac{L_m}{L_r} (\psi_s, \psi_r) - T_L$$

$x$ $y$ $z$ $\frac{d}{dt} \psi_s = -j \omega_s \psi_s - R_s \dot{i}_s + u_s$

$x$ $y$ $z$ $\frac{d}{dt} \psi_r = -j \omega_r \psi_r - R_r \dot{i}_r + j \omega_r \psi_r$

(1)

(2)

(3)

with the five state variables $\omega_r (n_p$ times the mechanical speed), $\psi_s = \psi_{sd} + j \psi_{sq}$ (stator flux), and $\psi_r = \psi_{rd} + j \psi_{rq}$ (rotor flux). The flux variables are linked to the current variables $i_s$ (stator) and $i_r$ (rotor) by the algebraic relationships:

$$\psi_s = L_s i_s + L_m i_r$$

$$\psi_r = L_m i_s + L_r i_r.$$  

(4)

We use the notation $\langle a, b \rangle = R_e \{a, b\}$ for the standard inner product in $\mathbf{C}$. Disregarding the mechanical equation (1), which will not be used in the control design, the model contains five (electrical) parameters listed in Table I: the resistances $R_s$ (stator) and $R_r$ (rotor) and the inductances $L_s$ (stator), $L_r$ (rotor), and $L_m$ (mutual). Because these parameters are poorly known in most applications, the dependence of the control law in those parameters is critical for the robustness of the design.

As a first observation, we note that the dependence of the design in unknown parameters can be reduced to four independent parameters by rewriting the electrical part of the model (2) in the variables $i_s$ (stator current) and $\varphi_r = L_m / L_r \psi_r$ (equivalent rotor flux). In those variables, (2) is rewritten as

$$\frac{d}{dt} \varphi_r = -T_r^{-1} L_r^{-1} \left[ R_s + R_{\text{req}} + j L_p \omega_s \right] i_s + \omega_r \left[ T_r^{-1} - j \omega_r \right] \varphi_r + u_s$$

which only depends on the following four parameters:

$$R_{\text{req}} = R_r \frac{L_p^2}{L_r^2}, \quad T_r^{-1} = \frac{R_r}{L_r}, \quad R_s, \quad L_f = L_s - \frac{L_p^2}{L_r}.$$  

(5)

Alternatively, the model can be expressed in the four parameters

$$R_{\text{req}} = R_r \frac{L_p^2}{L_r^2}, \quad \frac{L_p^2}{L_r^2} \quad R_s, \quad L_f = L_s - \frac{L_p^2}{L_r}.$$  

(6)

(7)

because $T_r^{-1} = R_{\text{req}} / L$. The adaptation scheme proposed in Section IV will be based on the four parameters defined in (7).

In the sequel, we use the notation $\omega_y = \omega_s - \omega_r$ for the slip velocity.

III. CONTROL DESIGN WITH PERFECT KNOWLEDGE OF THE PARAMETERS

In this section, we assume that the four electrical parameters defined in (7) are perfectly known. The control objective is to regulate the speed $\omega_r$ to a desired value $\omega_r^\text{des}$ and the flux norm $|\varphi_r|$ to a desired value $\varphi_r^\text{des}$ in spite of the unknown load torque $T_L$. For the theoretical developments, the set points $\omega_r^\text{des}$ and $\varphi_r^\text{des}$ and the load torque are assumed piecewise constant. The physical input variables are the stator voltages $u_s = u_{sd} + j u_{sq}$. The pulsation $\omega_s$ of the rotating frame is an extra design parameter.

The proposed design is decomposed into the following three steps. First, the current set point is selected according to the classical field-oriented control paradigm (Section III-A). Then, it is shown that this set-point current achieves global regulation of the flux and speed in a current-fed machine (Section III-B). Finally, a voltage-tracking controller is proposed to achieve regulation of the current variables to the desired set point, leading to a complete control scheme that achieves the regulation objective in an arbitrarily large compact set of initial conditions (Section III-C).

A. Field-Oriented Control

Field-oriented control aims at aligning the flux $\varphi_r$ to the $d$-axis of the rotating frame, i.e., regulating $\varphi_{rd} = \varphi_{rq} = 0$. Under the assumption of field orientation ($\varphi_{rq} = 0$), the flux dynamics reduce to the scalar equation

$$\dot{\varphi}_{rd} = -T_r^{-1} \varphi_{rd} + R_{\text{req}} \dot{i}_{rd}$$

while the mechanical equation becomes

$$\frac{d}{dt} \omega_r = \frac{3n_p^2}{2J} \varphi_{rd} i_{rd} - \frac{n_p T_L}{J}.$$  

(8)

(9)
Flux regulation is then achieved by regulating the current $i_{sd}$ to

$$i_{sd}^{\text{CONS}} = T_{r}^{-1} \frac{R_{\text{req}}}{\varphi_{r}^{\text{CONS}}}$$

(10)

while speed regulation is achieved by regulation of the current $i_{sq}$ to

$$i_{sq}^{\text{CONS}} = \frac{\hat{T}_{L}}{3} \frac{\tau_{L}}{\varphi_{r}^{\text{CONS}}}.$$  

(11)

Because the load torque is unknown, the estimate $\hat{T}_{L}$ is typically provided by PI control of the velocity error $\Delta \omega_{r} = \omega_{r} - \omega_{r}^{\text{CONS}}$, i.e.,

$$\begin{cases} R_{\text{req}} i_{sq}^{\text{CONS}} = R_{\text{req}} \frac{\hat{T}_{L}}{3} \frac{\tau_{L}}{\varphi_{r}^{\text{CONS}}} = -k_{p}[\Delta \omega + \xi] \varphi_{r}^{\text{CONS}} \\ \xi = k_{i}\Delta \omega. \end{cases}$$  

(12)

Exact field orientation thus provides a convenient way to decouple the flux regulation from the speed regulation. With full state feedback, field orientation is achieved by choosing the frame velocity $\omega_{s}$ as

$$\omega_{s} = \omega_{r} + R_{\text{req}} \frac{i_{sq}}{\varphi_{r}^{d}}$$

(13)

which results in the stable decoupled dynamics $\dot{\varphi}_{r} = -T_{r}^{-1} \varphi_{r}$. Because the flux is not measured, we instead select

$$\omega_{s} = \omega_{r} + R_{\text{req}} \frac{i_{sq}^{\text{CONS}}}{\varphi_{r}^{\text{CONS}}} = \omega_{r} + R_{\text{req}} \frac{\hat{T}_{L}}{3} \frac{\tau_{L}}{\varphi_{r}^{\text{CONS}}}.$$  

(14)

As a consequence of (14) and (10), the following relationship holds between the current set point $i_{r}^{\text{CONS}}$ and the flux set point $\varphi_{r}^{\text{CONS}}$.

$$R_{\text{req}} i_{s}^{\text{CONS}} = [T_{r}^{-1} + j \omega_{r}] \varphi_{r}^{\text{CONS}}.$$  

(15)

B. Convergence Analysis for Current-Fed Machines

In a current-fed machine, the current $i_{s}$ can be directly controlled to (10) and (11). The resulting closed-loop dynamics are given by

$$\begin{align*}
\frac{d}{dt} \xi &= k_{i}\Delta \omega \\
\frac{d}{dt} \Delta \omega &= \kappa \{R_{\text{req}}(i_{s}, \varphi_{r}) - \frac{\eta_{r} \tau_{L}}{J} \varphi_{r} \} \\
\frac{d}{dt} \varphi_{r} &= -[T_{r}^{-1} + j \kappa_{2} \{\Delta \omega + \xi\}] \varphi_{r} + R_{\text{req}} i_{s}^{\text{CONS}}
\end{align*}$$

(16)

with $\kappa := 3 \eta_{r}^{2}/2J R_{\text{req}}$ and $i_{s}^{\text{CONS}} := \chi_{s}^{\text{CONS}}$ given by (15). The dynamics (16) correspond to the closed-loop system obtained with the passivity-based control introduced in [22] for current-fed machines. The desired equilibrium is globally asymptotically stable. See [15] for experimental validation and its relationship to the standard (indirect) field-oriented controller.

C. Current Regulation in Voltage-Controlled Machines

In a voltage-controlled machine, regulation of the current to the set point (15) is achieved through a reference generator for the fluxes and currents

$$\frac{d}{dt} i_{r}^{\text{ref}} = \left\{ \begin{array}{l}
T_{r}^{-1} \varphi_{r}^{\text{ref}} + R_{\text{req}} i_{s}^{\text{ref}} - v_{r} \\
L_{f} \frac{d}{dt} i_{s}^{\text{ref}} = -[R_{s} + R_{\text{req}} + jL_{f} \omega_{s}] i_{s}^{\text{ref}} \\
+ [T_{r}^{-1} - j \omega_{r}] \varphi_{r}^{\text{ref}} + u_{s} - v_{s}.
\end{array} \right.$$  

(17)

(18)

The auxiliary inputs $v_{r}$ and $v_{s}$ are to be designed later. The stator voltage $u_{s}$ is thus selected as

$$u_{s} = [R_{s} + R_{\text{req}} + jL_{f} \omega_{s}] i_{s}^{\text{ref}} - [T_{r}^{-1} - j \omega_{r}] \varphi_{r}^{\text{ref}} + v_{s} + \frac{d}{dt} L_{f} i_{s}^{\text{ref}}.$$  

(19)

The first-order reference dynamics

$$L_{f} \frac{d}{dt} i_{s}^{\text{ref}} = [R_{s} + R_{\text{req}}] (i_{s}^{\text{CONS}} - i_{s}^{\text{ref}})$$  

(20)

is selected for the current variables. The control law (19), (17), (20) is a dynamic output-feedback control that generates the following dynamics for the error variables $\Delta i_{s} = i_{s} - i_{s}^{\text{ref}}$ and $\Delta \varphi_{r} = \varphi_{r} - \varphi_{r}^{\text{ref}}$.

$$\begin{align*}
\frac{d}{dt} \Delta \varphi_{r} &= -[T_{r}^{-1} + j \omega_{r}] \Delta \varphi_{r} + R_{\text{req}} \Delta i_{s} + v_{r} \\
L_{f} \frac{d}{dt} \Delta i_{s} &= -[R_{s} + R_{\text{req}} + jL_{f} \omega_{s}] \Delta i_{s} \\
+ [T_{r}^{-1} - j \omega_{r}] \Delta \varphi_{r} + u_{s}.
\end{align*}$$  

(21)

The auxiliary controls $v_{r}$ and $v_{s}$ are now designed so as to achieve robust regulation of the error dynamics. The control law

$$v_{r} = [-R_{\text{req}} - \lambda T_{r}^{-1} + \omega_{r}] \Delta i_{s}, \quad \lambda > 0$$  

(22)

achieves strict passivity from $v_{s}$ to $\Delta i_{s}$, as shown by the storage function

$$\dot{V} = \frac{1}{2} |\Delta \varphi_{r}|^{2} + \frac{\lambda}{2} L_{f} |\Delta i_{s}|^{2}$$  

(23)

which satisfies

$$\dot{V} = -T_{r}^{-1} |\Delta \varphi_{r}|^{2} - \lambda [R_{s} + R_{\text{req}}] |\Delta i_{s}|^{2} + \lambda (\Delta i_{s}, \Delta \omega_{r}),$$  

(24)

Strict passivity from $v_{s}$ to $\Delta i_{s}$ implies robust stabilizability by output feedback (see, for instance, [9, Sec. 3.3]). In particular, a PI control

$$\begin{cases}
\dot{v}_{s} = -K_{P} [\Delta i_{s} + \eta] \\
\dot{\eta} = K_{I} \Delta i_{s}
\end{cases}$$  

(25)

achieves global convergence of the error system to zero for any $K_{P}, K_{I} > 0$. As a consequence, one obtains the following result.

**Proposition 1:** Assume a time-scale separation between the current dynamics (20) and the current-fed dynamics (16). Then, the controller determined by the stator voltage (19), the reference trajectories (17) and (18), and the output feedback (22),
(25), and (12) achieves exponential regulation of the flux and of the mechanical speed for any constant reference \((\varphi^{\text{cons}}, \omega^{\text{cons}})\) and any constant load torque \(T_L\).

**Proof:** The closed-loop dynamics are the cascade of the error dynamics (21) with output \(\Delta i_s\) and the system

\[
\begin{align*}
\dot{\Delta \omega} &= \kappa \left( R_{\text{req}} \left( i_s^{\text{ref}} + \Delta i_s \right) - J_{\text{m}} \right) \\
\dot{\varphi}_r &= -\left[ T_r^{-1} + j \omega_r \right] \varphi_r + R_{\text{req}} \left( i_s^{\text{ref}} + \Delta i_s \right) \\
L_f \frac{d}{dt} \left( i_s^{\text{ref}} - i_s \right) &= \left[ R_s + R_{\text{req}} \right] \left( \varphi_s^{\text{cons}} - \varphi_s^{\text{ref}} \right)
\end{align*}
\]

with input \(\Delta i_s\). From the Lyapunov analysis (23), (24), \(\Delta i_s\) is a bounded signal that is exponentially decaying to zero for any initial condition. The only equilibrium of the closed-loop dynamics therefore satisfies \(i_s = i_s^{\text{ref}} = \varphi_s^{\text{cons}}, \varphi_r = \varphi_r^{\text{cons}}, \omega_r = \omega_r^{\text{cons}}, \) and it is exponentially stable if the equilibrium of (26) is exponentially stable for \(\Delta i_s = 0\). This last property is a direct consequence of the time-scale separation between the current dynamics (20) and the current-fed dynamics (16).

For every constant value \(i_s^{\text{cons}}, \) the equilibrium \(i_s^{\text{ref}} = \varphi_s^{\text{cons}}\) of the fast subsystem (20) is globally exponentially stable, while for \(i_s = \varphi_s^{\text{ref}} = \varphi_s^{\text{cons}}, \) the equilibrium of the slow subsystem (16) is globally asymptotically stable and locally exponentially stable. The semiglobal result for the complete system consisting of a globally exponentially stable fast subsystem and a globally asymptotically stable slow subsystem follows from singular perturbation theory (see for instance, [9, Theorem 3.5]).

The controller structure, shown in the block diagram of Fig. 1, leaves considerable flexibility for the design of the gains, which is to be optimized for the dynamic performance. The exponential convergence of the electrical variables to the references \((\varphi_r^{\text{ref}}, i_s^{\text{ref}}),\) regardless of the mechanical variables, is a crucial property of the design. The controller structure closely matches the design proposed in [13], with additional flexibility in the choice of several gains. This flexibility turned to be quite important in our experimental validation of the controller.

**IV. REGULATION IN THE PRESENCE OF PARAMETRIC UNCERTAINTY**

The controller proposed in Section III depends on the four electrical parameters (6). In industrial applications, these parameters are poorly known. In addition, the resistances \(R_s\) and \(R_{\text{req}}\) undergo drastic variations in the (slow) thermal time scale. Substituting the parametric estimates \(\hat{R}_{\text{req}}, \hat{R}_s, T_r^{-1},\) and \(L_f\) in the control of the previous section results in the modified error system

\[
\begin{align*}
\frac{d}{dt} \Delta \varphi_r &= -\left[ T_r^{-1} + j \omega_r \right] \Delta \varphi_r - \delta T_r^{-1} \varphi_r^{\text{ref}} \nonumber \\
&\quad + \delta R_{\text{req}} \varphi_r^{\text{ref}} + R_{\text{req}} \Delta i_s + \nu_r \nonumber \\
L_f \frac{d}{dt} \Delta i_s &= \left[ R_s + R_{\text{req}} + j L_f \omega_s \right] \Delta i_s + \left[ T_r^{-1} - j \omega_r \right] \Delta \varphi_r \\
&\quad + \nu_s - \left[ \delta R_s + \delta R_{\text{req}} + j L_f \omega_s \right] \varphi_r^{\text{ref}} \\
&\quad + \delta T_r^{-1} \varphi_r^{\text{ref}} - \delta L_f \frac{d}{dt} \varphi_s^{\text{ref}}
\end{align*}
\]

where 
\[
\begin{align*}
\delta T_r^{-1} &= T_r^{-1} - \hat{T}_r^{-1} \\
\delta R_{\text{req}} &= R_{\text{req}} - \hat{R}_{\text{req}} \\
\delta L_f &= L_f - \hat{L}_f, \text{ and } \delta R_s &= R_s - \hat{R}_s.
\end{align*}
\]

We propose two adaptation schemes to achieve flux regulation in spite of the parametric uncertainty. The adaptation schemes aim at asymptotically annihilating the parametric (relative) error vector

\[
\Delta \theta = \begin{bmatrix} \Delta \varphi_r \\ \delta R_{\text{req}} \\ \delta L_f \\ \delta R_s \end{bmatrix}.
\]

**A. Time-Scale Separation Approach**

Slow adaptation of parameter estimates enforces a time-scale separation between the system dynamics and the adaptation dynamics. This time-scale separation simplifies the design of the adaptation law, which will be based on the steady state of the closed-loop dynamics (24), (28) in the absence of adaptation. The steady state of (27) and (28) is biased by the parametric errors, but it still verifies \(\Delta i_s = 0\) because of the integral action (12). Setting the derivatives to zero in (27) and (28) then yields

\[
\begin{align*}
\left[ T_r^{-1} + j \omega_r \right] \Delta \varphi_r &= \delta R_{\text{req}} \varphi_r^{\text{ref}} - \delta T_r^{-1} \varphi_r^{\text{ref}} \\
K_P \Delta \theta &= \left[ T_r^{-1} - j \omega_r \right] \Delta \varphi_r - \delta T_r^{-1} \varphi_r^{\text{ref}} \\
&\quad - \left[ \delta R_s + \delta R_{\text{req}} + j L_f \omega_s \right] \varphi_s^{\text{ref}} \\
&\quad - \delta T_r^{-1} \varphi_r^{\text{ref}} - \delta L_f \frac{d}{dt} \varphi_s^{\text{ref}}
\end{align*}
\]

As a consequence, the design of the parametric adaptation can be based on the steady state of the integral variable \(\eta\). Using a calculation detailed in the Appendix, (31) can be rewritten as

\[
K_P \Delta \theta = B^T \Delta \theta + 0 \left( \| \Delta \theta \|^2 \right)
\]
where

\[
B = \begin{bmatrix}
\frac{\omega_s \omega_T}{T_r + j \omega_T} \\
\frac{\omega_s \omega_T}{T_r + j \omega_T} \\
-\frac{R_{s \text{ref}}}{L_s} \\
-\omega_s J_f l_{s \text{ref}}
\end{bmatrix},
\]

(33)

The steady-state relationship (32) provides two algebraic equations in four unknowns. It suggests the adaptation law

\[
\frac{d}{dt} \Delta \theta = -K_B \overline{B} K_P \eta
\]

(34)

where \( \overline{B} \) denotes the conjugate of \( B \) and \( K_B \) is a positive definite gain matrix. This adaptation scheme provides the following result.

**Theorem 1:** Consider the induction motor model (5) and the control law of Section III, where unknown parameters are replaced by their estimates, i.e.,

\[
u_s = \hat{\Phi}_s + \hat{\Phi}_{\text{ref}} \omega_s \text{ref} + j \hat{J}_f \omega_s \text{ref} - \left[ T_r^{-1} - \delta \left( \frac{\omega_s \omega_T}{T_r + j \omega_T} \right) \chi_1 \right] \Delta \theta
\]

(35)

\[
\frac{d}{dt} \omega_s \text{ref} = - \left[ T_r^{-1} + j \omega_T \right] \chi_1 \omega_s \text{ref} + \hat{\Phi}_{\text{ref}} \omega_s \text{ref} - \nu_s
\]

(40)

The reduced dynamics on this slow manifold are the dynamics (16) with the biased set-point relationship (32). In the slow time scale \( \dot{t} = \epsilon t \), and neglecting second-order terms, the adaptation law (34) gives rise to the stable dynamics

\[
\hat{K}_P \frac{d}{dt} \Delta \theta = -K_B \overline{B} B^T \Delta \theta.
\]

(41)

It is well known [23] that exponential stability of the equilibrium \( \Delta \theta = 0 \) of (41) is equivalent to persistence of excitation of \( B = B(t) \).

The time variation of the vector \( B = B(t) \) is through the dependence on several state and reference variables, including the mechanical speed \( \omega_r \) and the piecewise constant reference variable \( \omega_{s \text{ref}} \). The interpretation of the persistent excitation condition (38) is further discussed in Section V.

**B. Time-Varying Adaptation**

We propose a second adaptation scheme that guarantees local exponential stability of the unbiased equilibrium with estimation of the four unknown parameters. The result follows from the approach proposed in [24]. It does not require a time-scale separation, but the order of the controller is augmented by four states with respect to the previous solution.

We introduce two linear filters

\[
\frac{d}{dt} \chi_1 = - \left[ T_r^{-1} + j \omega_T \right] \chi_1 - \left( \hat{\Phi}_{\text{ref}} \omega_s \text{ref} - \tilde{T}_r^{-1} \varphi_{s \text{ref}} \right)
\]

(42)

\[
\frac{d}{dt} \chi_2 = - \left[ T_r^{-1} + j \omega_T \right] \chi_2 - \tilde{T}_r^{-1} \varphi_{s \text{ref}}.
\]

Using the change of variables

\[
\Delta z = \Delta \varphi_r + \Delta \theta_1 \chi_1 + \Delta \theta_2 \chi_2
\]

and restricting the calculations to first-order terms, we compute from (27) and (42)

\[
\frac{d}{dt} \Delta z = - \left[ T_r^{-1} + j \omega_T \right] \Delta z + R_{\text{ref}} \Delta \theta_s
\]

(43)

\[
+ v_r + \chi_1 \frac{d}{dt} \Delta \theta_1 + \chi_2 \frac{d}{dt} \Delta \theta_2.
\]

The control law

\[
v_r = - \hat{\Phi}_{\text{ref}} \Delta \theta_s - \tilde{T}_r^{-1} \varphi_{s \text{ref}} \Delta \theta_s - \chi_1 \frac{d}{dt} \Delta \theta_1 - \chi_2 \frac{d}{dt} \Delta \theta_2.
\]

(44)
The adaptation dynamics is given by

\[
\frac{d}{dt} \Delta \theta = -K_W W L_f \Delta \dot{i}_s
\]  

(47)

where \( K_W > 0 \) being a positive definite gain matrix, which enforces exponential convergence of \( \Delta z \) and \( \Delta \dot{i}_s \) to zero, as shown with the Lyapunov function

\[
V(\Delta z, \Delta \dot{i}_s, \Delta \theta, \eta) = \frac{1}{2} |\Delta z|^2 + \frac{\lambda}{2} |\Delta \dot{i}_s|^2 + \frac{\lambda}{2} (\Delta \theta)^T K_W^{-1} \Delta \theta + \frac{\lambda}{2 \lambda_f} |\eta|^2
\]  

(48)

whose time-derivative satisfies

\[
\dot{V}(\Delta z, \Delta \dot{i}_s, \Delta \theta) = -\frac{\lambda}{2} |\Delta z|^2 - \lambda |\Delta \dot{i}_s|^2 + \frac{\lambda}{2} (\Delta \theta)^T K_W^{-1} \Delta \theta + \frac{\lambda}{2 \lambda_f} |\eta|^2
\]  

(49)

**Theorem 2:** Consider the induction motor model (5) and the control law

\[
\begin{align*}
\dot{\theta} &= \left[ \dot{R}_s + \dot{R}_{\text{req}} \right] \dot{\omega}_s^\text{COS} + jL_f \dot{\omega}_s \dot{i}_s^\text{ref} \\
\dot{\omega}_s &= -\left[ \dot{T}_r - j\dot{\omega}_r \right] \dot{\omega}_r^\text{ref} + \dot{\omega}_s^\text{ref} \quad \text{and} \\
\dot{L}_f \dot{i}_s^\text{ref} &= -\left[ R_s + \dot{R}_{\text{req}} \right] \dot{\omega}_s^\text{COS} - \dot{i}_s^\text{ref} \\
\dot{v}_r &= -\dot{R}_{\text{req}} \Delta \dot{i}_s - \lambda [\dot{T}_r - j\dot{\omega}_r] \dot{\Delta} \dot{i}_s \\
&\quad - \chi_1 \frac{d}{dt} \Delta \theta_1 - \chi_2 \frac{d}{dt} \Delta \theta_2
\end{align*}
\]

and the two PI loops for \( v_s \) and \( \omega_s \) determined by (25) and (12). In these expressions, the estimate \( \dot{T}_r \) stands for \( \dot{R}_{\text{req}} / \lambda_f \).

Then, the adaptation law defined by (42) and (47) enforces (local) exponential regulation of the flux and of the mechanical speed for any constant reference \( (\omega_s^\text{COS}, \omega_r^\text{COS}) \) and any constant load torque \( \tau_L \) under persistence of excitation of the vector (46). Note that the definition of \( v_r \) in (43) uses signals \( d/dt \Delta \theta_1 \) and \( d/dt \Delta \theta_2 \), which are obtained from (47).

**Proof:** We prove exponential convergence of the equilibrium \( \Delta x = \Delta z, \Delta \dot{i}_s, \Delta \theta, \eta = 0 \) of the linear time-varying system (44), (45), (47) with the PI loop (25). The Lyapunov function (48) and its time derivative (49) show that the equilibrium is Lyapunov stable and that the “output” signal \( \Delta y(t) \) is in \( L_2(0, \infty) \) for every initial condition in a neighborhood of the equilibrium and any initial time \( t_0 \). Exponential stability of \( \Delta x = 0 \) is then easily shown to be equivalent to uniform observability of the system with output \( \Delta y = (\Delta z, \Delta \dot{i}_s) \) (see, e.g., [23] or [25]). Observe that the system dynamics (44), (45), (47) and (25) decompose as

\[
\frac{d}{dt} \Delta x = K(t) \Delta \dot{i}_s + L_f^T W T \Delta \theta
\]

(50)

where the matrix \( K(t) \) is easily identified from (44), (45), and (47) and is uniformly bounded (in \( L_2 \) norm) over any finite time interval. Expression (50) shows that the closed-loop system is equivalent under the bounded output injection \(-K(t)\Delta y\) to

\[
\frac{d}{dt} \Delta x = \begin{bmatrix} L_f^T W T & \Delta \theta \end{bmatrix}
\]

Uniform observability of the latter system is equivalent to persistence of excitation of \( W(t) \). Because uniform observability is invariant under bounded output injection, one concludes that the closed-loop dynamics (50) is also uniformly observable, which concludes the proof.

Although not considered in this paper, projection algorithms may be suitable to restrict the admissible range of parameter estimates on the basis of physical considerations [6], [8].

**V. PARAMETRIC SENSITIVITY ANALYSIS**

**A. Parametric Sensitivity of the Adaptation**

For fixed values of \( \omega_s \) and \( \omega_r \), the null space of \( B \) is at least of dimension two so that at most two linearly independent combinations of the parameters can be adapted at a given operating point determined by \( (\omega_s^\text{COS}, \tau_L) \). These combinations are determined by the 2-D dominant eigensubspace of the matrix \( B.B^T \). The location of this dominant eigensubspace largely varies according to the operating condition of the motor. This variation can be inferred from Fig. 2, which represents the variation (in modulus) of each element of the normalized vector \( B/\|B\| \) across the plane \((\omega_r^\text{COS}, \tau_L)\) of operating conditions. Because the largest two elements of the vector are well separated from the smallest two (in modulus), they provide a close approximation of the dominant eigensubspace. Fig. 2 therefore provides the following qualitative conclusions.

1) The sensitivity of the adaptation to the rotor resistance (parameter \( R_{\text{req}} \)) is high across the entire region of operating conditions except when \( [T_r \omega_s] \) or \( [T_r \omega_r] \) is small, i.e., at low speed and at low load torque.

2) The sensitivity of the adaptation to the inductance \( L \) is high across the entire region of operating conditions except when \( [T_r \omega_s] \) is small, i.e., at low speed.

3) The sensitivity of the adaptation to the stator resistance \( R_s \) is low across the entire region of operating conditions except when \( [T_r \omega_s] \) is small, i.e., at low speed.

4) The sensitivity of the adaptation to the leakage inductance \( L_f \) is low across the entire region of operating conditions except when \( [T_r \omega_s] \) and \( [T_r \omega_r] \) are large, i.e., at high load torque and sufficient speed.
This sensitivity analysis thus reveals that the different parameters can be estimated in different operating conditions. For most operating conditions of the motor, the adaptation of $R_{\text{req}}$ and $L$ largely dominates the adaptation of $R_s$ and $L_f$. Nevertheless, the estimation of the parameter $R_s$ is efficient at low speed, and the estimation of the parameter $L_f$ is efficient at high load torque (and sufficient speed).

**B. Parametric Sensitivity of the (Static) Closed-Loop Performance**

Even in the absence of parametric estimation, the integral action of the controller of Section II achieves speed and current regulation. In contrast, the asymptotic flux is biased by the parametric uncertainties $\delta R_{\text{req}}$ and $\delta L$, as shown by static (30). The following two performance criteria further motivate the estimation of $R_{\text{req}}$ and $L$.

1) Torque estimation: The steady state of mechanical (1) provides an estimation of the load torque $\tau_L$

$$\tau_L = \frac{3n_B}{2} (\dot{i}_s \cdot \dot{j}_r) \text{.} \tag{51}$$

Current regulation to $i_{\text{COR}} = \hat{T}_r^{-1} + j\omega_g/\hat{R}_{\text{req}} \varphi_r$ results in the load torque estimation

$$\tau_L = \frac{3n_B}{2} \left( \hat{T}_r^{-1} + j\omega_g \varphi_{\text{COR}} \right) \varphi_r \tag{52}$$

which is biased only by the parametric errors on $R_{\text{req}}$ and $L = T_r^{-1}/R_{\text{req}}$ but not biased by the parametric errors on $R_s$ and $L_f$.

2) Current consumption: Current consumption can be optimized when the current reference is unbiased, which again requires accurate estimation of the parameters $R_{\text{req}}$ and $L$ but does not require accurate estimation of the parameters $R_s$ and $L_f$.

We thus conclude that the static performance of the motor in closed-loop operation is determined by the parameters $R_{\text{req}}$ and $L$ but is independent of the parameters $R_s$ and $L_f$.

**C. Simulation Results**

The simulations in this section illustrate the closed-loop behavior obtained with the proposed adaptive controller and the performance improvement provided by the parameter adaptation. We use the numerical values in Table I for the motor model and the numerical values in Table II for the controller parameters.

The control gain $\lambda$ in (22) is chosen as

$$\lambda = \frac{R_{\text{req}}}{L_f} \sqrt{T_r^{-2} + \omega_r^2} \text{.}$$
Fig. 3. Time history and phase portrait of the desired speed $\omega_r^{\text{cross}}$ and load torque $\tau_L$ used for the simulation and experimental results.

Fig. 4. Simulated online adaptation of the four parameters along the reference trajectory shown in Fig. 3. (Dashed) Initial estimate. (Dotted) Adaptation with the time-varying scheme. (Solid) Adaptation with the time-scale scheme. The scale is in percentage of the (constant) true parameter value.

For the two proposed adaptation schemes, the gain in (34) is chosen as

$$\frac{2T_r^{-1}}{3\|B\|^2}$$

while the gain in (47) is chosen as

$$\frac{(36\pi)^2}{\|W\|^2}.$$  

(Note the state-dependent scaling of the gains, whereas the Lyapunov functions used in the convergence analysis require constant gains). We first consider a reference trajectory for $\omega_r$ and $\tau_L$ shown in Fig. 3. The reference trajectory is also plotted in the $(\omega_r^{\text{cross}},\tau_L)$ plane to illustrate that regions with different relative parametric sensitivity of the adaptation are visited. Fig. 4 shows the time evolution of the four parameters, with initial errors of more than 20% on each parameter. It is seen that the convergence of the parameters closely follows the prediction of Fig. 2. The operation at high speed and low load torque (from time $t_0$ to time $t_2$) results in fast adaptation of the parameter $\tau_L$ only. The load torque is increased from time $t_2$, allowing for the simultaneous adaptation of $\tau_L$ and $R_{\text{req}}$. From time $t_5$, low-speed operation of the motor allows for the adaptation of $R_s$. The adaptation of $L_f$ is poor throughout the simulation. Fig. 5 shows the estimated load torque and the estimated current consumption, showing the benefit of the adaptation with respect to a controller scheme without adaptation. Due to the natural time-scale separation between the electrical and mechanical variables, the simulation shows no significant difference between the two adaptation schemes discussed in Section IV.

As a second illustration, we consider operation of the motor at a constant operating point but with a slow drift of resistances. In reality, the thermal drift would be even slower but comparable in amplitude. Figs. 6 and 7 show how the parametric adaptation allows one to compensate for the corresponding drift in load torque estimation and current consumption.

VI. SIMPLIFIED ADAPTATION SCHEME AND EXPERIMENTAL RESULTS

A. Simplified Adaptation Scheme

The discussion in the previous section has shown that the parametric sensitivity of the closed-loop performance matches the parametric sensitivity of the proposed adaptation scheme in most operating conditions, i.e., away from the thin-shaded region in Fig. 2(a) and (b).

This motivates a reduced adaptation scheme in which only the parameters $R_{\text{req}}$ and $L$ are adapted according to (34) or (47). This corresponds to an adaptation gain

$$K_B = \frac{1}{\|B\|^2} \text{diag}\{1, 1, \epsilon, \epsilon\}$$
in the limit for $e > 0$ tending to zero. In the limit, the parameters $R_s$ and $L_f$ are no longer adapted. The adaptation gain on the two other parameters is kept constant, except in the region of poor sensitivity, which we define as

$$[T_i \omega_s] \leq \epsilon_0 \text{ or } [T_i \omega_y] \leq \epsilon_1.$$  \hspace{1cm} (53)

In that region, the adaptation is simply turned off. For the results presented hereinafter, we choose $\epsilon_0 = 4$ and $\epsilon_1 = 1/4$. The block diagram in Fig. 8 shows the addition of the adaptation scheme within the complete block diagram of the controller. In this figure, the dead zone of the adaptation gain specified by (53) is represented by the nonlinear gain $\gamma(\omega_n \omega_y)$.

The simulations in Figs. 9–11 illustrate the closed-loop behavior of the motor for the same scenario as in Figs. 4 and 5. The static resistance parameter $R_s$ is no longer adapted, but the figure shows the little impact of the simplified adaptation scheme on the estimated load torque and current with respect to the full adaptation scheme of Section IV.

It should be emphasized that limiting the adaptation to only two parameters prevents the convergence of all the estimated parameters to true values. The performance of the reduced adaptation scheme is nevertheless similar to the performance of the full adaptation scheme because of the poor sensitivity of the latter to two of the parameters. Simulations suggest that adaptation of the two parameters $R_{res}$ and $L$ is sufficient to achieve correct flux orientation as well as accurate estimation of the load torque and of the consumed current.

**B. Experimental Results**

The algorithm has been implemented on an industrial variable-speed-drive product, with a range of motor power ratings
Fig. 10. Same simulation as in Fig. 5 with the (full curve) full adaptation scheme based on time-scale separation and with the (dashed curve) reduced adaptation scheme.

Fig. 11. Time history of the five motor state variables for the simulation in Fig. 5 with the (full curve) full adaptation scheme based on time-scale separation and with the (dashed curve) reduced adaptation scheme. The reference trajectories (almost superposed to the full curves) are in dotted.

between 0.37 and 75 kW. The experimental tests have been carried out using a 4-kW 400-V three-phase drive, as shown in Fig. 12. The test bench consists of the following.

1) 4-kW induction machine. Its nameplate gives the motor data (415 V, 7.9 A, 1445 r/min, and 50 Hz).
2) This standard induction motor is driven by our industrial product.
3) An 11-kW dc machine is used to provide the load torque.

The microcontroller dedicated to the control algorithm is a 32-b microcontroller with an internal ROM size of 128 kB and an internal RAM size of 6 kB. The maximum operating frequency is 40 MHz. We used directly the HMI of the industrial product to experiment our algorithm by configuring the closed-loop control law. Logical inputs are used to start and stop the drive. An analog input is used to select the set-point speed. To obtain the speed information, we use an encoder interface board with RS422-compatible differential outputs. The number of encoder pulses is 1024. This option encoder board is plugged on the industrial variable-speed drive. The pulsewidth-modulation (PWM) switching frequency used for these tests is 4 kHz. The PWM method used for these experimental tests is a standard three-phase sinusoidal PWM in the illustrated speed area. The currents and the dc voltage are synchronously measured with a sampling period of 250 μs. Only two phase currents are measured using shunts. A computer is linked to the industrial variable-speed drive to collect the data calculated or measured by the drive. The standard Modbus communication protocol integrated in the drive is used.

We present two experimental results that parallel the two simulation results presented in the previous section. We first consider the same scenario as in Section IV (see Fig. 3). Figs. 13 and 14 show the time evolution of the two estimated parameters and of the load torque estimation. As in the simulation, the parametric adaptation provides a clear improvement over the no-adaptive-control scheme for the load torque and current estimation.

As a second experiment, we consider operation of the motor at a constant operating point over a time horizon that causes thermal drift of the parameters. Figs. 15 and 16 show how the parametric adaptation allows one to compensate for the corresponding drift in load torque estimation and current consumption.

VII. CONCLUSION

This paper has proposed an adaptive controller that locally achieves robust regulation of speed and flux in an induction motor with online estimation of all the electrical parameters. A sensitivity analysis has shown that only two of the four electrical parameters determine the static closed-loop performance and that these two parameters are those that can be precisely estimated in most operating conditions, i.e., away from (very) low-speed and (very) low-load torque regimes. The proposed adaptive controller consists of four states that generate reference.
trajectories for the electrical variables, three states that achieve integral action on the mechanical speed and current variables, and two estimates of parameters. The (moderate) cost of two extra states for the parametric adaptation allows one for online accurate estimation of the load torque and current consumption. The results of this paper have been illustrated both by simulation and by experimental validation on an industrial product. An important issue for further research is to accommodate the proposed controller design with the current and voltage physical limitations imposed by the operation of the machine in a real industrial application.

APPENDIX

Summing (30) and (31) yields

\[ K_{\eta} = -j\omega_s \Delta \varphi - \delta R_s \varphi^\text{ref} - j\delta L \omega_s \psi^\text{ref} \, . \]  

Restricting calculations to first-order terms in the errors yields the identities

\[ \delta T_\tau^{-1} = \delta \left( \frac{R_{\text{req}}}{L} \right) = \delta \frac{R_{\text{req}}}{L} - T_\tau^{-1} \frac{\delta L}{L} = T_\tau^{-1} \left( \delta \frac{R_{\text{req}}}{R_{\text{req}}} - \frac{\delta L}{L} \right) \]

and therefore

\[ [T_\tau^{-1} + j\omega_s] \Delta \varphi = \delta \frac{R_{\text{req}} \psi^\text{ref}}{R_{\text{req}}} - \delta T_\tau^{-1} \frac{\varphi^\text{ref}}{\tau} = j\omega_s \psi^\text{cons} \frac{\delta R_{\text{req}}}{R_{\text{req}}} + T_\tau^{-1} \frac{\varphi^\text{cons}}{\tau} \frac{\delta L}{L} . \]  

Notice that having \( \varphi^\text{cons} \) instead of \( \varphi^\text{ref} \) on the right-hand side of (55) corresponds to neglecting a second-order error term. Ex-

Fig. 13. Online parametric adaptation during an experiment mimicking the reference trajectory shown in Fig. 3.

Fig. 14. Evolution of mechanical speed (measured) and online estimation of load torque and consumed current during the experiment shown in Fig. 13. The dotted curves correspond to an experiment with the same control algorithm without adaptation.

Fig. 15. Online parametric adaptation during an experiment at the fixed operating point \((\omega^\text{cons}, \tau^\text{e}) = (50\%, 100\%)\) to track (thermal) variations of the parameters.

Fig. 16. Online estimation of load torque and consumed current during the same experiment as in Fig. 15. The dotted curve provides the corresponding estimation without the parameter adaptation.
pression (32) is obtained by substituting (55) in the steady-state relationship (54).
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