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Abstract 

Evaporation of thin films of polymer solutions or of a partially miscible 

binary mixtures have many industrial applications related for instance to 

painting, coating, inkjet printing, or the fabrication of photovoltaic devices. 

Thus, a detailed understanding of the physical mechanisms that drive and 

influence structure formation in such films is of high scientific and industrial 

value.  

This thesis explores different physical phenomena involved in such systems, 

and aims at producing novel insights into the dynamics of thin evaporating 

film of binary mixtures. Four different questions are analyzed, that 

correspond to four published, or to be published papers. The first two are 

concerned with polymer solutions, while partially miscible mixtures are 

analyzed in the other two.  

First, we examine the formation of a skin layer at the free surface of a thin 

evaporating film of a polymer solution. A composition-dependent diffusion 

coefficient is considered in the liquid phase, which allows describing the 

gelation and skin formation at the liquid-gas interface. In addition, a realistic 

model of the evaporation flux, which is based on thermodynamic principles, 

is proposed. As interesting result, a possible immediate gelation, which is 

related to a very high evaporation flux, is predicted by our approach. This 

immediate gelation thus prevents all Marangoni convection in the system.  

In the second subject, Rayleigh-Bénard-Marangoni instabilities in a thin 

evaporating film of a polymer solution are analyzed and the importance of 

concentration dependent diffusion coefficient, viscosity, and relaxation time 

is examined using the framework of linear stability theory. The analysis is 

non-trivial because evaporative mass loss naturally leads to a time-dependent 
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reference solution. As a key result of the linear stability analysis, we 

emphasize the presence of two distinct modes of instability in the system. 

The first one is monotonic, and corresponds to stationary convective cells. 

The conditions for its appearance are shown to be in good agreement with 

previous experimental work. The second mode of instability is oscillatory 

and is related to the viscoelastic properties of polymer solutions. Regions in 

the parameter space are identified, where an oscillatory instability should 

occur. This provides interesting indications on the conditions under which 

this phenomenon could be observed in future experiments.  

The third question considered in the thesis consists in exploring the 

possibility of phase separation in a sessile drop of a partially miscible binary 

mixture. First, experimental results obtained in the context of a collaboration 

with ULB (Brussels) are presented. Then a 1-D diffusive model is built to 

describe the beginning of evaporation in such systems. This model considers 

the physics of the gas layer above the mixture and its interactions with the 

liquid. An important result consists in the numerical determination of some 

conditions that are required for phase separation to occur during the 

evaporation of the liquid phase.  

In the last studied problem, we focus on the dynamics of phase separation 

and evaporation phenomena in a thin evaporating film of a partially miscible 

binary mixture. A 2-D diffusive and non-isothermal phase-field model is 

introduced and numerically solved to describe the dynamics of the system 

and to assess the competition between evaporation and phase separation. 

Depending on the leading mechanism, different types of morphology can 

appear in the separating mixture, which are analyzed in detail. We also 

examine the mid- and long-term evolution of the system. At last, we describe 

an experimental setup and the associated results obtained in our collaboration 

with ULB, that nicely confirm our theoretical and numerical predictions 
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about the morphologies that can be created by evaporation and phase 

separation.
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Résumé  

L’évaporation de films minces de solutions de polymères, ou de mélanges 

binaires partiellement miscibles a de nombreuses applications industrielles 

liées, par exemple, à la peinture, à l’enduction, à l’impression par jet d’encre, 

ou à la fabrication de composants photovoltaïques. Il en résulte que la 

connaissance détaillée des mécanismes physiques qui régissent et 

influencent la formation de structure dans de tels films est d’un grand intérêt 

scientifique et industriel.  

Cette thèse explore différents mécanismes physiques impliqués dans de tels 

systèmes et a pour but de fournir de nouvelles connaissances dans la 

dynamique de l’évaporation de films minces de mélanges binaires. Quatre 

questions distinctes sont analysées, correspondant à quatre travaux publiés, 

ou en voie de l’être. Les deux premières se rapportent à des solutions de 

polymères, alors que ce sont des mélanges binaires partiellement miscibles 

qui sont envisagés dans les deux autres.  

Tout d’abord, on examine la formation d’une « peau » à la surface libre d’un 

film de solution de polymères qui s’évapore. Un coefficient de diffusion qui 

dépend de la composition est pris en compte dans la phase liquide, ce qui 

permet de décrire la gélification et la formation d’une peau à l’interface 

liquide-gaz. En outre, on propose un modèle réaliste du flux d’évaporation, 

basé sur des principes thermodynamiques. Comme résultat intéressant, on 

met en évidence la possibilité d’une gélification immédiate de l’interface, 

reliée à un flux d’évaporation très important. La survenue de ce phénomène 

empêche dès lors toute convection de Marangoni dans le système.  

Dans le second sujet de la thèse, on s’intéresse aux instabilités de Rayleigh-

Bénard-Marangoni dans un film mince d’une solution de polymères qui 
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s’évapore et, dans le cadre d’une étude de stabilité linéaire, on examine 

l’importance de la dépendance par rapport à la composition du mélange des 

coefficients de diffusion, de viscosité et du temps de relaxation. L’analyse 

est non triviale parce que la perte de masse par évaporation conduit 

naturellement à une solution de référence qui dépend du temps. Comme 

résultat important de l’étude de stabilité linéaire, nous avons mis en évidence 

la présence de deux modes distincts d’instabilité. Le premier est monotone 

et correspond à des cellules de convection stationnaires. On montre en outre 

que les conditions d’apparition de ce mode sont en bon accord avec des 

résultats expérimentaux antérieurs. Le second mode d’instabilité est oscillant 

et est relié aux propriétés de viscoélasticité des solutions de polymères. Les 

domaines de l’espace des paramètres dans lesquels les instabilités oscillantes 

sont possibles sont déterminés. Ceci fournit des indications intéressantes sur 

les conditions sous lesquelles le phénomène pourrait être observé dans de 

futures expériences.   

La troisième question envisagée dans la thèse consiste à examiner la 

possibilité de séparation de phases dans une goutte sessile constituée d’un 

mélange binaire partiellement miscible. D’abord, des résultats 

expérimentaux obtenus dans le cadre d’une collaboration avec l’ULB 

(Bruxelles) sont présentés. Ensuite, un modèle 1-D diffusif est construit afin 

de décrire le début de l’évaporation dans de tels systèmes. Ce modèle 

considère la physique de la couche de gaz surplombant le mélange binaire et 

ses interactions avec celui-ci. Un résultat important consiste en la 

détermination numérique de certaines conditions qui sont requises pour que 

la séparation de phases puisse effectivement se produire pendant 

l’évaporation.  

Dans le dernier problème étudié, nous nous intéressons à la dynamique de 

l’évaporation et de la séparation de phases dans une mince couche d’un 
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mélange binaire partiellement miscible qui s’évapore. Un modèle à champ 

de phase 2-D, diffusif et non isotherme est construit et résolu numériquement 

afin de décrire la dynamique du système et d’évaluer la compétition entre 

évaporation séparation de phases. En fonction du mécanisme dominant, 

différents types de morphologies apparaissent dans la couche et sont étudiés 

en détail. Nous examinons également le comportement à moyen et long 

terme du système. Enfin, nous décrivons un dispositif expérimental et les 

résultats correspondant obtenus dans le cadre de notre collaboration avec 

l’ULB. Ces résultats confirment de manière convaincante nos prédictions 

théoriques et numériques à propos des morphologies qui peuvent être 

engendrées par l’évaporation et la séparation de phases.
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Introduction 

Evaporation is a universal phenomenon that occurs in nature, for instance in 

the evaporation process of water drops in clouds, or in our daily life when 

the transition from liquid water to gaseous steam takes place when we boil a 

kettle of water. They are also present in many industrial contexts including 

coatings and painting technologies [1-3], ink-jet printing [4-6], the 

manufacturing of membranes [7-9], and many functional materials that are 

created thanks to evaporative self-assembly. Therefore, evaporation remains 

a very challenging topics for scientists and engineers. 

Evaporation of a volatile component at the free surface of a solution 

generates a temperature gradient in the liquid due to the latent heat 

absorption. When the fluid is a mixture, this evaporation also generates a 

concentration gradient due to the volatility difference between components. 

Thus, evaporation can actually generate thermal and solutal instabilities in 

mixtures, which are an interesting type of hydrodynamic instabilities. The 

hydrodynamical instabilities [10-12] have drawn the attention of scientists 

and researchers for many years and their studies aims at determining the 

boundaries in the parameter space of the stability and instability domains, 

and also to analyze to behavior of the fluid after an instability has occurred. 

The fundamentals of hydrodynamic instability, both theoretical and 
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experimental, were presented particularly by Helmholtz, Kelvin, Reynolds, 

Rayleigh, Taylor, and Bénard during the past centuries.  

When a liquid layer of a mixture with a free surface is subjected to 

temperature and concentration gradients (typically due to the evaporation at 

free surface), convection can be induced by two mechanism: Rayleigh-

Bénard instability [12, 13] (buoyancy-driven convection) and Bénard-

Marangoni instability [12, 14] (surface tension-driven convection). 

Rayleigh-Bénard instability is caused by the variation of density with respect 

to temperature and concentration while Bénard-Marangoni instability can 

occur by temperature and concentration changes of surface tension at free 

surface. When both mechanisms are present, the problem is commonly 

referred to as the Rayleigh-Bénard-Marangoni instability [12, 15, 16]. 

Beside the aforementioned hydrodynamic instabilities, evaporation in a 

mixture of liquids (binary and ternary mixtures) can lead to different phase 

transitions or phase changes in the system, such as the sol-gel or the 

demixing transitions that will be analyzed in this thesis. 

The sol-gel transition (also known as gelation) is a change from a liquid 

phase to a gel phase [17, 18]. To achieve a gel state, we need at least two 

components, one should be a fluid (solvent) while the other component is not 

a fluid (solute). The initial phase is effectively formed by a liquid (for 

instance, water) in which a solute (usually colloidal particles) is dispersed, 

in colloidal solution, or a polymer is dissolved, in polymer solution [17, 18]. 

This initial fluid state is usually called “sol”, for “solution”. In determined 

conditions (e.g., for certain temperature, concentration, and/or pH), the sol 

goes through the sol-gel transition and a gel phase is created. The so-called 

gel point is the critical point where the transition occurs, from the fluid-like 

behavior to a viscoelastic behavior [17, 19]. It is important to emphasize that 
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several physical properties are effectively drastically changed at the gel point 

[17, 19], such as viscosity, diffusion coefficient, weight average, relaxation 

time and so on. For instance, in the polymer solution, at the gel point, the 

appearance of a three dimensional network induces a viscosity divergence 

and the emergence of elasticity in the solution, that is also known as gelation.  

In demixing, or phase separation phenomena, the phase transition is from a 

mixed state to a demixed state [20-22]. In this situation, it is necessary to 

have at least two liquid components. Either temperature variations (sufficient 

cooling of a mixture), or concentration changes (adding/removing some 

components in the mixture), or both as in the case of evaporation, can in 

certain circumstances drastically modify the interactions between the 

components of a fluid mixture. As a consequence, some thermodynamic 

properties of the mixture, such as the free energy, are modified accordingly: 

the components become immiscible and the liquid phases start to separate in 

the system. From a thermodynamic point of view, the demixing conditions 

on temperature and concentrations are described by a phase diagram. When 

a well-mixed mixture crosses the phase boundary to enter the miscibility gap, 

either in the meta-stable region or the unstable region, phase separation takes 

place [20-22].  

The overall aim of this thesis is to build an understanding of some physical 

processes and phenomena that occur during the evaporation of a binary 

mixture, specifically in a thin film, including skin formation (gelation), 

hydrodynamic instabilities, and demixing (phase separation). By using a 

combination of mathematical modelling, experimental set-up, and numerical 

approaches, valuable insights into the dynamics of evaporating binary 

mixtures are obtained in different problems.  
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The present manuscript takes the form of a “paper-thesis”, of which four 

chapters consist of four published, or to be published papers and thus 

describe the truly original research work. After the present introduction, the 

manuscript is divided into two main Parts, which are devoted to the study of 

evaporation in binary mixtures in the following two situations:  

 Part I: Thin evaporating film of a polymer solution 

 Part II: Phase separation in thin evaporating film of a partially 

miscible binary mixture 

In each Part, an introduction is first proposed, that describe the 

corresponding general context and present the questions that are going to be 

analyzed. The two chapters of each Part then consist of the text of the two 

associated papers.  In Part I, the two papers respectively describe skin 

formation and hydrodynamic instabilities in a polymer solution. In Part II, 

the two papers are concerned demixing (phase separation) in a partially 

miscible binary mixture.  

Finally, the conclusion of the thesis is presented. In this part of the 

manuscript, the main results are first summarized and further discussed. 

Then some limitations of our approach are discussed and possible interesting 

avenues of future work are mentioned. 
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Chapter 1 

 Introduction to papers 1 and 2 

1.1 General context 

Evaporating films of polymer solutions, colloidal suspensions, and 

emulsions, when the solvent evaporates, are commonly encountered in our 

daily life. For example, several interesting phenomena happen in a cup filled 

with hot coffee [1] (Fig. 1-1) including convection and a thin skin layer on 

top of the hot coffee.  

In addition to this daily routine interest, it is a rather practical but important 

issue to know how the evaporation process affects many modern 

technologies, such as painting (Fig. 1-2-a), fabrication of electronic 

components (Fig. 1-2-b), and ink-jet printing (Fig. 1-2-c) [2-6]. Evaporation 

can lead to aggregation of polymer at the free interface of a polymer solution. 

Under certain conditions, this accumulation of polymer will be sufficiently 

important to induce the formation of a viscous skin at the free surface. From 

an industrial point of view, for instance in painting technology, the residual 

stress, which emerges when a thin film of the polymer solution is dried on a 

substrate, is significantly influenced by the procedure of skin formation [7]. 
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In ink-jet printing, the form of the final deposit, when solvent-rich ink is 

dried, is significantly related to the skin formation phenomena [8]. Beside 

this skin formation, the evaporation of solvent can also trigger hydrodynamic 

instabilities [9-12], which can give rise to nontrivial spatial distributions of 

polymer and influence the final phase of the dried film. Therefore, it is of 

great interest and an important challenge to further understand the dynamics 

of skin formation and the appearance of convective patterns that happen 

during the evaporation process of a polymer solution.  

 

 
Fig. 1-1. Misty thin skin that covers the hot water surface. The patterns move through 

the skins due to the convection flow [1]. 
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Fig. 1-2. a) Wrinkling of the outer surface of a paint coating due to the to the rapid 

formation of a skin [13], b) Fabrication process for the stretchable electronic devices 

[14], c) Inkjet printing of organic single-crystal thin film [5]. 

1.2 Skin formation during the evaporation process 

The depletion of solvent due to evaporation can lead to the formation of a 

solute (polymer or colloidal particles)-rich layer at the liquid-gas interface 

and subsequently a viscous skin can form when the solute concentration 

becomes sufficiently high near the free surface (Fig. 1-3). This viscous skin 

becomes a gel phase when the solute concentration reaches a certain value, 

which is called the gelation concentration. During the gelation process, a 

linear polymer chain crosslinks either with itself to form intramolecular 

cycles, or with another chain to create branched chains [15]. Note that the 

microscopic gelation process and the formation of branch chains will not be 

examined in details here and only the effect of gelation on the global physical 
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properties of an evaporative polymer solution will be considered in this 

thesis. The elastic energy of the gel, when gelation takes place, has a 

significant effect on the physical properties of the polymer solution such as 

the diffusion coefficient and the viscosity, which are not constant and can 

significantly change [16-19].  

Whatever the nature of the skin layer is, when and how such a skin layer is 

formed is a significant and interesting question in controlling the evaporation 

process of a thin liquid film. There are several research studies concerning 

the skin formation phenomenon in an evaporative liquid film, of which we 

now briefly discuss some of the most important ones. 

The first mathematical studies over the skin formation, because of the 

evaporation of the solvent component, in a polymer solution were performed 

by Lawrence [20, 21] and de Gennes [22]. Ozawa et al. [18] suggested a 

diffusive model for the drying dynamics of a polymer solution taking into 

account the effect of skin formation due to the gelation at the free surface. 

The model involved a set of nonlinear partial differential equations and a 

phenomenological expression for the diffusion coefficient of the polymer 

solution. The authors emphasized that the drying dynamics of polymer 

solutions is effectively associated with the gelation at the free surface, which 

results in a significant increase of the diffusion coefficient of a polymer 

solution.  
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Fig. 1-3. Schematic of thin evaporating film of a polymer solution (left) and a profile 

of polymer concentration ∅ (right) for an initial situation (a) and a situation after skin 

formation (b) [18]. ∅  and ∅  are respectively the initial concertation and the gelation 

concentration. ℎ is the total height of the solution and the possible skin,  ℎ  is the 

thickness of the liquid part. 

Münch et al. [23] modeled the one-dimensional development of a thin layer 

during the spin coating of a single polymer species blended in a solvent. The 

main interest of this research study was in controlling the appearance and 

development of skin formation where the solvent evaporates at the free 

surface. In another work, Hennessy et al. [24] developed a model for the 

solvent evaporation in a thin liquid film consisting of a volatile solvent and 

one or more non-volatile solutes. They tracked the volume fraction of the 

solvent using a diffusion model, coupled this with mass transfer across the 

moving interface. They also made the quantitative predictions about the 

drying dynamics and the skin formation at the free surface. 

1.3 Hydrodynamic instability of a thin evaporating film  

1.3.1 Thermal and solutal instabilities  

In pure liquids or binary mixtures, evaporation at the upper surface creates a 

temperature gradient induced by cooling through latent heat absorption. In 

the case of binary mixtures, this evaporation also generates a concentration 

gradient because of a difference in components volatility. Because the 
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density and surface tension of the binary mixture typically depend on 

temperature and concentration, buoyancy forces and/or surface tension 

variations can destabilize the liquid layer and lead to pattern formation [25]. 

Therefore, temperature and concentration gradients can trigger different 

instabilities which come in two flavors, the thermal and solutal type.   

Thermal and solutal instabilities have been described in many research 

studies. The earliest studies regarding the pure liquid layer subject to heating 

from below were conducted by Bénard [26, 27]. His early experiments 

indicated that sufficiently large temperature gradients can result in the onset 

of convection within the layer. Later theoretical analysis of Bénard's 

experiments by Rayleigh [28] indicated that this convection could be driven 

by thermally induced density variations within the fluid layer. Nevertheless, 

experimental studies conducted by Block [29] suggested a different 

mechanism for convection based on thermally induced gradients in the 

surface tension. A mathematical analysis by Pearson [30] two years later 

verified Block's claims for the surface tension-driven flow (Bénard-

Marangoni convection). Pearson clarified that, for the most common pure 

liquids, the Marangoni effect or buoyancy was the main motor of the thermal 

instability for layer thicknesses respectively lower or higher than 

approximately 1 cm. Berg et al. [31]  emphasized  how evaporation can result 

in the onset of thermal convection in fluid layers that are not heated from 

below. The temperature gradient in this system is the consequence of 

evaporative cooling at the surface of the fluid. A comprehensive theoretical 

study of evaporating layers of pure fluid has been conducted by Burelbach 

et al. [32]. This study was then extended by Sultan et al. [33] by taking into 

account the diffusion of vapor in the overlaying gas. Another interesting 

theoretical model of the evaporation of a pure liquid layer was obtained by 

Haut and Colinet [34]. Their analysis predicted that the existence of an inert 
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gas highly triggers the appearance of surface-tension-driven instabilities. An 

experimental study of the evaporation of a polymer solution 

(polyisobutylene/toluene) was performed by Toussaint et al. [35]. In the 

experimental process, the solution, initially maintained at the ambient 

temperature, is poured in a dish located in an extractive hood (Fig. 1-4). The 

convective patterns start to appear when the evaporation of solvent begins, 

at the very beginning of the experiment. For small thicknesses, the cell 

patterns induced by surface tension disappear due to a thin viscous skin that 

spreads over the entire surface. In contrast, a succession of cells and rolls 

was detected and after a while (a few hundred seconds), the buoyancy driven 

convection was the only dominant process under the thin viscous skin (Fig. 

1-5). 

 
Fig. 1-4. Schematic of experimental setup [35]. 
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Fig. 1-5. Skin formation [35]. Focus on a few cells at four time slots for the structure. 

The surface is distributed with aluminum powder between photos (a) and (b); photo 

(b): the aluminum powder had converged at the boundary of convective cells where 

the skin begins to form; photos (c) and (d): the skin overflows the entire surface, 

while convection is still active under the thin viscous skin. 

A linear analysis of the thermal instability for one-component system based 

on a non-normal approach was proposed one year later by Doumenc et al. 

[9] to describe the experimental work presented by Toussaint et al. [35]. 

Doumenc et al. showed that their linear instability analysis follows the 

experimental observations well. 

When the fluid is a binary solution, the process of evaporation is also linked 

to the solutal Rayleigh-Bénard-Marangoni instability through the fact that 

non-uniform removal of solvent can generate the necessary gradients in 

composition that drive the formation of convection cells. The experimental 

and theoretical studies of evaporating binary mixtures have given evidence 

to suggest that convection is primarily driven by a solutal instability rather 

than its thermal counterpart [10, 12, 36]. Ha and Lai [37] investigated 
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theoretically the onset of Marangoni instability because of the evaporation 

of a two-component droplet using a quasi-steady approximation. Machrafi et 

al. [11] considered buoyancy and surface tension impacts, of thermal and 

solutal origin, in their linear stability analysis. Their findings showed that the 

onset of convection was driven by the solutal Bénard-Marangoni 

mechanism.  

An important issue, in complex fluids when one of the components is non-

volatile (for example in a polymer solution or a colloidal solution), is that the 

physical properties often depend significantly on the solvent concentration, 

so that the ratio between destabilizing and stabilizing forces changes 

continually during the evaporation process. Practical results of this can be 

important and several experimental works have mentioned a possible 

connection between solutal convection and wrinkles or surface corrugations 

observed on dried films (Fig. 1-6) [12, 38]. De Gennes [22, 39]  developed a 

theoretical approach to describe the impact of the solvent removal in a thin 

evaporating film of a polymer solution on the convective instabilities and 

their role in the surface corrugation formation. He indicated that in an 

evaporating film, a ‘‘plume” of solvent-rich fluid induces a local depression 

in surface tension, and the surface forces tend to strengthen the plume. His 

calculations showed that the solutal critical thickness is much smaller than 

the thermal one and thus the concentration impacts should overcome the 

thermal impacts. Trouette et al. [40]  analyzed the onset of solutal convection 

for a thin evaporating film of a polymer solution submitted to the removal of 

solvent at the liquid-gas interface. A model was created considering the 

change of the viscosity with the solute concentration, a constant evaporative 

flux, and a non-deformable interface. Their results revealed a substantial 

effect of the concentration-dependent viscosity on the threshold of 

convection (Fig. 1-7). 
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Fig. 1-6. a) Scheme of formation mechanism of surface corrugation via the evolution 

of convective cells into a concentration profile [12] and b) (Top)Three-dimensional 

morphology profiles of the surface corrugation of films prepared by the evaporation 

of polystyrene in toluene solutions [12], c) Schematic illustration for change in side 

and through views of a casting solution [12] and d) Experimental results for change in 

pattern of casting polymer solution with solvent evaporation [12]. 
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Fig. 1-7. Critical thickness as a function of the initial polymer volume fraction for the 

polyisobutylene (PIB)/toluene solution [40]. 

1.3.2 Linear stability of time-dependent reference solutions 

It is not straightforward to study an evaporating layer of fluid 

mathematically, because of the evaporative mass loss, typically leading to 

time dependent solutions. Within the framework of the linear stability 

analysis, this usually implies that the reference solution about which the 

system is linearized depends on the time. Hence, the linear problem for the 

perturbations with respect to the reference solution becomes non-

autonomous in the time changing. In some situations, it is possible to 

simplify the stability problem by trying to obtain a transformation that 

separate the time and space parameters or by seeking a similarity solution in 

specific time schemes, see Smolka and Witelski [41] and Kang and Choi 

[42].   

Relating to the condition where it is not possible to deal with the linear 

stability problem analytically, an approximate method should be used or 

some simplified assumptions about the reference solution should be made. 

One possibility is to consider the linearized problem as an initial value 
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problem, which can be solved numerically. The stability of the system is then 

deduced by taking a suitable norm for the perturbation. In some cases, this 

norm can be associated with a physical quantity such as energy; see, for 

example, Doumenc et al. [43], Shen [44], or Warner et al. [45]. Such a 

numerical approach was taken by Foster [46] to study convection in a layer 

of fluid that is uniformly cooled from above. A shortcoming of this approach 

is that the growth of a perturbation will depend sensitively on its initial 

condition. 

One method for avoiding the difficulties associated with a time-dependent 

reference solution is to modify the problem in some manner that removes 

this dependence. To study the stability of an evaporating solvent-polymer 

mixture, Souche & Clarke [47] introduce an artificial flux boundary 

condition at the substrate which compensates for the loss of solvent due to 

evaporation. A similar approach was also taken by Sultan et al. [33]. The 

shortcoming of this approach is that it is not easy to evaluate how the 

artificial modification of the problem affects the stability of the system. 

An alternative method for the analysis of a non-autonomous stability 

problem is the so-called frozen-time approach, which is according to the 

assumption that the reference solution evolves so slowly in comparison with 

the perturbations that it can be frozen. The time variable in the reference 

solution is then considered as an extra system variable. This leads the 

stability problem to become independent and it gives the possibility that the 

routine methods from linear stability theory to be used. The frozen-time 

approach has been already adapted in several studies for evaporating 

mixtures; see, for instance, Haut and Colinet [34], Serpetsi and Yiantsios 

[48], Doumenc et al. [49] and Machrafi et al. [10, 11, 36]. In this thesis 

(Chapter 3), we use the same approach for the linear stability analysis of an 

evaporative polymer solution layer.  
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1.4 Research aims of the first part of the thesis 

The mechanisms of skin formation and hydrodynamic instability in the 

context of the evaporative polymer solutions can be further understood by 

systematic mathematical investigations of these systems. The attractiveness 

of a mathematical study comes from its potential to provide detailed 

quantitative insights into the experimental results. The aim of the first part 

of this thesis is, hence, to study mathematically the role of these physical 

mechanisms in the context of evaporating mixtures.  

In Chapter 2, which is a paper published in The European Physical Journal 

E, we describe the interplay between evaporation and skin formation in a 

thin evaporative film of a polymer solution consisting of a volatile solvent 

and non-volatile polymer. Therefore, a diffusive one-dimensional model is 

proposed and the exchange of solvent with the gas phase is described using 

a thermodynamics-based expression for the evaporation flux. Moreover, a 

composition-dependent diffusion coefficient is introduced, which allows 

describing the gelation and skin formation at the liquid-gas interface. Note, 

however, that in our analysis, we don’t consider convective transport or any 

hydrodynamic effects. Let us also emphasize that our model of the 

evaporation flux is based on a local equilibrium at the liquid-gas interface 

and is more realistic than previous studies regarding the drying of a thin film 

of polymer solution. Another interesting and important result is that the 

possibility of an abrupt gelation at the free surface which may lead to the 

system stabilization by preventing all Marangoni convection. 

In Chapter 3, which is a paper published in Microgravity Science and 

Technology, we analyze the onset of convection in an evaporative thin film 

of a polymer solution with one volatile component. The main effort of this 

study focuses on the fact that evaporative mass loss introduces a natural time 
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dependence in the solutions simultaneously with composition dependent 

diffusion coefficient, viscosity and relaxation time, which make the linear 

stability analysis of the system more attractive. Note that we do not 

investigate the formation of skin layer in this study due to the fact that 

convection occurs before the system reaches the gelation and skin formation 

conditions at the free surface. Moreover, deformations in the liquid-gas 

interface from the flat state are also neglected since we assume the surface 

tension of the polymer solution is sufficiently strong. 

In this study, two main modes of instability are observed. The first one is the 

monotonic mode of instability corresponding to the steady convection cells 

which is similar to the thermal-Marangoni instability studied by Pearson [30] 

for the first time. We show that the variations of the liquid properties with 

the change of concentration during the evaporation process, in contrast with 

many analyses considering constant properties, can effectively change the 

onset of convection. The second mode, which is an interesting new issue and 

has not been properly addressed in the literature, is the possibility of an 

oscillatory instability of convection during the drying of a polymer solution.  
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Chapter 2 

 Paper1: Effect of including a gas layer on the gel 
formation process during the drying of a polymer 
solution1 

Abstract 

In this paper, we study the influence of the upper gas layer on the drying and 

gelation of a polymer solution. The gel is formed due to the evaporation of 

the binary solution into (inert) air. A one-dimensional model is proposed, 

where the evaporation flux is more realistically described than in previous 

studies. The approach is based on general thermodynamic principles. A 

composition-dependent diffusion coefficient is used in the liquid phase and 

the local equilibrium hypothesis is introduced at the interface to describe the 

evaporation process. The results show that high thickness of the gas layer 

reduces evaporation, thus leading to longer drying times. Our model is also 

compared with more phenomenological descriptions of evaporation, for 

which the mass flux through the interface is described by the introduction of 

a Peclet number. A global agreement is found for appropriate values of the 

                                           
1 Ramin Rabani, Hatim Machrafi, Pierre Dauby, Effect of including a gas layer on the gel formation process during the drying of a      
polymer  solution, Eur. Phys. J. E 40 (10) (2017) 89. 
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Peclet numbers and our model can thus be considered as a tool allowing to 

link the value of the empirical Peclet number to the physics of the gas phase. 

Finally, in contrast with other models, our approach emphasizes the 

possibility of very fast gelation at the interface, which could prevent all 

Marangoni convection during the drying process.  

Keywords: Drying of polymer solution, Gel formation, Gas layer, 

Thermodynamic evaporation flux 

2.1 Introduction 

The drying of liquid films of polymer solutions by evaporation of the solvent 

is an important process which is considered in numerous industrial 

applications including painting [1-3], coating [4-6], ink-jet printing [7-9], 

production of electronic-devices [10] and so on. The building of a basis for 

these technologies necessitates understanding the underlying physics of 

drying phenomena, and especially requires quantitative analysis of solvent 

evaporation in thin films. Therefore, a number of theoretical studies have 

been performed to develop models of these processes [11]. In the case of film 

drying, Bornside et al. [12] have taken into account the diffusion process in 

their model of spin coating and predicted numerically the formation of a solid 

“skin” at the free surface. De Gennes [13] analyzed the concentration profiles 

and the skin (crust) formation, and estimated theoretically the lifetime of the 

skin. Although his qualitative argument gives some important features of the 

skin, it is not possible to obtain a detailed information about the whole 

process of the skin formation. Tsige and Grest [14] undertook the molecular 

dynamics simulations of the evaporation process in polymer films. They 

reported the formation of a polymer density gradient at the film/vapor 

interface and also expressed that the rate of solvent evaporation from the film 

depends on the magnitude of this density gradient. However, they did not 
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discuss the restriction for the skin formation related to practical experiments. 

Reyes and Duda [15] proposed a Monte Carlo simulation for predicting the 

evolution of particle volume fraction during the drying process. The results 

indicated that under a slow evaporation rate the particles are able to 

crystallize, while for a faster evaporation a random packing is predicted. 

Routh and Zimmerman [16] studied the drying steps by considering a 

diffusion equation for the particles. The results demonstrated that strong 

diffusion causes a uniform film profile, while weak diffusion leads to 

skinning. Konig et al. [17] analyzed the effect of additional salt and displayed 

that the higher salt concentrations result in high likelihood of the skin 

formation. A possible explanation was provided by Sarkar and Tirumkudulu 

[18] who demonstrated how the charge on colloidal particles increases the 

particle diffusivity and thus changes the volume fraction profile during 

drying. Another way to change the diffusion coefficient of colloidal particles 

is with free polymer (soluble polymer) [19]. It was shown how adding 

polymer to a silica water solution lowers the diffusion coefficient and 

effectively increases the Peclet number, enhancing non-uniform drying. 

Ozawa et al. [20] modeled a diffusion-type equation with regard to the 

gelation effect of the solution in polymer solution undergoing evaporation of 

the solvent at the free surface. The results implied that the drying dynamics 

of polymer solutions is strongly related to the gelation, which leads to a great 

enhancement in the diffusion coefficient of polymers. Hennessy et al. [21] 

presented a two-phase model for volatile solvent and a nonvolatile polymer 

in a thin-film. Accordingly, they formulated a two-phase model to describe 

an evaporating solvent-polymer mixture and then employed it to investigate 

the interplay between gravity, evaporation, and skin formation. They found 

that the shortest drying time occurs in the limit of strong gravitational effects 

due to the rapid formation of a bilayer with a polymer-rich lower layer and a 
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solvent-rich upper layer, while drag leads to the formation of a polymer-rich 

skin below the free surface and causes the drying time to increase 

significantly. In another study, Hennessy et al. [22] considered a model of 

solvent evaporation in a thin film comprised of volatile solvent and a 

nonvolatile solute which can be used to predict the dynamics of drying and 

film formation. 

Undeniably, the numerous models proposed in previous studies to study the 

drying process have provided the opportunity to achieve a wealthy insight in 

this problem. However, the validity of some simplifying assumptions can 

still be questioned. For instance, many studies use a phenomenological law 

to describe the evaporation process, which amounts to introducing a Peclet 

number to quantify the importance of evaporation. However, the value of 

that number that can truly capture the drying process number for a given 

practical situation is not easy to determine. Another important question that 

has not been examined in the previous studies mentioned above is the 

possibility of a very fast gelation at the liquid-gas interface, which would 

prevent all Marangoni convection during the drying of the film. 

To address these questions, the present study proposes a more realistic model 

of the evaporation flux, which is based on thermodynamic principles, as well 

as on the physics of the interaction between the gas phase and the liquid 

phase. A similar approach was already proposed in [23] for a binary liquid 

but here we consider the case of a polymer solution in order to include 

gelation phenomena. A composition dependent diffusion coefficient is 

introduced, which allows to describe gelation and the formation of a skin 

phase. In order to assess the importance of using a more realistic description 

of the evaporation flux, the present model is compared with other ones 

including linear and nonlinear models. In addition, the effect of various 

thickness of gas layer has been examined on the evaporation process. 
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2.2 Formulation of the problem 

The studied system, shown in Fig. 2-1, is comprised of a mixture of a volatile 

solvent and a non-volatile polymer placed on a flat solid and non-permeable 

substrate, under a layer of inert air. Our model of the evaporation process 

introduces a thermodynamics-based expression for the evaporation flux and 

this approach will be compared with two models from the literature that 

express the evaporation flux, respectively, as a linear [20] and a non-linear 

[22] function of the mass fraction at the interface. In Fig. 2-1 and in the 

equations presented below, z is the vertical coordinate, whereas h is the total 

height of the solution and the possible skin, hg is the thickness of the liquid 

part, while H is the total height of the liquid-skin-gas system. The gel 

thickness is thus given by h-hg. The surface tension at the liquid-gas interface 

is assumed to be sufficiently strong for deformations of the film surface to 

be negligible. The time dependent thickness of the film can be depicted by a 

function of time h(t). Diffusion is assumed to be the only mechanism of mass 

transport within the bulk and a Fick law is used, with a composition 

dependent diffusion coefficient. Any temperature variations, such as those 

resulting from evaporative cooling, are presumed to be sufficiently small so 

that the system can be treated as isothermal [22, 24]. We will also consider 

that the solvent and polymer densities are not too different, which allows to 

consider that during the drying process, the mixture keeps a constant density, 

equal to the initial density of the liquid mixture. Similarly, the density in the 

gas phase will also be assumed to be independent of the solvent 

concentration. We will also neglect the Stefan flow in the gas, but not at the 

liquid-gas interface. This is a reasonable assumption in case the solvent 

vapor content is low [25], which can safely be assumed when the solvent 

considered is water, whose saturation pressure is low with respect to the gas 

pressure. In situations for which the concentration of the vapor in the gas is 
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high due to a high vapor pressure (e.g. HFE -7100 [25]), the Stefan flow 

should of course be added in the description. Finally, we will not describe 

hydrodynamic instabilities and convection is thus not taken into account. In 

this context, and because the system is horizontally uniform, a one-

dimensional description is proposed. 

 
Fig. 2-1. Schematic of studied system 

2.2.1 Thermodynamic model 

A thermodynamic model of the evaporation process is built by considering 

the exchange of solvent with the gas phase. The evaporation process is 

described by a mass flux J that must balance the diffusive fluxes at the film 

surface. The total system with size H consists of two phases. The first phase 

is the gas layer, h ≤ z ≤ H, where the diffusion of solvent vapor takes place 

through the air and the gas mass fraction (of the solvent) 𝐶  follows the 

diffusion equation  

𝐷       (1) 

where 𝐷  is the assumed constant diffusion coefficient in gas phase. The 

second part of the system is the liquid and gel layer, 0 ≤ z ≤ h, where the 

conservation equation describing the solvent mass concentration (𝐶 ) with 

variable diffusion coefficient in the drying process obeys 

𝐷     (2) 
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where the composition dependent diffusion coefficient 𝐷  for the polymer 

solution is given by [20]: 

𝐷

𝐷 𝐶 1 𝐶                                                                       𝐶 𝐶

𝐷 𝐶 1 𝐶 𝑑𝐶 1 𝐶 𝐶 𝐶                 𝐶 𝐶  
   

(3) 

where 𝐷  is the diffusion coefficient of pure solvent, while 𝐶  is the solvent 

mass fraction below which gelation takes place (here we will choose 

𝐶  =0.5). As in [20], we take b=p=3 and we also take 𝑑 1000 in order 

to have a clear gelation transition. It is important to stress here that a clear 

definition of a gel, and the corresponding modelling of this material, is a 

delicate subject, which remains somewhat controversial [26]. However, such 

interesting questions fall outside the scope of our work and together with 

[20], we will simply admit here that what we call a gel is described by           

Eq. (3). Note also that in Eqs. (1) and (2), we have used Fick’s law. For the 

liquid phase, which is a polymer-solvent mixture, this law is not 

quantitatively precise for high polymer concentrations, and more complex 

descriptions of the thermodynamics of the non-ideal mixtures should be 

considered [27]. However, for the purpose of this paper, the qualitative 

description based on Fick’s law is largely sufficient.  

The boundary conditions for solving Eqs. (1) and (2) are the following. A 

no-flux boundary condition is applied at the non-permeable substrate (z=0): 

0     (4) 

A fixed constant value of the solvent mass fraction is imposed at the top 

boundary of the gas layer and, except otherwise stated, we will consider a 

zero humidity for the air far from the interface (i.e. z=H). One thus has: 



34 

 

𝐶 0    (5) 

The boundary conditions at the liquid-gas interface can be deduced from the 

principle of mass conservation. First, we assume that the polymer does not 

evaporate. Its flux across the moving boundary is thus zero and one has: 

𝜌 𝐷 𝜌 1 𝐶   =0 (6) 

where 𝜌  is the (assumed constant) liquid density. The conservation of 

solvent then imposes 

𝜌 𝐷 𝜌 𝐶   =J (7) 

Combining the previous two equations directly provides the following 

alternative expressions of the above boundary conditions at z=h(t): 

  =  (8) 

𝜌 𝐷   =J 1 𝐶  (9) 

Considering that air cannot be absorbed in the liquid and using a procedure 

similar to that used in the liquid, one can obtain the following additional 

boundary condition at z=h(t): 

𝜌 𝐷   =J 1 𝐶  (10) 

where 𝜌  is the gas density. 

To describe local equilibrium at the liquid-gas interface, we will use Raoult’s 

law [28]. This law is normally valid for ideal solutions and it is not sure that 

it is strictly correct in our case, especially when the concentration of the 

polymer becomes high. However, in our approach which is mainly 

qualitative and interested in general physical mechanisms, we will consider 
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this law as a sufficient approximation. Since only the solvent can cross the 

interface, Raoult’s law takes the form: 

𝑦 𝑝  =𝑦 𝑝   (11) 

where 𝑦  and 𝑦 are the molar fractions of the solvent in the gas and liquid 

phases, respectively, 𝑝  is the total pressure of gas at the interface, and 𝑝  is 

the saturation pressure of the pure solvent (at the temperature of the 

experiment). In terms of mass fraction, Raoult’s law can be rewritten as 

follows: 

  (12) 

where 𝛿𝑝𝑎  is the polymer to solvent molecular mass ratio, while      

𝛿𝑎𝑠  is the air to solvent molecular mass ratio. 

2.2.2 Non-dimensionalization of the equations 

It is convenient to rewrite the equations in a non-dimensional form. The 

initial film thickness of the liquid, ℎ , is taken as the characteristic length and 

while the diffusion time scale in pure solvent, 𝜏 ℎ0
2/𝐷 , is chosen as time 

scale. In these new units, the equations take the form: 

𝐷   (13) 

𝐷    (14) 

𝐷

𝐶 1 𝐶                                                             𝐶 𝐶

𝐶 1 𝐶 𝑑𝐶 1 𝐶 𝐶 𝐶        𝐶 𝐶  
  

(15) 

0 , 𝑧 0  &   𝐶 0 , 𝑧 𝐻   (16) 
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where z and H are now non-dimensional, with D=Dg/D0. Note that the non-

dimensional thickness h is now such that h(0)=1. The boundary conditions 

take the form: 

𝐷   =𝜁 1 𝐶  (17) 

  =𝜁 1 𝐶  (18) 

  = 𝜁 (19) 

where 𝜌 , while the dimensionless mass flux 𝜁 is given by 𝜁 . 

Raoult’s law is already given by Eq. (12): 

  (20) 

2.2.3 Linear and nonlinear models 

Let us now briefly describe two other phenomenological models of 

evaporation to which ours will be compared [20, 22]. For these models, the 

behavior of the gas layer is no longer described and a simple 

phenomenological law is proposed to describe the evaporation flux. In both 

cases, the flux depends on the concentration of the evaporating component 

in the liquid along the interface. For solvent-polymer mixtures, linear and 

non-linear expressions were proposed by Ozawa et al. [20] and Hennessy et 

al. [22] respectively. The corresponding non-dimensional evaporation fluxes 

are denoted  𝜁  and 𝜁  and take the form: 

𝜁 𝑃𝑒𝐶 |   (21) 

𝜁 𝑃𝑒𝐶 𝑒    (22) 

where 𝑃𝑒 is the so-called Peclet number and 𝜒 is the interaction parameter. 

This non-dimensional number is the ratio of the diffusive time scale     
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𝜏   to the mass transfer time scale 𝜏    where 𝐽  is a 

phenomenological constant. One thus has 𝑃
 

 . 

2.3 Results and discussion 

The models presented above were solved using an explicit numerical method 

and applied to a binary mixture of PVA (polyvinyl-alcohol)–water system. 

The density of PVA (1270  kg/m3) is a bit different from that of water but the 

effect of this difference will not be taken into account, as explained in 

Section 2.2. In the gas phase, the binary diffusion coefficient is fixed to 

2.54×10-5 m2/s [29]. Moreover, the total pressure of the gas is equal to the 

atmospheric pressure and the saturation pressure of water at a constant 

temperature of 300 K is Psat=3.53×10-2 atm [29]. 

Before evaporation starts, it is assumed that the liquid film is well mixed, 

corresponding to spatially uniform distribution of solvent and solute in the 

liquid and the corresponding solvent concentration is 𝐶 . Similarly, in the 

gas phase the solvent concentration is also assumed uniformed and equal to 

𝐶 . Then suddenly at 𝑡 0, the two phases are brought into contact and 

evaporation starts with the following initial conditions: 

𝐶 𝑧, 0 𝐶     ,     0 𝑧 ℎ  

𝐶 𝑧, 0 𝐶     ,     ℎ 𝑧 𝐻  

h(0)=1 

(23) 
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Table 2-1. Physical properties and parameters values of the problems 

Physical 

property 

Value parameter Value 

𝜌  1000 kg/m3 𝐶  0.7,0.51 

𝜌  1270 kg/m3 𝐶  0 

𝐷  2.54×10-5 m2/s 𝐶  0.5 

𝑝  3.53×10-2 atm  Pe 1<Pe<20 

𝑝  1 atm H 2,5,9,21,101 

In the following, we present the general results of our study for which the 

physical properties of the fluids and the parameters corresponding to the 

simulations are summarized in Table 2-1. First, the time evolution of the 

system as predicted by our model is presented. Then these results are 

compared with those corresponding to the linear and nonlinear models.  

2.3.1 General results 

A typical numerical solution of Eqs. (13) and (14) is represented in Fig. 2-2. 

The uniform initial mass fractions of liquid and gas layers were set to 𝐶 =0.7 

and 𝐶 =0, respectively. The total thickness of the two-layer system was 

considered to be H=2. Fig. 2-2 (a) and (b) show the time evolution of the 

profile 𝐶  and the contour plot of the binary liquid layer thickness in the 

drying process and gel formation, respectively. At the very beginning (small 

t), a polymer-rich region is formed near the free surface. Soon after, due to 

the high evaporation rate, 𝐶 𝑧, 0  reaches 𝐶  and a gel layer in which 

𝐶 𝑧, 0 𝐶  is formed. As drying proceeds, the gel layer develops and get 

thicker, before the entire lower layer finally tends towards gelation. At this 
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moment, the evaporation rate considerably reduces, until only the polymer 

is present and evaporation ceases. 

Fig. 2-3 shows the time evolution of the binary liquid layer thickness ℎ for 

different values of 𝐻, which allows to emphasize the effect of the gas 

thickness on the evaporation process. As expected, thick gas layer 

corresponds to reduced evaporation rates, which leads to a longer drying 

time. 

  

Fig. 2-2. (a) Time evolution of the solvent mass fraction profile 𝐶 𝑧, 0  and (b) 

contour plot of the solvent mass fraction 𝐶 𝑧, 0 . 

 
Fig. 2-3. Effect of the gas layer thickness on the time evolution of the mixture height ℎ. 
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2.3.2 Immediate gelation 

When the binary liquid and gas phase, which are not in equilibrium with 

respect to one another, are suddenly brought into contact at t=0, a very strong 

evaporation is expected in the very beginning. The resulting important 

decrease of the liquid solvent concentration at the interface could thus result 

in an immediate gelation. Of course, the detailed physics of the first instants 

after the discontinuity is difficult to describe precisely and a simplifying 

assumption must be introduced to study the system [29]. In order to examine 

the possibility of a direct gelation of the interface, we will assume that right 

after the two systems are brought into contact, an equilibrium between the 

liquid and gas phases is reached at 𝑡 0 , which means that a jump of the 

two interfacial concentrations occurs in order to satisfy the boundary 

conditions. This initial jump can be considered as a disturbance for the two 

phases, and the corresponding perturbations in the two phases will then 

propagate away from the interface and create two boundary layers. In the 

very beginning, the perturbations remain close to the interface, and the two 

phases can thus be considered as infinitely deep. We will now show that a 

self-similar model of the system can be developed, which will allow 

determining the values of the interfacial concentrations after the jump. As a 

first step to build the self-similar model, we consider a vertical axis that 

follows the moving interface. This amounts to considering the following 

change of variables: 𝜏 𝑡 and   𝑧 ℎ 𝑡 , where ℎ 𝑡  is the position (in 

the original 𝑧-coordinate) of the moving interface. Eqs. (13) and (14) then 

take the form: 

𝐷   (24) 

𝐷    (25) 
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Then a similarity parameter 𝜂 ∈ 0, ∞  can be introduced, with                    

𝜂  /√𝜏  in the liquid and with 𝜂  /√𝜏 in the gas. In terms of this 

parameter, one can easily check that the equations and boundary conditions 

become: 

𝐷 0.5𝜂
|

0   (26) 

.
𝜂

 

0   (27) 

   (28) 

   (29) 

𝐶 | 𝐶   (30) 

𝐶 𝐶   (31) 

This system of equations is a boundary value problem, but it is worth 

emphasizing that the values of the unknown fields and of their derivatives at 

the interface also appear in the differential equations. Defining unknown 

parameters equal to these quantities, the problem can be directly solved using 

the MATLAB bvp4c function. For evident numerical reasons, the boundary 

condition at infinity were expressed far from the interface, but at a finite 

distance which was chosen as 𝜂 10.  

The results of our analysis are summarized in Fig. 2-4, for which ambient 

pressure and temperature were assumed (𝑇 = 300 K, 𝑃 1 atm). The 

initial concentration in the liquid is fixed to 𝐶  =0.51. We have then 

considered several initial concentrations in the gas phase, which were 
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equivalently expressed in terms of a relative humidity. To define precisely 

this quantity, we need to introduce first the saturated gas concentration (𝐶 ) 

at ambient conditions. 

   (32) 

Then the initial relative humidity RH% of the gas is defined in terms of the 

initial concentration 𝐶  by RH%= 100% 𝐶  / 𝐶 . In Fig. 2-4, we have 

plotted the liquid interfacial solvent concentration Cl∑ at 𝑡 0 , i.e. the 

liquid interfacial concentration after the jump, for several initial relative 

humidities in the gas phase. The results show that for low initial humidity in 

the gas, immediate gelation can take place at the interface, as soon as the two 

liquid and gas layers are brought into contact. This immediate gelation is of 

course a consequence of the very strong evaporation that takes place in the 

system when the initial solvent concentration in the gas is very low. In these 

circumstances, the initial jump thus prevents all Marangoni instabilities and 

convection. Finally, let us mention that we have also checked that neglecting 

the motion of the liquid-gas interface, i.e. setting the term 𝑑ℎ / 𝑑𝜏 ≡ 0 in 

Eqs. (24) and (25), changes the results of Fig. 2-4 by less than 0.1 % (in fact, 

the results with 𝑑ℎ / 𝑑𝜏 0 were used as initial guess for the numerical 

procedure in bvp4c when 𝑑ℎ / 𝑑𝜏 0). 
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Fig. 2-4. Interfacial liquid mass fraction (Cl∑) after the jump for various initial 

humilities (RH%) in the gas phase (ambient pressure and temperature in the gas). The 

first bar (dark green) gives the value of the mass fraction in the liquid before the 

contact. 

2.3.3 Comparison with other models 

To compare our model with the phenomenological models described before, 

we have analyzed the time evolution of the thickness ℎ 𝑡  as predicted in the 

different approaches. In Fig. 2-5 (a) and (b), we have plotted ℎ 𝑡  

respectively for the linear and nonlinear models and we have also considered 

several values of 𝑃𝑒 and two values of 𝐻. In all figures, the results of our 

model are plotted using black full lines. Of course, we note that the final 

value of ℎ, corresponding to 𝑡 → ∞, is independent of the model and also of 

𝐻 and of 𝑃𝑒. We also observe that increasing the Peclet number gives rise to 

a faster decrease of the thickness and that for a given 𝑃𝑒, evaporation is faster 

for the linear model that for the nonlinear one. Eventually, it is important to 

mention that is always possible to determine a value of the Peclet number 
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such that the evolutions predicted by our model and that coming from the 

linear or nonlinear model are quite similar (for the linear and nonlinear 

models, these values are respectively Pe=4 and Pe=11 for H=2 and at 

Pe=1.2 and Pe=3 for H=5). This is an important fact since it allows to relate 

the value of the purely empirical Peclet number to the true physical quantities 

that are considered in our approach (diffusion in the gas, condition at the top 

of the gas, etc.). However even if the general trends predicted by our model 

and by the phenomenological ones are the same for appropriate 𝑃𝑒, it is 

worth emphasizing important differences, especially in the very beginning 

of the drying process. Indeed, the phenomenological models do not allow 

jump to occur at the very beginning, because the evaporation flux, which is 

determined by the interfacial solvent concentration, remains always finite in 

these models, while it is theoretically infinite at 𝑡 0 in our approach. As 

an illustration of this difference, Fig. 2-6 is a plot of the time evolution of the 

interfacial solvent concentration in the liquid for our model and also for the 

linear model with Pe=14. We have considered a zero initial humidity in the 

gas and an initial concentration in the liquid equal to 𝐶 =0.51. After the 

jump, the interfacial concentration becomes 0.4944 in our model (see Fig. 

2-4). Fig. 2-6 then clearly emphasizes that even if the long-time behavior 

predicted by the two models are quite similar, the evolutions for small times 

are clearly different. In particular, immediate gelation takes places for our 

model, while this phenomenon is always impossible for the 

phenomenological models. Note also that the sudden slope change around 

t=0.29 is due to the fact that the bottom of the gel layer reaches the substrate 

(z=0) at that time. 
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Fig. 2-5.Time evolution of the thickness: comparison between our model and the 

linear and nonlinear models (left and right panels respectively) for different Peclet 

numbers; (a) H=2 and (b) H=5. 

 
Fig. 2-6. Liquid mass fraction (Cl∑) at interface as a function of time for the linear 

(with 𝑃𝑒 14  and present models (RH%=0 and 𝐶𝑙𝑖 =0.51). 
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2.4 Other initial conditions 

From an experimental point of view, bringing suddenly the 2 phases into 

contact at 𝑡 0 is not quite realistic, rendering comparisons with 

experiments virtually impossible. For this reason, we have also examined the 

possibility of different initial conditions and a different start of the drying 

process, which could more easily be considered in experiments. For 𝑡 0, 

we now consider an equilibrium situation for which the gas and liquid are in 

contact and for which the humidity of the gas is such that no evaporation 

takes place. The system is supposed at ambient pressure and temperature 

(300 K, 1 atm , which corresponds for a water-PVA mixture to a saturation 

pressure 3.53×10-2 atm. For a given water concentration in the liquid, 

Raoult’s law allows then to determine the corresponding concentration in the 

gas. Then a sudden Joule expansion of the gas is allowed to take place at    

𝑡 0, which keeps the temperature constant and decreases the (total) 

pressure 𝑃 . Since the propagation of pressure perturbations is very fast, one 

can consider an immediate pressure decrease in the gas, which initiates 

evaporation, with a jump at the interface, similar to that described earlier. 

Fig. 2-7 is a plot of the concentration at the interface after the jump as a 

function of the post-expansion pressure Ptafter and for different initial 

concentrations in the liquid phase. As expected, the jump in the interfacial 

concentration increases with the imposed pressure drop and for sufficiently 

low post-expansion pressures and sufficiently low initial water 

concentrations in the mixture, immediate gelation can take place, preventing 

Marangoni convection.  
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Fig. 2-7. Interfacial liquid mass fraction (Cl∑) after the jump as a function of the post-

expansion pressure Ptafter (in atm). 

2.5 Conclusion 

In this paper, we have built a model for the drying process of a polymer 

solution taking into account the physics of the upper gas layer and its 

interactions with the liquid. During the drying process, the solvent 

evaporates, which results in a decrease of 𝐶  and of the thickness of the 

binary mixture. When the mass fraction of liquid reaches the so-called 

gelation mass fraction, a phase-change takes place near the free surface and 

the upper part of the mixture is not a liquid anymore. Then, as drying 

proceeds, the whole binary liquid layer tends towards gelation and a dryer 

and dryer gel layer progressively invades the whole system, until evaporation 

finally ceases. A large thickness of the gas layer leads to a slower drying 

process, because the evaporation rates is smaller in that situation. Our model 

has also been compared with previous approaches [20, 22] for which a 

phenomenological law was introduced to describe the evaporation flux. In 

those works, the importance of the evaporation flux is described by a Peclet 

number and we proved that for appropriate values of this number, a good 
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global agreement between our model and the other ones can be found. 

Otherwise stated, our model allows to relate the value of the purely empirical 

Peclet number to true physical quantities such as diffusion in the gas, 

condition at the top of the gas, etc., and thus to determine theoretically the 

value of the Peclet number corresponding to a given practical situation. 

Another important result of our work is the description of possible immediate 

gelation at the liquid-gas interface when evaporation is induced in a rather 

sudden way. This immediate gelation is related to the very high (theoretically 

infinite) evaporation flux predicted by our approach and impossible with the 

other models. This immediate gelation could thus prevent Marangoni 

convection in the system, which could clearly be of interested in some 

practical situations. 
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Chapter 3 

 Paper2: Influence of Composition Dependent 
Diffusion Coefficient, Viscosity and Relaxation 
Time on Evaporative Rayleigh-Bénard-
Marangoni Instabilities Induced by Solvent 
Evaporation in a Polymer Solution1  

Abstract 

In this study, a linear stability analysis is performed for both monotonic and 

oscillatory modes within a horizontal polymer solution layer, which solely 

the solvent evaporates into air. The approach is based on general 

thermodynamic principles and also on the physics of the gas phase and its 

interactions with the liquid phase. Due to evaporation, the solvent mass 

fraction changes and cooling occurs at the liquid-gas interface. This can 

trigger solutal and thermal Rayleigh-Bénard-Marangoni instabilities in the 

system. For the monotonic mode, the effects of composition dependent 

diffusion coefficient and dynamic viscosity on the onset of Rayleigh-Bénard-

Marangoni convection are studied. Moreover, the effect of different total 

                                           
1 Ramin Rabani, Hatim Machrafi, Pierre Dauby, Influence of composition dependent diffusion coefficient, viscosity and relaxation 
time on evaporative Rayleigh–Bénard–Marangoni instabilities induced by solvent evaporation in a polymer solution, Microgravity 
Sci. Technol. 31, 615–628 (2019). 
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heights of the liquid-gas system on the behavior of convection onset is 

considered. The results show that a variable diffusion coefficient and a 

variable viscosity can notably change the onset of instability for a 

polyisobutylene (PIB)/toluene solution. Our model for the monotonic mode 

is also satisfactorily compared with an experimental study. For the 

oscillatory mode, where the relaxation time is also composition dependent, 

we observe that very thin layers will be susceptible to an oscillatory 

instability when drying occurs in the system. Finally, an approximate model 

is derived exploiting the fact that the solutal Marangoni is by far the most 

dominant instability mechanism here. A negligible difference with respect to 

the full model confirms the predominance of the solutal Marangoni 

mechanism.  

Keywords: Drying of polymer solution, Variable viscosity, Variable 

diffusion coefficient, Variable relaxation time, Transient gas layer, 

Rayleigh-Bénard-Marangoni instabilities, Monotonic and oscillatory modes 

3.1 Introduction 

Convection in multilayer systems [1-3] is a widespread phenomenon that is 

of particular interest in numerous branches of drying technology. The drying 

of liquid films of polymer solutions including one volatile component 

appears in many industrial and natural processes such as drying of paint films 

[4-6] , ink-jet printing [7-9], packaging [10-12], and so on. In these 

evaporative phenomena, which are generally of transient nature, the 

prediction of critical conditions for the onset of convection necessitates the 

understanding of the underlying physics of drying phenomena, and 

especially requires a quantitative analysis of solvent evaporation in thin 

films. Evaporation of a volatile component at the upper free surface of a 

solution generates a temperature gradient in the liquid due to the latent heat 
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absorption [13-17]. In the case of binary mixtures, this evaporation also 

generates a concentration gradient due to the volatility difference between 

components [18, 19]. Therefore, both thermal and solutal gradients can 

generate thermo-solutal instabilities in fluid mixtures. 

The thermal instability problem has been analyzed theoretically, numerically 

and experimentally for many years. In most studies, a steady basic state is 

considered for stability analyses [13, 20]. However, in evaporative systems, 

convection often appears before the system reaches a steady state. To study 

the instability threshold in the case of transient basic profiles, the so-called 

frozen-time approach is often used [21, 22]. This method consists of 

applying a classical normal mode stability analysis to the transient basic 

profile, frozen at each given time. Machrafi et al. [23] have used this method 

to analyze the thermal Marangoni instability in two different evaporative 

configurations, a horizontal layer and a spherical droplet of a pure liquid, 

both evaporating into ambient air. Vidal and Acrivos [24] have analyzed the 

evaporation of a liquid layer to determine the time of thermal Bénard-

Marangoni convection onset. Note that methods different from the frozen-

time approach have also been introduced in the literature. The amplification 

method that takes into account the time dependence of the basic state has 

been developed by Foster [25, 26] to determine the onset time of thermal 

Rayleigh-Bénard convection. Doumenc et al. [27] have performed a linear 

analysis based on a non-normal approach and an amplification method, to 

determine the stability conditions of the thermal Rayleigh-Bénard-

Marangoni problem in drying polymer solutions. These methods will 

however not be considered in the present paper. 

When the fluid is a polymer solution or a binary mixture, Rayleigh-Bénard-

Marangoni convection can also be induced due to concentration gradients, 

evoking solutal mechanisms. Machrafi et al. [28, 29] have performed a linear 
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stability of a binary mixture using the frozen-time approach taking into 

account buoyancy and surface tension effects, of thermal and solutal origin, 

as well as the Soret effect. De Gennes [30] used scaling arguments to 

estimate the critical thickness for the onset of convection in a dilute polymer 

solution. It was concluded that the solutal critical thickness is much smaller 

than the thermal one, so the concentration effects should dominate the 

thermal effects. Trouette et al. [31] undertook numerically the analysis of 

the transient solutal Rayleigh-Bénard-Marangoni for a polymer solution. 

They described the onset of solutal convection for a transient drying problem 

with a constant evaporative flux and also considered a model, which took 

into account the variation of viscosity with solute concentration. 

Bormashenko et al. [32] have analyzed experimentally the evaporation of a 

thin layer of polymer solutions including amorphous polymers and 

chlorinated solvents. They reported that temperature-gradient-driven 

Marangoni instability is hardly responsible for the large-scale patterning in 

rapidly evaporating polymer solutions comprising amorphous polymers and 

chlorinated solvents and they finally related the observed patterning to the 

effects induced by gradients of polymer concentration. This implies 

Marangoni instability due to concentration gradients. 

Undeniably, the numerous instability analyses proposed in the previous 

research studies to study the onset of convection have provided the 

opportunity to achieve a wealthy insight in this problem. However, the 

validity of some simplifying assumptions can still be questioned. When a 

thin layer of a polymer solution and a neighboring gas phase, which are 

initially not in equilibrium with respect to one another, are suddenly brought 

into contact, a strong evaporation is expected in the very beginning. This 

results in an important decrease of the liquid solvent concentration at the 

interface. Many studies use a constant diffusion coefficient and a constant 
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dynamic viscosity in the liquid layer, but the importance of the dependence 

with respect to concentration of properties like diffusion coefficient or 

viscosity has been emphasized for instance in [33-35]. The variations of such 

liquid properties with the change of concentration during the evaporation, 

especially at the liquid-gas interface due to the high concentration gradient, 

can truly change the stability threshold. To address this question, the present 

study proposes a model for a horizontal layer of a fluid in the case of a binary 

mixture consisting of a polymer solution, of which solely the solvent 

evaporates into (inert) air. Our model is based on thermodynamic principles 

and the physics of the gas phase and its interactions with the liquid phase is 

also taken into account. In order to assess the importance of the variable 

diffusion coefficient and the variable dynamic viscosity on monotonic 

instabilities, four cases are considered, with combinations of 

constant/variable diffusion coefficients and constant/variable dynamic 

viscosities. Since our model does not neglect the interaction of the polymer 

solution with the gas layer above it, the effect of the gas layer thickness on 

the onset of convection is examined as well. Another interesting new issue 

that has not been well studied in the literature is to analyze the possibility of 

an oscillatory mode of instability during the drying of a polymer solution. 

Indeed, it is well known that polymer solutions can actually be viscoelastic, 

which allows oscillatory modes of instability. Accordingly, we will consider 

a constant value of dimensional relaxation time as well as a relaxation time 

depending on the polymer concentration and analyze the possible associated 

oscillatory instability.   

The general organization of the present study is the following. First, sections 

3.2 and 3.3 provide a mathematical description of our model with the 

boundary conditions, followed by the physical properties in section 3.4. 

Second, the results about the transient reference solution behavior as 
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described by our model are presented in section 3.5. Subsequently, section 

3.6 is concerned with the linear stability analysis for the monotonic and 

oscillatory solutions and then the results of the monotonic solution of the 

linear stability analysis are compared with an experimental result. Finally, 

an approximate model of our stability analysis is carried out in section 3.7 

making use of various simplifications possible within the full model. 

3.2 Model formulation  

The physical system, of which we will study the instability threshold, is 

sketched in Fig. 3-1. It consists of a horizontal layer of a polymer solution 

(thickness 𝑑 ), with a volatile solvent and a non-volatile polymer, placed on 

a horizontal flat solid and non-permeable substrate, and under a layer of inert 

air. The gas layer thickness is here given by 𝐻 𝑑  (𝐻  is the total height 

of the liquid-gas system). The subscript 𝑑 denotes the dimensional character 

of the symbol in view of its later use in dimensionless form. The gas layer 

thickness can be described in the sense of an effective transfer distance, 

above which the bulk of the gas phase is perfectly mixed, allowing to present 

a formal upper virtual boundary (see [36, 37] for more details on this 

approach). A thermodynamic model of the evaporation process is built by 

considering the exchange of solvent with the gas phase. The surface tension 

of the polymer solution is assumed to be sufficiently strong so that 

deformations in the liquid-gas interface from the flat state can be neglected 

(for the interested reader, we refer to [37] for a more detailed discussion 

about the assumption of an undeformable interface, and also about the 

possibility of a long wave-length mode of deformation in the case of very 

thin layers). The density in the gas phase will be assumed to be independent 

of the solvent concentration, due to the relatively low value of this 

concentration. 
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Fig. 3-1. Schematic of the studied configuration. 

3.3 Mathematical model 

3.3.1 Bulk equation  

The densities of the liquid and gas phases are assumed to depend linearly on 

temperature and concentration of the solvent. The corresponding state 

equations are written under the following form: 

𝜌 𝜌 , 1 𝛼 𝑇 𝑇 , 𝛽 𝑐 𝑐 ,   

𝜌 𝜌 , 1 𝛼 𝑇 𝑇 , 𝛽 𝑐 𝑐 ,   
(1) 

In these relations, 𝜌 is the density, 𝑇 is the temperature, c is the mass fraction 

of the solvent, α and 𝛽 are the thermal and the solutal expansion coefficients, 

respectively. The subscripts “l” and “g” stand for the liquid and gas phases 

respectively. The subscript “0” refers to a state with certain reference values 

of the temperatures and mass fractions, here taken to be 𝑇𝑙,0
𝑑 𝑇𝑔,0

𝑑

𝑇𝑎𝑚𝑏, where symbol “𝑎𝑚𝑏” denotes the ambient conditions, 𝑐 , 𝑐 , where 

𝑐  is the initial solvent concentration in the liquid phase (see later), and 𝑐 ,

𝑐 , with 𝑐  an imposed concentration above the aforementioned gas 

transfer distance, which is assumed to be fixed at the top of the gas layer. 

The quantities  𝜌 ,  and 𝜌 ,  are the liquid and gas densities corresponding to 

these temperatures and mass fractions. If the temperature and mass fractions 
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variations with respect to the reference values remain small -and we have 

checked that it is always the case, both in the liquid and in the gas, in the 

situations analyzed later on-, the density changes are also small and the 

Boussinesq approximation can be used to describe the two phases of the 

system [17] In this context, the densities of the liquid and gas layers can be 

replaced by their (constant) reference values 𝜌 ,  and 𝜌 ,  everywhere in the 

equations, except in the buoyancy terms, where they must keep the 

expressions given by Eq. (1). In the following, we will actually do this 

simplification and, to keep the notations as simple as possible, we will 

definitely replace symbols 𝜌 ,  and 𝜌 ,  by 𝜌  and 𝜌  in all future equations. 

During the drying process, the solvent evaporates, which results in a decrease 

of the solvent mass fraction. The decrease of solvent mass fraction leads to 

an increase of the variable diffusion coefficient and of the dynamic viscosity, 

especially close to the liquid-gas interface. When the mass fraction of the 

liquid reaches the so-called “gel point”, the diffusion coefficient strongly 

increases and the dynamic viscosity diverges. The composition dependent 

diffusion coefficient 𝐷 𝑐  for the polymer solution is given by the 

phenomenological expression [38]  

𝐷 𝑐
𝐷 ∅ 𝑐 1 ∅ 𝑐                                                                                 𝑐 𝑐

𝐷 ∅ 𝑐 1 ∅ 𝑐 𝑑∅ 𝑐 1 ∅ 𝑐 ∅ ∅ 𝑐         𝑐 𝑐  
 (2) 

∅ 𝑐  =  (3) 

where 𝐷  is a phenomenological coefficient, 𝜌  and 𝜌  are respectively the 

density of solvent and polymer, ∅ 𝑐  is the solvent volume fraction, 

while ∅  is the solvent volume fraction below which gelation takes place 

(here we will choose 𝑐 0.5012). Based on [38], we consider b=p=3 and 

we also take 𝑑 1000 in order to have a clear gelation transition. It is worth 
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emphasizing that the original composition dependent diffusion coefficient 

provided by [38] is a function of volume fraction and we modified it as a 

function of concentration for the present study. For the variable viscosity as 

a function of concentration, we have used an empirical relation [35]. We 

have also assumed that a similar relation can also be used to describe the 

variable relaxation time that will be introduced in section 3.4 

As mentioned in the Introduction, we will describe the liquid polymer 

solution as a viscoelastic medium. Constitutive equations for such fluids 

have been described in details in the literature and we can refer the interested 

reader for example to [39, 40]. In our approach, we will consider the so-

called Maxwell model, which has already been used in other stability 

analyses [41]. This model introduces a relaxation time 𝜆 , which allows to 

describe the delay that a viscoelastic fluid needs to adapt stress and strain 

rate tensors. Below, the nondimensionalized Maxwell constitutive equation 

is given by Eq. (6). 

We introduce now a Cartesian coordinates system and all the equations are 

non-dimensionalised by appropriate scales. The length scale is taken to be 𝑑 . 

The liquid diffusion time  𝑑 /𝐷  is used as the time scale. It is important to 

stress that the liquid thickness ( 𝑑  is assumed to remain effectively constant 

on the relevant time scales of the problem and we will explain the validity of 

this assumption in section 3.5. The dimensionless temperatures 𝑇  and 𝑇  in 

the liquid and gas are respectively defined by (𝑇 -𝑇 , )/𝜃 and (𝑇 -𝑇 , )/𝜃, 

where 𝜃  is the temperature scale, where, 𝐿 and 𝐶𝑝𝑙 are the latent heat 

and heat capacity of the pure solvent, respectively. The velocity, pressure, 

and stress tensor 𝛕 scales are respectively chosen as 𝐷 / 𝑑 ,  𝜇  𝐷 / 𝑑 , and 

 𝜇  𝐷 / 𝑑   where  𝜇  𝜇𝑙 𝑐𝑙 1 .  
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∇. �⃗� 0  (4) 

⃗
�⃗� .𝛻 �⃗�

𝑆𝑐
 

𝛻𝑝 𝐺𝑎 1 𝑅𝑎 𝐿𝑒 𝑇 1 𝑅𝑠 𝑐 𝑐 1 ∇. 𝛕   
(5) 

𝛕 𝜆
⃗

∇ ∇�⃗� ∇�⃗�    (6) 

�⃗� .𝛻 𝑐 ∇. 𝐷 𝑐 ∇𝑐         

𝐷 𝑐 𝐷 𝑐 /𝐷   

(7) 

�⃗� .𝛻 𝑇 𝐿𝑒 ∇ 𝑇   (8) 

∇. �⃗� 0  (9) 

⃗
�⃗� .𝛻 �⃗� 𝑆𝑐 𝜌 �⃗�𝑝 𝐺𝑎 1 𝜈∇ �⃗�

𝛼𝑅𝑎 𝐿𝑒 𝑇 1 𝛽𝑅𝑠 𝑐 𝑐𝑎𝑚𝑏 1   
(10) 

𝜕𝑐
𝜕𝑡

�⃗� .𝛻 𝑐 𝐷∇ 𝑐  (11) 

�⃗� .𝛻 𝑇 𝐿𝑒 𝜅𝛻 𝑇   (12) 

The symbols 𝑢, 𝑣 and 𝑤 stand for the 𝑥, 𝑦 and 𝑧 velocity field components, 

respectively. Eqs. (4) - (12) contain the following dimensionless numbers:  

𝑆𝑐  , 𝐿𝑒  , 𝐺𝑎  , 𝑅𝑎  , 𝑅𝑠  , 𝜌  ,  

𝜈  , 𝛼  ,  𝛽 , 𝜅  , 𝐷  , 𝜇  ,  𝜆  

where 𝜈   and 𝜈   respectively refer to the kinematic viscosity in 

liquid and gas, and 𝑆𝑐 , 𝐿𝑒 ,  𝜆, 𝐺𝑎 , 𝑅𝑎 , and 𝑅𝑠  are respectively the Schmidt, 

Lewis, dimensionless relaxation time, Galileo, thermal Rayleigh, and solutal 
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Rayleigh numbers in the liquid phase. The symbols 𝜌,𝜈, 𝛼, 𝛽, 𝜅, and 𝐷 denote 

the ratios of the corresponding material properties in the gas to those in the 

liquid. 

3.3.2 Boundary and initial conditions 

The boundary conditions for the liquid layer at the bottom of the liquid (z=0) 

are the following. No slip and a no-flux boundary condition are applied at 

the non-permeable and adiabatic substrate: 

�⃗� 0,      𝛻𝑐 =0,      𝛻𝑇 =0,       (13) 

Concentration and temperature are assumed to be fixed at what we called 

ambient conditions at the top boundary of the gas layer, with soft 

hydrodynamic conditions, i.e. the normal stress being equal to a certain value 

𝑝 , with zero tangential stress. In dimensionless notation, the boundary 

conditions at the top of the gas, i.e. at 𝑧 𝐻, where 𝐻 𝐻 /𝑑  is the total 

dimensionless height of the liquid-gas system, are then 

𝑐 𝑐   ,  𝑇 0 (14) 

𝑤  = 0    (15) 

𝑝 2𝜇 𝑝    (16) 

At the liquid-gas interface, the following conditions are considered. The 

continuity of the temperature and of the tangential velocity components are 

given by: 

𝑇 𝑇  ,    𝑢 𝑢  ,     𝑣 𝑣    (17) 

The energy conservation at the interface implies a balance between the heat 

fluxes arriving from both phases and the latent heat of evaporation [29] 
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𝐽
𝑒𝑙

𝐾        (18) 

where 𝐾 𝑔

𝑙
 , with 𝐾𝑔 and 𝐾  the thermal conductivities of gas and liquid, 

respectively. Considering the tangential stress balance at the interface, it is 

assumed that the dimensional surface tension 𝛾 between the liquid and the 

gas depends linearly on the temperature and on the solvent mass fraction in 

the liquid: 

𝛾 =𝛾 𝛾 𝑇 𝑇 , 𝛾 𝑐 𝑐 , ,       𝛾        

 𝛾         

(19) 

Then, the dimensionless conditions expressing the tangential stress balance 
[29]  at the liquid-gas interface are: 

𝜇 𝜏 𝑀𝑎 𝐿𝑒  𝑀𝑠  = 0 (20) 

𝜇 𝜏 𝑀𝑎 𝐿𝑒  𝑀𝑠  = 0 (21) 

where 𝜏   and 𝜏  refer to the components of stress tensor 𝛕 and  𝑀𝑎

, 𝑀𝑠  are the thermal and solutal Marangoni numbers, 

respectively. 

Considering that the inert gas adsorption in the liquid is negligible, the mass 

flux 𝐽 calculated in both phases at the interface takes the following forms 

[29] 

𝐽    (22) 

𝐽     (23) 
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To describe the local equilibrium at the liquid-gas interface, we use a 

modified Raoult’s law [42]. It is worth emphasizing that the standard 

Raoult’s law [29] is not valid here for polymer solutions due to the fact that 

the polymer molecules are large and have a large molecular weight. 

Therefore we apply a Flory-Huggins adaptation using an exponential factor 

[42]. In terms of the mass fraction, the modified Raoult’s law can be 

rewritten as follows: 

𝑒
|

  

𝑝 | 𝑝 | 𝑒
  

  

𝛿𝑠𝑎   ,          𝑚   

(24) 

where 𝑝  is the total pressure of the gas at the interface, 𝑝 |  is the 

saturation pressure at the interface temperature, 𝑝 | is the saturation 

pressure of the pure solvent (at ambient temperature ), 𝑇  is the ambient 

temperature, R ≈ 8. 31
   

  
 is the universal gas constant, L=3.61 10    

 
  is the 

latent heat of toluene evaporation at 𝑇 , and the symbol “Σ” denotes the 

liquid-gas interface. 𝑀𝑊 ,𝑀𝑊 , and 𝑀𝑊  are the molecular 

weights of the solvent, the polymer, and air, respectively.  

Before evaporation starts, it is assumed that the liquid film is well mixed, 

corresponding to spatially uniform distribution of solvent and polymer in the 

liquid and the corresponding solvent concentration is  𝑐 . The liquid film 

temperature is also initially uniform and fixed at the ambient temperature, 

with 𝑇 𝑧, 0 0. Similarly, in the gas phase, the concentration of the 

solvent and the temperature are also assumed uniform and equal to 𝑐𝑎𝑚𝑏 
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and 𝑇 𝑧, 0 0, respectively. Then, suddenly at 𝑡 0, the two phases are 

brought into contact and evaporation starts with the following initial 

conditions: 

 𝑐 𝑧, 0 𝑐     ,   0 𝑧 1  

 𝑇 𝑧, 0 0      ,   0 𝑧 1  

 𝑐 𝑧, 0 𝑐    , 1 𝑧 𝐻 

 𝑇 𝑧, 0 0     , 1 𝑧 𝐻  

(25) 

3.4 Physical properties 

The model presented above will be solved for the particular case of a 5% 

polyisobutylene (PIB)/95% toluene solution system ( 𝑐 0.95) evaporating 

into air and 𝑐 0. The density of toluene and PIB are respectively 𝜌

867 𝑘𝑔

𝑚3  and 𝜌 917 𝑘𝑔

𝑚3 , the total pressure of the gas is equal to the 

atmospheric pressure, the saturation pressure of toluene at the ambient 

temperature (𝑇 298K) is 𝑝 | 3.95 10 2 atm [43] and 

𝑀𝑊 92.14 10 3 𝑘𝑔

𝑚𝑜𝑙
, 𝑀𝑊 500

𝑘𝑔

𝑚𝑜𝑙
 , 𝑀𝑊 28.97 10 . 

The physical properties of the corresponding fluids are given in Table 3-1 

[43]. 

For the variable viscosity, we have used an empirical relation [35] that we 

have modified and fitted on experimental data for a 5% polyisobutylene 

(PIB)/95% toluene solution [44]. This empirical relation [35] depicts that the 

viscosity diverges when the concentration of polymer reaches the gelation 

concentration. The result of the fitting is shown in Fig. 3-2 and the modified 

expression that we used is given by: 

𝜇 𝜇 1 𝑐 . 𝑒     (26) 
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where 𝜇  and 𝜇  are the dynamic viscosity of liquid phase and pure 

solvent 𝑐𝑙 1 , respectively. 

 

Table 3-1. Physical properties and parameters values of the liquid for a 5 % 

polyisobutylene (PIB)/95% toluene solution (𝑐 0.95) and for the gas layer. The 

ambient conditions are defined by 𝑇 298K and 𝑐 0. 

Physical property 

in the liquid 

Value Physical property 

in the gas 

Value 

𝜌   870   𝜌   1.18   

𝐾  0.142
.

  𝐾  2.62 10
.

  

𝜅   0.97 10   𝜅   2.22 10   

ν   6.3 10   ν   1.58 10   

𝛼   1.07 10 K   𝛼   3.35 10 K  

𝜇   20.8

10 𝑃𝑎. 𝑠  

𝜇   1.85 10 𝑃𝑎. 𝑠 

𝐷   10   𝐷   8.11 10   

𝛽  5.82 10   𝛽   6.86 10   

𝛾   5.4 10     

𝛾   1.19 10
.

    

𝐷   0.2 10   

[45] 
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Fig. 3-2. Dynamic viscosity of liquid phase 𝜇   as a function of polymer concentration 

(𝑐 1 𝑐 . 

As other quantities [46], the relaxation time also diverges at the gelation 

point. Moreover, the relaxation time vanishes for pure solvent, since the 

latter is assumed Newtonian. In other words, the relaxation time is very short 

in normal fluids but increases strongly in polymeric solutions. To take this 

into account, we have introduced the following phenomenological 

expression with exponent 4 to describe the strong variation of dimensional 

relation time 𝜆  with concentration: 

𝜆 𝜆
̃

̃
  (27) 

In this relation 𝜆 0.5 𝑠  is a typical value of the relaxation time, 

corresponding to a solvent concentration 𝑐 �̃� 0.95 [47]. Fig. 3-3 shows 

the increase of the dimensional relaxation time as a function of polymer 

solution. The relaxation time increases fast with increase of polymer 

concentration and eventually becomes infinite. 
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Fig. 3-3. Dimensional relaxation time of liquid phase 𝜆𝑑  as a function of polymer 

concentration (𝑐 1 𝑐 . 

3.5 Transient reference solution 

The reference solution whose stability will be examined is a horizontally 

homogeneous solution with a zero velocity in the liquid. This solution is time 

dependent in our model and consists of diffusive boundary layers that 

develop in the spatially uniform liquid and gas layers. These boundary layers 

correspond to the evolution of the temperature 𝑇   and the solvent mass 

fraction 𝑐  in the liquid phase and to the evolution of the temperature 𝑇  and 

solvent mass fraction 𝑐   in the gas phase, respectively. In the gas, the 

horizontal components of the velocity also vanish, while the vertical one is 

imposed by evaporation (Stefan flow). In the present study, these solutions 

will be obtained numerically as in [48]. For the physical system described in 

section 3.3, the time evolutions of the solvent concentration profile in the 

liquid are presented in Fig. 3-4 for H equal to 2, 11, and 101 (let us remind 

that H is the total dimensionless height of the liquid-gas system). As we 
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already mentioned before, a solutal boundary layer grows into the liquid 

layer as time passes in the beginning. For high H values, the slope of the 

profile is less steep, which means that, as expected, the evaporation rate 

reduces as the gas thickness increases. Note that we have also calculated the 

corresponding results for a constant diffusion coefficient and we have 

observed that the corresponding solutal boundary layer grows slower into the 

liquid layer. In fact, the composition dependent diffusion coefficient 

increases as the solvent concentration decreases during the evaporation 

process, and this explains why the solutal boundary layers grow faster than 

in the case of a constant diffusion coefficient. It is also important to mention 

that due to evaporation, the thickness of the liquid layer decreases in the 

course of time. However, our calculation for the case in which the 

evaporation is the fastest (H=2) revealed that this variation remains very 

small even for the longest time (t=0.015(s)) that will be considered later for 

linear stability analysis, with 𝛿𝑑 0.5% of the liquid thickness 𝑑 . 

Therefore, the thickness can safely be assumed to remain effectively 

constant. We had also observed the same behavior in [48] for very small 

times. 

 

 

 

 



70 

 

 

 

 
Fig. 3-4. The reference solution for the solvent mass fraction in the liquid layer for 

different total thicknesses (H = 2 (up), 11 (middle), and 101 (down)) and for several 

values of the dimensionless time. The variable Z on the horizontal axis is the non-

dimensional vertical coordinate in the liquid layer. 
 

3.6 Linear stability analysis 

To study the linear stability of the reference solution (denoted by the 

subscript “ref”), the time evolution of infinitesimal perturbations with 
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respect to this solution must be analyzed. It should be underlined that we 

have neglected the temporal dependency of the liquid thickness and thus it 

is consistent to neglect the perturbation of the liquid thickness as well. The 

stability analysis is performed in the framework of the so-called “frozen-

time” assumption, also called the quasi-steady state approximation (QSSA 

[49]). This means that the stability analysis of the reference solution is 

performed by assuming that the nonlinear reference profile can be frozen at 

each specified instant before analyzing the time evolution of infinitesimal 

perturbations. This approach has already been used by many studies in the 

context of linear stability analyses (see for instance [29, 43]) and it is worth 

mentioning that it is strictly valid only when the growth rate of the 

perturbations is much larger than the rate of change of the base state whose 

stability is analyzed. Since our base state consists essentially in the 

propagation of diffusive boundary layers from the liquid-gas interface, and 

since this propagation is fast in the first instants after the layers are brought 

into contact, the frozen time assumption is only valid for not too small times. 

This point will be commented in further detail in Section 3.6.3. 

The small perturbations are introduced, both in the liquid and gas phases, by 

writing: 

 𝑐  𝑐 𝑐 ,  𝑇  𝑇 𝑇  

 𝑐  𝑐 𝑐 ,  𝑇  𝑇 𝑇  

 �⃗�  �⃗� �⃗� ,  𝑝  𝑝 𝑝   

 �⃗�  �⃗� �⃗� ,  𝑝  𝑝 𝑝   

 

(28) 

where the primed quantities represent the perturbed variables. These 

decompositions (Eq. (28)) can be introduced in the bulk equations and 

boundary conditions, which are then linearized with respect to the 
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infinitesimal perturbations. The horizontal components of the velocity (𝑢 and 

𝑣) can be eliminated from the equations (by applying ∇ ∇  to the 

momentum equation). Then, a normal mode expansion of the dependent 

variables is introduced as follows: 

𝑐𝑙
′ ,𝑇𝑙

′ ,𝑤𝑙
′ ,𝑝𝑙

′ 𝐶 𝑧 ,𝜃 𝑧 ,𝑊 𝑧 ,𝑃 𝑧 𝑒   (29) 

𝑐𝑔′ ,𝑇𝑔
′ ,𝑤𝑔

′ ,𝑝𝑔
′ 𝐶 𝑧 ,𝜃 𝑧 ,𝑊 𝑧 ,𝑃 𝑧 𝑒   (30) 

where 𝑠 𝜎 𝑖 𝜔 is the complex growth rate of the perturbations and 𝑘  

and 𝑘  are the components of the horizontal wave vector 𝑘 (with the 

wavenumber 𝑘 ≡ 𝑘 𝑘 ), whereas 𝐶, 𝜃, 𝑊, 𝑃 are the complex 

amplitudes of respectively the mass fraction, temperature, vertical velocity, 

and pressure. This eigenvalue problem is solved using a MATLAB code 

which is based on the general code package developed by [50].  

3.6.1 Monotonic mode 

For monotonic solution of the linear stability problem, the frequency 𝜔 is 

considered zero and the marginal stability curves are defined by 𝑠 𝜎 0. 

Before proceeding to the results, let us stress that the liquid thickness 𝑑  will 

be considered as the control parameter. Remind also that this quantity enters 

into the dimensionless formulation through the dimensionless 

numbers 𝑀𝑎, 𝑀𝑠, 𝑅𝑎 , and 𝑅𝑠  [28, 29]. In this context, for a fixed H and at 

a given instant of dimensionless time t (corresponding to a given frozen 

reference profile), the stability analysis consists in determining the function 

𝑑 𝑘  corresponding to a zero-growth rate and to minimize this function with 

respect to the wavenumber k. This procedure provides the critical thickness 

𝑑 𝑡  (and critical wavenumber 𝑘 ) corresponding to the chosen time t. This 

function 𝑑 𝑡  can also be inverted, which allows determining the critical 

time 𝑡 𝑑  at which a layer of thickness 𝑑  becomes unstable. This critical 
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time makes up our main result and is presented in Fig. 3-5 for 𝐻 2 (note 

the logarithmic scales used in the figure).  Let us mention that about 40 points 

have been calculated to draw the curves presented in Fig. 3-5 (or in other 

figures presenting similar results below). It is important to stress that the 

curves are not single-valued since quite often two critical times are 

associated with a given thickness. This point has already been observed and 

discussed in [29], and we refer the interested reader to our previous paper 

[29] on this question. In order to examine the importance of concentration 

dependent diffusion coefficient and viscosity, we have also represented in 

Fig. 3-5 the results corresponding to constant diffusion and/or constant 

viscosity. It is important to note that the constant values of 𝜇   and 𝐷   used 

in the calculations are those corresponding to the initial uniform composition 

of the mixture (𝜇 𝜇 𝑐 0.95 20.8 10 𝑃𝑎. 𝑠 and 𝐷 𝑐 0.95

10   ). 

The solid line in Fig. 3-5 corresponds to a constant diffusion coefficient and 

a constant dynamic viscosity and is strictly equivalent to the results obtained 

in  [29] for a different binary mixture. It is worth emphasizing that there is a 

certain critical liquid thickness (turning point in the curve), below which no 

instability ever occurs (no growing perturbations occur) and for thicknesses 

larger than this critical value, the first unstable state with growing 

perturbation is located on the lower part of the curve. When we consider a 

variable viscosity (Eq. (26)) in comparison with the constant viscosity case 

(solid curve), the fluid layer becomes globally more viscous since 

evaporation increases the concentration of polymer and the critical curve is 

shifted upwards and to the right (dashed curve). For the variable diffusion 

coefficient (empty dashed curve), or when both the viscosity and diffusion 

dependences on concentration are taken into account (dotted curve), similar 

displacements of the stability curve are observed in Fig. 3-5. Increased mean 
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viscosity and/or mean diffusion induced by the evaporation of the solvent 

are thus stabilizing in the sense that for a given fluid thickness, the critical 

time for instability is larger when variable viscosity and diffusion are 

considered. This critical time can even disappear, with an always stable 

layer, when the turning point of the stability curves is displaced to value of 

𝑑  larger than that corresponding to the studied system. 

 
Fig. 3-5. The critical curves for H = 2 for the four cases. 

In the following figures, we have considered only composition dependent 

diffusion coefficient and viscosity and Fig. 3-6 depicts the results 

corresponding to different values of the total height of the liquid-gas system, 

with H = 2, 11, 51, 61, and 101. We observe that an increased 𝐻 makes the 

system more stable since the stability curves are shifted upwards and to the 

right. This is due to the fact that evaporation is reduced and the mass fraction 

gradients at the liquid-gas interface thus decrease. Note also in Fig. 3-6 that 

the turning point on the curves is present for all 𝐻. 

Our results were also compared with the experimental data obtained by 

Doumenc et al. [43]. In this experimental study, polyisobutylene 

(PIB)/toluene solutions were poured in a dish evaporating into air and one 



75 

 

aim of the study was to find out the unstable configurations, i.e. to determine 

which sets of liquid thickness, initial PIB mass fraction, and dimensional 

time are associated with the onset of convection. Moreover, the authors also 

emphasized that the convective patterns, when observed, always appear at 

the very beginning of the drying process. The critical liquid thickness and 

time of convection onset corresponding to the case of a 5% PIB/95% toluene 

solution (𝑐 0.95) are reproduced in Table 3-2. Since evaporation takes 

place in ambient air, we can consider that the value of parameter 𝐻 is large 

in experiments. Considering our Fig. 3-6, we note that the critical time for 

the onset of convection of a thickness of 8 mm is given by 𝑡 =2.23 (s) for all 

𝐻 51, which is quite in the range measured in the experiments of 

Doumenc et al. This agreement is an important validation of our model. Note 

that we have also calculated the critical time for H=101 and the same liquid 

thickness of 8 mm, but considering (a) constant viscosity and diffusion 

coefficient, (b) variable viscosity and constant diffusion coefficient, and (c) 

constant viscosity and variable diffusion coefficient. The results we found 

for these three situations are respectively 𝑡 3.84 10  s , 𝑡 2.26

10  s , and 𝑡 5.36 10  s , which are really much smaller than the 

value given above. This clearly shows the importance of taking into account 

both the viscosity and the diffusion dependences with respect to the polymer 

concentration in order to have an agreement between theory and 

experiments. 

Table 3-2. Data corresponding to an experimental case described in [43]. 

Critical liquid thickness dl =8mm 

Initial PIB mass fraction 5% PIB (𝑐 =0.95) 

Dimensional time (in seconds) corresponding 
to the onset of convection 

t[s]≲10 
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Fig. 3-6. The dimensional critical times as a function of the liquid thickness for    

H = 2, 11, 51, 61, and 101 in the case of variable diffusion coefficient and the 

variable viscosity. The axes are on logarithmic scale. 

Another interesting comparison with the experimental results presented by 

Doumenc et al. in [43] can be obtained by considering the turning points that 

appear in our stability curves. These turning points determine a limit for the 

thicknesses under which no instability ever takes place. In Fig. 3-7, we have 

represented these limit thicknesses in terms of the initial concentration of the 

mixture (note that only the 3 red circles correspond to calculated results, 

while the dotted line is just the link between these points). In the same 

picture, we have also reproduced some information extracted from [43]. 

More precisely, the square dots represent situations provided in [43] for 

which no instability was observed experimentally. Since the dashed line in 

the figure represents the boundary between stable and unstable domains, it 

is worth emphasizing that all the square dots should be located on the left of 

this line, which is indeed the case. Our model thus provides a good 

description of the limit of fluid thickness under which instability is not 

possible. 
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Fig. 3-7. Comparison of theoretical and experimental results in the plane (𝑐 , 𝑑 ) for the 

transition between the ‘‘stable” and ‘‘unstable” domains. Symbol 𝑑  stands for the liquid 

thickness while 𝑐  is the initial liquid mass fraction. For our results, only the red dots 

represent calculated data. 

3.6.2 Oscillatory mode 

When non-Newtonian fluids are submitted to temperature and/or solutal 

gradients, non-monotonic instabilities can occur, as already studied and 

discussed in several papers [41, 51]. Since we consider here a viscoelastic 

Maxwell fluid, this option must also be examined and the possibility of 

oscillatory modes of convection must be analyzed. The marginal state for 

this situation is defined by 𝑠 0 with 𝜔 0. It is worth recalling that the 

liquid thickness 𝑑  is considered here as the control parameter, in terms of 

which our results are presented. Note also that this thickness was used to 

define the time scale needed to deduce the dimensionless equations of the 

problem. Therefore, since the physical dimensional relaxation time 𝜆  given 

by (Eq. (27)) depends only on the nature of the fluid, the value of the 

dimensionless relaxation time 𝜆 changes with 𝑑  in our results. Fig. 3-8 

corresponds to H=101 and shows the critical dimensional time at which the 

oscillatory instability occurs in terms of the thickness of the liquid layer. The 

associated frequency ω(Hz) is also represented. To assess the importance of 

considering a composition dependent relaxation time, we have also plotted 
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in Fig. 3-8 the results for a constant relaxation time, whose value is taken as 

that of the initial uniform mixture (𝜆 𝜆 𝑐𝑖𝑙 0.95 0.5). We observe 

that the two curves are indeed different, even if the effect of a composition 

dependent relaxation time is a bit less important than the corresponding 

effect for viscosity or diffusion coefficient. Then it is important to emphasize 

the appearance of a turning point in the stability curve, as in the case of 

monotonic convection, but this turning point defines here a maximal 

thickness above which no oscillatory instability is possible. Note also that 

this maximal thickness is in the micrometer range, which means that 

oscillatory instabilities are possible only in very thin layers. 

  
Fig. 3-8. The critical curves and corresponding frequencies 𝜔 for the oscillatory motions, 

H = 101. Both a constant (dimensional) relaxation time and a concentration dependent 

(dimensional) relaxation time are considered. 

3.6.3 Comparison of monotonic and oscillatory modes 

Fig. 3-9 is a summary of the stability analysis and presents the critical curves 

for both monotonic and oscillatory modes, considering variable viscosity, 

diffusion coefficient, and relaxation time. The solid curve represents the 

monotonic neutral curve (ω=0) while the dashed curve corresponds to the 

oscillatory instability (ω≠0). As already mentioned above, oscillatory 

instability is possible only in very thin layers (micrometer range), while 

monotonic modes appear in thicker systems (millimeter range). We also 
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observe a window in the values of fluid thickness, determined by the two 

turning points, within which the layer of fluid is always stable. Note also that 

to our knowledge, no experimental results are available regarding the 

oscillatory instability in very thin layer. Finally, let us emphasize that as far 

as the validity of the frozen time assumption is concerned, the smallest 

critical times considered in Fig. 3-9 are of the order of ~10  s. We can then 

check from Fig. 3-4 that for such values of the time, the thicknesses of the 

boundary layers are already rather large and the change of the base state is 

thus not too fast any more.  

 
Fig. 3-9. The dimensional critical times as a function of the liquid thickness for the 

monotonic and oscillatory modes for H = 101. 

3.7 Approximate model 

In the current section, an approximate model of the system is considered, 

which is derived from the complete model mentioned in section 3.3. The 

approximate model is constructed by keeping only the most important 

physical phenomena (from the instability threshold point of view). First, it is 

only the solutal Marangoni mechanism of instability, considered to be the 

predominant one here, that is retained (𝑀𝑠 0, 𝑀𝑎 = 𝑅𝑎  = 𝑅𝑠  = 0). 

Second, we end up with a totally isothermal formulation (the problem for the 

concentration field is decoupled from the thermal one). Third, it is assumed 
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that the gas mass fraction of the solvent is small, 𝑐 ≪ 1, and thus the 

convective effect of the Stefan flow can be neglected in the gas phase. The 

gas phase is thus considered as a purely diffusive medium. The result of the 

approximate model is compared in Fig. 3-10 with the corresponding result 

of the full approach for both monotonic and oscillatory modes, and the 

agreement is seen to be good indeed. From this comparison, it can be 

concluded that the thermal and Rayleigh effects can indeed be neglected and 

the gas phase can actually be considered as a purely diffusive medium for 

the solvent vapor. This also proves that the solutal Marangoni effect is much 

stronger than thermal and Rayleigh effects and is the actual main physical 

mechanism generating the instability. The same conclusion was also 

observed in [29] in the case of evaporation of a binary mixture and in [30] in 

the case of evaporation of a dilute polymer solution. 

 
Fig. 3-10. The critical curves for both monotonic and oscillatory modes for H = 101 

comparing the complete and approximate models in the case of variable diffusion 

coefficient and the variable viscosity. 
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3.8 Conclusion 

Evaporation is a very common phenomenon that takes place everywhere in 

nature and in many industrial processes. Due to the cooling effect, the surface 

of an evaporating fluid induces temperature gradients in the liquid. 

Moreover, when the fluid is a binary mixture of a polymer solution, 

evaporation also induces concentration gradients. Therefore, evaporation can 

actually generate thermo-solutal instabilities in fluid mixtures. In this study, 

we presented a detailed analysis of the onset of convection for a transient 

drying problem for both monotonic and oscillatory solutions. 

When a thin layer of polymer solution and a gas phase, which are not in 

equilibrium with respect to one another, are suddenly brought into contact, a 

very strong evaporation is expected in the very beginning. The resulting 

important decrease of the liquid solvent concentration at the interface could 

thus result in the variation of the viscosity, diffusion and relaxation time with 

the change of concentration, especially close to the liquid-gas interface due 

to the high concentration gradients. We have built a model for the drying 

process of a polymer solution taking into account the physics of the upper 

gas layer and its interactions with the liquid layer and the variation of the 

viscosity, diffusion and relaxation time with the solvent mass fraction. 

For the monotonic mode, we have shown that the concentration dependent 

diffusion and viscosity makes the system more stable, in the sense that the 

critical time for the appearance of convection is larger than the value that 

would correspond to constant properties of the fluid. We have also shown 

that increasing the gas thickness makes the system more stable and, for thick 

gas layers, we have obtained a good agreement between our stability results 

and the experimental work of Doumenc et al. [43]. More precisely, our 

predicted critical time for instability is of the same order as that observed in 
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these experiments. In addition, our description on the limit of fluid 

thicknesses under which no instability ever occurs, which is linked to the 

appearance of a turning point in the stability curves, is also in good 

agreement with observations.   

We have also confirmed that the viscoelastic effect can lead to an oscillatory 

instability, while just a monotonic one would take place in its absence. For 

the oscillatory mode, a turning point also appears in the stability curve, but 

this turning point defines a maximal thickness above which no oscillatory 

instability is possible. This maximal thickness is in the micrometer range, 

which means that oscillatory instabilities are possible only in very thin 

layers. Because of this condition on the thickness, the oscillatory instabilities 

should probably be rather difficult to observe in experiments and have not 

been reported to date. Remind also that the two turning points define a 

window in fluid thicknesses, within which the layer remains always stable. 

Another important result of our analysis is the need to consider concentration 

dependent physical properties for polymer solutions in evaporative 

instabilities. Indeed, strong evaporation induced gradients close to the 

interface importantly modify the viscosity, diffusion coefficient and 

relaxation time of the fluid, which in turn changes notably the instability 

threshold. Finally, the use of an “approximate model” has also enabled to 

demonstrate that the solutal Marangoni mechanism is by far the most 

dominant instability mechanism here and that other small effects (convection 

in the gas, temperature effects, …) can also be safely neglected in the 

description. 
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II  Phase separation in thin evaporating film of a 

partially miscible binary mixture 
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Chapter 4 

 Introduction to papers 3 and 4 

4.1 General context 

Phase separation or demixing often takes place in condensed matter and has 

many applications in metallurgy or other industrial processes related to 

semiconductors, polymers, emulsions, ceramics, biological materials, etc. 

(see for instance the references in [1-3]). As an example, we can mention 

image inpainting, which is the filling in of damaged or missing areas of an 

image with the use of information from surrounding areas [4-6] (Fig. 4-1). 

Its applications include the restoration of old paintings in museums, or the 

removal of scratches from photographs. It is also interesting to mention that 

the growth of cancer cells can also be described as a phase separation 

phenomenon (Fig. 4-2) [7].  

 
Fig. 4-1. Damaged binary image and the solution of Cahn–Hilliard inpainting [4]. 



91 

 

 
Fig. 4-2. a) Evolution of the tumor surface [7], b) Contour plots of nutrient 

concentration evolution [7]. 

One can furthermore cite the fabrication of organic solar cells [8-10], during 

which evaporation removes a solvent from an active layer of a polymer 

solution (Fig. 4-3). This results in concentration changes in the active layer 

that can lead to the phase separation playing directly an significant role in 

determining the final efficiency of the organic solar cell [11].  

From a physical point of view, it is therefore highly desirable to understand 

and have control over how the phase separation occurs in aforementioned 

applications and subsequently evolve. 



92 

 

 
Fig. 4-3. Schematic of the organic solar cell. 

4.2 Thermodynamics of phase separation 

4.2.1 Free energy and phase diagram  

In the context of classical thermodynamic, phase separation of a binary 

mixture is an example of phase transition in multicomponent fluids. This 

phase separation depends on the free energy between the mixed and demixed 

states. Therefore, the free energy function (the potential function) is a 

starting point to describe the mechanism of phase separation. A fourth order 

polynomial potential function and a logarithmic potential function are two 

common types of potential functions [12-15]. A fourth order polynomial 

form is used for a simple binary mixture, in which we have a symmetric 

potential function with two minima giving the same value for the potential. 

In contrast, a logarithmic form is used for a binary polymer blend, in which 

we have an asymmetric potential function, where the two minima correspond 

to different values and describe different degrees of polymerization in the 

polymer blend (see [16] for more details). In this thesis, we used a fourth 

order polynomial form of potential function for our binary mixture. Two 

typical forms of such a potential function, which depends on temperature and 

concentration, are represented schematically in Fig. 4-4-a. An explicit 

expression will be provided in Chapter 6. It is important to emphasize that if 
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the temperature exceeds a critical value 𝑇  (see the case of 𝑇  in Fig. 4-4-a), 

the potential function 𝑓  gives rise to a convex function, with only one 

minimum. Thus, the composition of the mixture tends to this unique value, 

i.e. the mixture becomes homogeneous. But if the temperature is lowered 

below 𝑇  (see the case of  𝑇  in Fig. 4-4-a), the potential function 𝑓  gets a 

double-well structure, allowing the separation of the mixture into two 

distinct phases. In that situation, when the mean concentration of the mixture 

is between the two concentrations ∅  and ∅  corresponding to the minima 

of function 𝑓 , separation occurs in the fluid and two equilibrium phases 

appear, with concentrations ∅  and ∅ , in order to decrease the total free 

energy towards its minimum possible value. 

The behavior of a partially miscible binary mixture in terms of temperature 

and composition can be summarized in a phase diagram, an example of 

which is shown in Fig. 4-4-b. The solid curve is called the “binodal” or the 

“co-existence” curve and it describes the minima of potential function f0 for 

a given temperature. The dotted line represents the “spinodal” curve, which 

bounds the region where the mixture is unstable, and it denotes, for a given 

temperature, the compositions at which the potential function f0 has a 

vanishing second derivative with respect to the composition (
 

∅
0 . 

When the temperature is above the binodal curve, the homogeneous solution 

is stable and no phase separation occurs. If the composition and temperature 

lie in the region above the spinodal curve, but below the binodal curve, the 

homogeneous state is meta-stable. Fig. 4-4-c illustrates the behavior of the 

system in the meta-stable and unstable regions. In the meta-stable region, the 

infinitesimal fluctuations in composition decrease over time and a finite 

amplitude fluctuation is required for the separated phases to form (in Fig. 

4-4-c,  descending the stairs actually needs energy). Therefore, phase 
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separation occurs via nucleation and growth mechanism [17, 18]. Domain 

nucleation requires an energy barrier to be overcome and hence phase 

separation does not occur spontaneously. If the temperature and mean 

composition are below the spinodal curve, the amplification of even very 

small fluctuations will cause the solution to demix spontaneously into two 

phases, with compositions that lie on the co-existence curve [19, 20]. Since 

there is no thermodynamic barrier to phase growth, the phase separation 

occurs spontaneously (in Fig. 4-4-c, falling down the stairs does not need to 

use energy). This process is known as spinodal decomposition. 

 

 
Fig. 4-4. a) Potential function f0 in terms of concentration, for two values of 

temperature (∅  and ∅  represent the equilibrium phase compositions at temperature 

T1; ∅  and ∅  represent the bounds of the unstable spinodal region at temperature T1). 

b) Phase diagram c) Illustration of meta-stable and unstable regions [21]. 
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4.2.2 Cahn-Hilliard equation and dynamics of phase 

separation mechanism 

The phase diagram in Fig. 4-4-b only gives information on the conditions of 

existence of the possible phases, but provides no direct indication on the 

dynamics of phase transitions and their evolution in time when some 

thermodynamic parameters of a system are changed (the temperature and the 

concentration). We know that phase separation is not instantaneous and that 

it is a dynamic phenomenon. In fact, phase separation is a transient and non-

equilibrium process by which an initially mixed state changes to an unmixed 

state. In this subsection, the dynamics of phase separation and coarsening 

phenomena will be described using the Cahn-Hilliard equation, which was 

originally proposed by Cahn and Hilliard in 1958 to investigate phase 

separations in binary alloys [22, 23]. This equation captures how the phase 

or domain will change over time. From a thermodynamic point of view, the 

total free energy of mixture of two fluids can be written in the Ginzburg-

Landau form [3, 14, 24-29]: 

𝐹 ∅,∇∅,𝑇 𝑓 ∅,𝑇
  
𝜀 |∇∅|   (1) 

where 𝑇 is the local liquid phase temperature and ∅ is the concentration of a 

component within a binary mixture. The first term in Eq. (1) is the potential 

function and it depends on the local concentration and temperature. The 

second term in Eq. (1), depends on the concentration gradient, defines the 

diffuse interface between two phases. 𝜀 is the capillary width characterizing 

the thickness of the diffuse interface between the two phases. 

The Cahn-Hilliard equation has been proved to allow the description of 

different phenomena, ranging from nano/microscale precipitation [30, 31] to 

planet formation  [32]. Formally, the Cahn-Hilliard equation is a fourth-order 
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partial differential equation. We start by defining the chemical potential of 

the system. Based on Eq. (1), a generalized chemical potential for a binary 

mixture can be introduced: 𝜇
∅ ∅

∇.
∇∅

 [33-35], where 𝛿/𝛿∅ is 

the functional derivative. In fact, in the presence of a gradient, if we make a 

local change in the composition we also change the local gradient. Therefore, 

we must consider the functional derivative of the total free energy with 

respect to composition. Using Fick’s First Law for the mass flux 𝐽 𝑀𝛻𝜇, 

where 𝑀 is the mobility, which is assumed constant, and the continuity 

equation 
∅

�⃗� ⋅ 𝐽,  the Cahn–Hilliard equation is given by: 

∅
𝑀∇ 𝜇  

     𝑀∇
∅

𝜀 ∇ ∅     

(2) 

When the mixture is suddenly quenched below the spinodal curve, the 

spinodal decomposition occurs in the system.  During this process, matter 

diffuses up toward higher concentrations from lower concentration. In fact, 

this is the opposite of the typical situation, where matter flows from regions 

of high concentration to regions of low concentration. For this reason, this 

process is called ‘‘up-hill’’ diffusion. The phase separation mechanism for 

the spinodal decomposition may be classified into the following three 

regimes: (a) early stage, (b) intermediate stage, and (c) late stage [36-39]. 

These stages are schematically represented in Fig. 4-5. During the early stage 

of spinodal decomposition, the wavelength of the spatial concentration 

fluctuations remains constant and corresponds to the fastest growing 

wavenumber of the unstable domain; however, the wave amplitude of the 

spatial concentration fluctuations (the concentration difference of two 

phases) increases with time. In this stage, the phase separation can be 

described by the linearized Cahn–Hilliard theory [36-40]. The linearization 
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of Eq. (2) with respect the infinitesimal perturbations around the mean 

concentration ∅  within the miscibility gap gives:  

∅
𝑀

∅ ∅
∇ ∅ 𝜀 ∇ ∅   (3) 

with growth rate: 

𝜔 𝑘 𝑀𝑘
∅ ∅

𝜀 𝑘   (4) 

where 𝑘  is the wavenumber and 𝜆 is wavelength of the perturbation. 

The growth of perturbations, which requires 𝜔 𝑘 0, is obtained for: 

𝑘 𝑘
∅ ∅   

(5) 

and has a maximum (dominant wavenumber) at: 

𝑘 𝑘   (6) 

The corresponding maximum growth rate is then:  

 𝜔 𝑘  (7) 

Note that the early stage of spinodal decomposition is usually the most 

difficult to visualize experimentally because it occurs at such a fast rate. 

When the peak compositions approach the coexisting compositions (see 

middle picture in Fig. 4-5), the system enters in the intermediate stage of 

phase separation, during which both the wavelength and the wave amplitude 

of the concentration fluctuations increase with time. Finally, in the late stage, 

the wave amplitude is at its equilibrium composition values and remains 

constant, while the wavelength increases with time due to coarsening. 

In the absence of external surface effects, when a homogeneous binary 

mixture is abruptly cooled to a lower temperature in the unstable region, 
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phase separation can lead to two types of morphology according to the 

average initial concentration. For an off-critical concentration, where the 

average concentration of the binary mixture is not the same as the critical 

concentration (∅  in Fig. 4-4-b), a droplet-type morphology (Fig. 4-6-a) 

forms. On the contrary, the interconnected structure (Fig. 4-6-b) forms when 

the average concentration of the binary mixture is the critical concentration 

[20, 37, 41-43]. In fact, the interconnected type of morphology is dominant 

when there is a symmetry between the two phases. In contrast, the droplet-

type morphology is observed when there is an asymmetry in the two phases. 

It means that the minority/majority phase separates from the 

majority/minority phase. 

 
Fig. 4-5. Schematic representation of spatial concentration fluctuation of one 

component  in the critical mixture at three different stages of demixing: early stage of 
SD, intermediate stage of SD, and late stage of SD. Time evolution of the fluctuation 

within each stage is shown by solid (t1) and dashed (t2) lines (t1 < t2). ∅  and ∅𝛽 are 

the equilibrium concentrations of one component in the coexisting two liquid phases 
[44]. 
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Fig. 4-6. a) Droplet-type morphology, b) Interconnected type of morphology [20]. 

4.3 Phase separation in confined geometries  

The presence of external surfaces which act to confine a binary mixture can 

importantly influence the dynamics of phase separation and, as a 

consequence, the long-term morphology of system. Introducing a confining 

surface into the system can lead to new interactions that occur between the 

components of the mixture and the external surface. This can cause one of 

the 2 separating components to be preferentially attracted to or repelled from 

the surface. This mode of phase separation has been termed surface-directed 

spinodal decomposition and it was first observed experimentally by Jones et 

al. [45]. Further experiments were performed by Krausch et al. [46] in order 

to quantify the growth of the wetting layer during the process of spinodal 

decomposition of a binary polymer mixture. The first theoretical study of 

surface-directed spinodal decomposition using a coarse-grained and 

continuous model was conducted by Puri and Binder [47]. They were able 

to capture the propagation of composition waves but their model predicted 

linear growth of the layers in time. Detailed summaries of the experimental 

aspects of phase separation in confined geometries can be found in the 

review papers by Geoghegan and Krausch [48] and Krausch [49]. The 
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theoretical aspects of this topic are comprehensively reviewed by Puri [50]  

and Binder et al. [51]. 

4.3.1 Phase separation in a thin film 

Thin layer of mixtures is an example of confined geometries commonly 

involved in a number of industrial contexts ranging from semiconductor, 

inkjet printing, and the fabrication of the photoactive layers of polymeric 

organic solar cells devices [9, 52, 53]. In all of these applications, the quality 

of the resulting thin film is directly related to its morphology and 

composition. Consequently, these applications often seek films with specific 

pattern of morphologies that are optimal in some sense. For instance, In the 

case of organic solar cells, the efficiency of the device is directly associated 

with the shape of the interfaces between the polymer structures [11]. Thus, 

the polymers that constitute the photoactive component of the device should 

interpenetrate on nanometer scales to minimize exciton recombination [54]. 

From a practical point of view, it is therefore highly desirable to understand 

and have control over how these structures form and subsequently evolve.  

4.3.2 Evaporation-induced phase separation 

Both temperature and concentration can be changed to move the system in 

the phase space and to induce demixing or phase separation. Phase separation 

induced by a decrease in temperature is known as temperature-induced phase 

separation and is usually performed by cooling down the binary mixture. 

Phase separation can also be induced by a change in the concentrations of 

the different components of a mixture which is known as concentration-

induced phase separation. The effect of temperature or concentration 

gradients on the phase separation of a binary mixture in a thin film has been 

analyzed numerically by Jaiswal et al. [55-57]. They showed that these 

gradients in a thin film result in the creation of a lateral structure (a periodic 
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array of stripes) or a lamellar structure (a bilayer). Evaporation induces both 

concentration and temperature changes in the system simultaneously. 

Several researchers have tried to probe and understand the mechanism of 

phase separation in polymer mixtures (ternary mixtures with two polymers 

and one solvent, or binary mixtures consisting a single polymer and solvent) 

resulting from solvent evaporation. The scientific and industrial relevance of 

the thin evaporating thin film of a mixture motivated a number of recent 

experimental studies. Typically, these experiments involve spin coating of a 

ternary mixture consisting of two polymers that have been blended in a 

common solvent. Dunbar et al. [58] investigated the relationship between the 

initial polymer concentration and the film morphology. Mokarian-Tabari et 

al. [59] showed how different morphologies could be achieved by a 

quantitative control of the evaporation rate. Jaczewska et al. [60] changed 

the solubility parameters through the use of different solvents and polymers 

to exhibit different types of morphology. The results from these experiments, 

along with those of Heriot & Jones [61] indicated that the polymer films 

often take one of two morphologies: either the constituent polymers demix 

and form a bilayer (see Fig. 4-7-a), or they demix to form laterally separated 

domains (see Fig. 4-7-b). The formation of a polymer bilayer is thought to 

be the result of energetic interactions between the substrate and the polymers. 

The bilayer is then a result of one of the polymers being preferentially 

attracted by the substrate, and is also related to a slow evaporation rate that 

suppresses the Marangoni instability, and allows vertical phase separation to 

proceed [59, 61]. As far as the laterally separated or columnar topology 

shown in Fig. 4-7-b is concerned, the proposed interpretation goes as 

follows. The columns are ultimately the result of an initial Marangoni 

instability at the interface between the two separating components [58-60]. 

This instability deforms this interface and causes it to become corrugated. 
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These corrugations then grow in amplitude, until they hit the substrate and 

the free surface of the layer, and thus forms the columns that are observed 

experimentally. Another explanation, related to the lateral structure, is that 

an initial Marangoni instability takes place at the free surface of the layer 

[62, 63]. This instability is believed to trigger the phase separation that 

moves from the free surface of layer towards the substrate. Thus, the columns 

are basically enlarged from the top to the bottom. 

 
Fig. 4-7. Typical cross sections of polymer films that are created by spin coating a 

mixture of two polymers, A and B, and a common solvent [59]. The two colors 

represent A-rich and B-rich regions. As the solvent evaporates, the polymers undergo 

phase separation to either form a bilayer (a) or a laterally separated structure (b). 

Numerical investigation of the phase separation in an evaporative film of a 

ternary mixture has been considered by many researchers. Wodo & 

Ganapathysubramanian [64] developped three-dimensional simulations of 

an evaporating blend consisting of two polymers and a solvent that sits on a 

substrate. They examined the effect of different variables such as 

evaporation rate, blend ratio, and solvent type on the morphology evaluation.  

Zoumpouli et al. [65] examined hydrodynamic effects on phase separation 

morphologies developed during solvent evaporation of a three-component 

thin film containing two dissolved polymers and a volatile solvent. They 

explored that the Marangoni hydrodynamic instabilities tend to break the 

lamellar configurations into laterally separated phases. Recently, Negi et al. 

[66] used a numerical model to investigate the microstructure evolution 

during spin-coating by the evaporation of solvent in a ternary mixture. Their 
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simulations showed that depending on the evaporation rate, phase separation 

begins either in the top layers of the thin film or uniformly across the 

thickness of the drying film. In the case of evaporative thin film of a binary 

mixture, Schaefer et al. [67] have made significant findings regarding the 

phase separation of a binary mixture consisting of a single polymer and 

solvent using two-dimensional (2D) phase field simulations. However, their 

strategy was to investigate the system by solvent removal uniformly from 

the entire simulation domain (in the limit of small Biot numbers). In another 

similar kind of work, Dayal and Kyu [68] analyzed the interplay between the 

dynamics of the phase separation and the evaporation rate and its impact on 

the morphology of a single polymer and solvent in a cylindrical geometry. 

4.4 Research aims of the second part of the thesis 

The evaporation and phase separation phenomena can be further examined, 

in the framework of the thin evaporating film of a binary mixture, by 

computer simulations and different experimental set-ups. The aim of the 

second part of this thesis is to address the two main questions: “How does 

solvent evaporation in a sessile drop of a binary mixture lead to the demixing 

of two phases?” and “How does the competition between evaporation and 

phase separation give rise to the different morphology types in a thin 

evaporating film of a binary mixture?”. 

In Chapter 5, which is a paper published in Colloids and Surfaces A: 

Physicochemical and Engineering Aspects, we present the experimental 

results which have been obtained in a collaboration with the TIPs research 

group in ULB regarding the demixing in the sessile drop. In this experiment, 

we describe different stages of the phase separation during the evaporation 

process. In this work, our aim is to explore how the removal of solvent in 

sessile drop consisting of two partially miscible liquids, maintained initially 
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at room temperature, can give rise to the phase separation of the binary 

mixture. In order to determine the onset of the phase separation, a diffusive 

model for evaporating solvent-solute mixture is developed, taking into 

account the physics of the upper gas layer and its interactions with the liquid. 

Note that we examine the system without considering the phase separation 

between components of the binary mixture. Our model predicts the initial 

conditions for which phase separation will happen in the system as well as 

for which no phase separation will ever take place. 

As discussed in subsection 4.3.2, there are several different mechanisms for 

a ternary mixture that can lead to the different types of morphology (lamellar 

and lateral structures). In Chapter 6, which is a paper submitted in Colloids 

and Surfaces A: Physicochemical and Engineering Aspects, we present a 

detailed analysis regarding the competition between the evaporation and 

phase separation for creating lamellar and lateral structures, which has not 

been examined in the literature. Therefore, we focus on the phase separation 

induced by the evaporation of a binary mixture of partially miscible liquids 

consisting of a solvent and a solute in a two-dimensional thin film of infinite 

horizontal extent. To simplify our study, the hydrodynamic effects and 

convective flow are not modeled and each component of the binary mixture 

is assumed to be equally attracted by the surfaces (substrate and liquid-gas 

interface) with the same strength, leading to a diffuse interface perpendicular 

to the surface upon phase separation. A non-isothermal phase field model 

that describes the dynamics of phase separation is used and, in particular, we 

focus exclusively on the morphology evolution in the system. Having 

established this model, we then examine how the interplay between the 

evaporation rate and the phase separation forms different types of 

morphology (bulk, lateral, and lamellar structures). Finally, we present an 
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experimental set-up to display that our simulated morphologies closely 

resemble experimental trends. 
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Chapter 5 

 Paper3: Evaporation induced demixing in binary 
sessile drops 1 

Abstract 

The interplay between evaporation and liquid–liquid phase separation 

(demixing) in binary sessile drops of partially miscible liquids is 

investigated. To determine the onset of the demixing phenomenon, a simple 

model is developed, which predicts a considerable temperature reduction 

(∼20 °C) in the mixture due to evaporative cooling. Temperature reduction 

alongside with the change of composition lead to demixing in the mixtures. 

The model explains why a mixture at room temperature is able to demix, 

whilst the demixing upper critical temperature is at 6.3 °C. Five stages of the 

process are identified and explained. For the cases studied here, once the 

demixing begins through nucleation, a growing fingering pattern is formed 

at the contact line. The length of the fingers and the final area of deposition 

                                           
1 Hosein Sadafi, Ramin Rabani, Sam Dehaeck, Hatim Machrafi, Benoit Haut, Pierre Dauby, Pierre Colinet, Evaporation induced 
demixing in binary sessile drops, Colloids and Surfaces A: Physicochemical and Engineering Aspects, (2020) 125052. 
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increase with the initial concentration. Experimental tests were performed 

using a double telecentric setup.  

Keywords: Phase separation, two-phase, demixing, sessile drop, 
evaporation  
 

5.1 Introduction 

Evaporation of droplets is an attractive topic due to its applications in 

industries such as coating [1], ink jet printing and colloidal particle synthesis 

[2, 3], food production and spray drying [4, 5], DNA sampling [6] and heat 

exchanger technologies [7, 8]. When a drop is not made of a pure liquid, the 

composition change induced by the evaporation can lead to other phase 

change processes. More generally, composition and/or temperature 

variations can indeed trigger transformation of liquid to gel [9, 10], glassy 

state [11, 12] or rigid solid [13, 14]. In certain conditions, the evaporation of 

solution drops is thus coupled with liquid–liquid phase separation (demixing 

phenomenon), a poorly investigated situation, which can be expected to 

result in a complex dynamics.  

For a binary mixture of partially miscible liquids, the “concentration- 

temperature” phase diagram has two regions: a single homogeneous phase 

(stable), which is typically at high temperature and high/low concentration, 

and an unstable zone with phase separation, where at equilibrium, two liquid 

phases eventually coexist. The latter zone usually is located at low 

temperature and intermediate concentrations in the phase diagram. The curve 

separating the two regions is called the coexistence curve [15]. Demixing 

starts by nucleation and growth mechanism or by spinodal decomposition. 

As such, isolated droplets of solute-rich phase with a composition close to 

equilibrium initially appear, and then grow to yield an irregular two-phase 

structure [16]. Liquid-liquid phase separation within an initially stable sessile 
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drop of a binary mixture of partially miscible components may take place via 

two different routes: concentration change to reach a critical value 

(depending on temperature), or a decrease in temperature and consequently 

crossing the coexistence curve. Quenching polymer solutions into the two-

phase region is a well-known mechanism, and is performed by cooling down 

thin films while the concentration of the solute is kept constant. This process 

leads to a spinodal decomposition [17, 18]. As a result, solute-rich droplets 

nucleate, grow and coalesce continuously to reduce the interfacial free 

energy [19]. During the evaporation of ternary Ouzo drops 

(water+oil+ethanol), the local concentration of the volatile component 

diminishes, and oil particles nucleate near the interface [20]. By tracking the 

oil microdroplets using a confocal microscope, Diddens et al. [21] concluded 

that the coalescence of oil microdrops creates a ring around the drop. As the 

density of oil is lower than water, the oil content covers the surface and 

delays the evaporation of water. While focusing on the dynamics of phase 

separation, there is limited information in literature on the onset of demixing 

phenomenon as well as the path to the unstable zone in the phase diagram.  

On the other hand, mixing of two liquids with different surface tension, can 

generate solutal Marangoni effect, which might lead to self contraction [22, 

23] or spreading [24]. Solutal Marangoni flow may also lead to segregation 

at the contact line. Li et al. [25] observed phase segregation at the contact 

line of sessile drops of an aqueous surfactant. Due to the small difference 

between the surface tensions of the two components in the mixture, the 

Marangoni flow was not strong enough to mix liquids and maintain a 

homogeneous state. Thus, the accumulated solute separated from the inner 

liquid, and formed a uniform ring at the contact line. In the presence of a thin 

extrinsic layer of water on the substrate, Troian et al. [26] observed outflow 

of liquid via multiple fingers from the drops of an aqueous solution of 
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surfactant. As the water film around the sessile drop had larger surface 

tension than the solution, the droplet was pulled outwards, yielding a 

fingering pattern at the contact line. Cachile et al. [27] studied the influence 

of concentration and relative humidity on the spreading of sessile drops of 

the binary mixture of Anapoe (surfactant) and ethylene glycol. While normal 

spreading was observed in dry air, above a certain relative humidity a 

dendritic pattern around a main drop was reported. In another study, they 

deposited the binary drops on a thin layer of the solvent spin coated on the 

substrate [28]. They showed that as the thickness of the layer increased, the 

fingering instability was weakened.  

In order to rationalize the interesting observations during evaporation of 

binary mixtures, much effort was devoted over the last decade. Very 

recently, Rabani et al. [29] have presented a thermodynamic 1-D model of 

the evaporation process for a polymer solution in a thin film taking into 

account the physics of the upper gas layer and its interactions with the liquid 

phase. In another work, Mikishev et al. [30] have studied the effect of an 

insoluble surfactant on the thresholds of an evaporative Bénard-Marangoni 

instability in a liquid layer evaporating into air using one-sided model 

formulation, which means that only the lower liquid layer was modelled, 

while the upper gas layer is not described in detail and its influence on the 

liquid is introduced in a phenomenological way, by appropriate boundary 

conditions at the common interface. Rabani et al. [31] performed a linear 

stability analysis within a horizontal polymer solution layer, which 

evaporates into air. Due to the cooling effect, the surface of an evaporating 

fluid induces temperature gradients in the liquid. Moreover, when the liquid 

is a binary mixture of a polymer solution, evaporation also induces 

concentration gradients. Therefore, they showed that evaporation can 

generate thermo-solutal instabilities in liquid mixtures. In another work, 
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Doumenc et al. [32] carried out a linear analysis to determine the stability 

conditions of the thermal Rayleigh-Bénard-Marangoni problem in the drying 

a polymer solutions. In the case of evaporation and phase separation, 

Zoumpouli et al. [33] examined numerically the effects of hydrodynamics 

on phase separation morphologies developed during the evaporation of a thin 

film containing a mixture of two polymers and a solvent. Another analysis 

of an evaporating and demixing fluid layer is presented by Cummings et al. 

[34]. In their study, a thermodynamic derivation of the equations is proposed 

for a mixture of two polymers and a solvent. 

The main objective of this article is to investigate the demixing phenomenon 

induced by the evaporation of sessile drops of binary mixtures of partially 

miscible liquids. While ternary mixtures have attracted many researchers 

[20, 21, 33, 34], to our knowledge, literature lacks fundamental studies on 

sessile drops of binary mixtures. This article tackles the physical process 

during evaporation and demixing of such droplets, and explains the 

conditions under which demixing may take place in them. The focus is on 

the case when a volatile liquid is mixed with another liquid of negligible 

volatility. In contrast to several studies that considered the phenomenon to 

be isothermal [35, 36], we take the change of temperature into account and 

its importance is investigated. The possibility of demixing via simultaneous 

change in temperature and concentration induced by evaporation is analyzed 

both experimentally and theoretically. Moreover, the complex interplay 

between the two phase change mechanisms (evaporation and demixing) at 

the gas-liquid interface is studied. Different stages of demixing and the role 

of initial concentration of the less volatile component on the spreading are 

investigated. The experimental results alongside with a theoretical model 

contribute to a better understanding of demixing phenomenon in evaporating 

sessile drops. 
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5.2 Method and materials 

The spreading and evaporation of sessile drops of a binary mixture is studied. 

The components are partially miscible and there is a considerable gap 

between their volatility. The liquids studied in this work are n-hexane and 2-

(2-Ethoxyethoxy)ethanol, also known as Diethylene Glycol Monoethyl 

Ether (DGME), used as purchased from Sigma–Aldrich company. Table 5-1 

lists the physical properties of the liquids. The studied mixtures are insoluble 

in water, thus hygroscopicity effects are neglected in this research.  

For partially miscible mixture of DGME and n-hexane, the mixed (stable) 

and demixed (unstable) zones are separated by the coexistence curve shown 

in Fig. 5-1-a [37]. This curve is a relationship between temperature and 

composition. The horizontal axis is the volumetric concentration of DGME, 

and the vertical axis is the temperature of the mixture. In Fig. 5-1-a, any state 

of hypothetically on the dotted line is at an equilibrium between points A 

(DGME-rich phase) and B (n-hexane-rich phase). 

The droplets were deposited on 500 μm thick glass substrates. To observe 

the demixing induced by evaporation of the binary drops, a double telecentric 

system is used (Fig. 5-1-b). The advantage of this method is its sensitivity to 

the gradients of refractive index, which is useful here as the studied liquids 

have different refractive indices. The indices measured in this study are 

1.375 and 1.427 for n-hexane and DGME, respectively. The setup contains 

two telecentric lenses with pinholes, a digital camera, two mirrors, a light 

source and a sample holder. In addition, to further investigate processes 

occurring inside the mixtures, an inverted manual microscope from Leica 

was used (not shown in Fig. 5-1-b).  
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       Table 5-1. Physical properties of studied liquids. 

Physical property n-Hexane DGME 

Chemical formula C6H14 C6H14O3 

Surface tension, (mN/m) 18.40 31.70 

Molar mass, (g/mol) 86.18 134.17 

Saturation pressure, (kPa) 15 0.02 

Heat capacity, (J/(kgK)) 2260 2168 

Density, (kg/m3) 659 1000 

Kinematic viscosity, (m2/s) 4.56e-7 3.85e-6 

Latent heat of evaporation, 

(kJ/kg) 
365 51 

Thermal conductivity, 

(W/(mK)) 
0.124 0.173 

 

 
Fig. 5-1. a) Experimental coexistence curve of binary mixture of DGME and 

n-hexane [37], b) schematic of double telecentric system in the test rig; light 

source, telecentric lens, two mirrors, sample and sample holder, telecentric 

lens and CCD camera. 
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Surface cleaning significantly affects spreading and final pattern of the 

drops. Therefore, a plasma cleaner was used to remove all unwanted organic 

material from the substrates. To obtain a repeatable behavior, first the glass 

substrates were washed with ethanol and wiped using optical tissues. Next, 

a plasma cleaner was used for 1 min, and finally, the substrate was left to rest 

for 3 min. The tests were performed in different days with room temperature 

between 20 °C and 22 °C, relative humidity between 38% and 44%, and at 

atmospheric pressure. Each test was repeated at least four times. 

5.3 Theoretical modeling 

The purpose of the present section is to use numerical simulations to 

characterize qualitatively how the evaporation of a sessile drop of two 

partially miscible liquids, initially at room temperature (𝑇 =294K), can 

lead to the demixing of the binary mixture. Because the contact angle of the 

sessile droplets considered in our experiments are small (measured value is 

approximately 6.5o), the curvature of the interface remains small. Therefore, 

in a first modelling approach, it is a reasonable assumption to consider that 

the interface remains flat and the system can be described as a thin flat film. 

We do not either consider the pinning of the fluid at the contact line or the 

non-uniform evaporative flux across the drop surface and our model is 

assumed to describe the regions close to the center of the drop. The initial 

thickness of the DGME and n-hexane mixture is estimated by dividing a 

sessile drop volume by its initial wetting area, which gives 0.17 mm.  

Our model considers a 1-D situation for which heat and mass transports are 

purely diffusive in the liquid phase and in the upper gas layer. We will also 

assume that only the “solvent” evaporates into air, while the total amount of 

“solute” in the liquid layer remains unchanged. 
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Table 5-1 shows that the density, heat capacity and heat conductivity of the 

2 components of our mixture are not too different. For this reason, we will 

consider in our approach that the values of these properties are not 

substantially modified by the evaporation induced concentration changes in 

the mixture and can thus be considered as concentration independent during 

the time evolution of the system. We will also assume that the cooling effect 

of evaporation does not modify the thermophysical properties of the mixture. 

Under these hypotheses, the dimensional form of the temperature and 

concentration equations in the substrate, liquid and gas phases are given by 

[29, 38]: 

𝐷     (1) 

and for temperature in the substrate, gas and liquid phases by [38]: 

𝜅     (2) 

where T, c, D and κ are the temperature, concentration, diffusion coefficient 

and the thermal diffusivity, respectively. The diffusion coefficient in the 

liquid binary mixture and in the upper gas (n-hexane vapor and air) are 

4 10  (self diffusion) [39] and 2 10  (calculated using the 

procedure given by [40]), respectively. Due to the small amount of n-hexane 

in the upper gas, thermal diffusivity in this phase is assumed to be equal to 

that of air (2.22 10  ) [15].  

5.3.1 Boundary and initial conditions 

At the bottom of the substrate where z=0 (see Fig. 5-2), that heat transfer 

through the impermeable wall is described by Newton's law of cooling. The 

corresponding boundary conditions can thus be written as [38]: 
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𝛽𝑠
𝜕𝑇𝑠
𝜕𝑧

ℎ𝑎𝑚𝑏 𝑇𝑎𝑚𝑏   𝑇𝑠|   (3) 

where β and h are the thermal conductivity and the heat transfer coefficient, 

and the subscripts “s” and “amb” stand for the substrate and ambient, 

respectively. 

 
Fig. 5-2.Thin film assumption for the model; the binary solution is initially fully 

mixed. z direction is perpendicular to the substrate and solution. 

At the substrate–liquid interface (z=hs), the following conditions are 

considered for an impermeable substrate-liquid interface [38]: 

𝑇 𝑇     ,  𝛽 𝛽   ,    =0 (4) 

where subscript “l” stands for the liquid phase. At the liquid-gas interface 

(z=hs+hl), the continuity of temperature imposes that Tg=Tl, where the 

subscript “g” corresponds to the gas phase. The energy conservation imposes 

also that [38] 

𝐽𝐿 𝛽 𝛽      (5) 

where 𝐽 and L are the evaporation rate and the latent heat of the solvent, 

respectively. Considering that the inert gas adsorption in the liquid is 

negligible, the mass flux 𝐽 calculated for each phase at the interface will be 

[29]: 

𝐽   (6) 
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where ρ is density. Subsequently, the decrease of the fluid layer thickness 

due to evaporation is described by [29]: 

  (7) 

To describe the local equilibrium at the liquid-gas interface, the Raoult's law 

[41] coupled with the Clausius-Clapeyron's law are used, which gives the 

following relations: 

|
  

𝑝 | 𝑝 | 𝑒   

𝛿𝑠𝑎         𝛿𝑠𝑠   

(8) 

where 𝑝  is the total pressure of the gas at the interface, 𝑝𝑠𝑎𝑡 𝑇𝛴
, is the 

saturation pressure at the interface temperature, 𝑝 |  is the saturation 

pressure of the pure solvent (at ambient temperature), R ≈ 8. 31
   

  
 is the 

universal gas constant, and the symbol Σ denotes the liquid-gas interface. 

𝑀 ,𝑀 , and 𝑀  are the molecular weights of the solvent, the 

solute, and air, respectively. 

At the top of the gas layer, the concentration and temperature are assumed to 

be constant. The associated boundary conditions take then the form: 

𝑐 𝑐   ,  𝑇 𝑇    (9) 

Before evaporation starts, it is assumed that the liquid film is well mixed, 

corresponding to a spatially uniform distribution of solvent and solute in the 

liquid. The liquid film temperature is also initially uniform and fixed at then 

ambient temperature. Similarly, in the gas phase, the concentration of the 
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solvent and the temperature are also assumed uniform and equal to 𝑐  and 

𝑇 , respectively. Then suddenly at t=0, the two phases are brought into 

contact and evaporation starts. 

5.4 Results and discussion 

5.4.1 Onset of demixing 

The model presented in Section 5.3 has been solved using an explicit 

numerical method on a one-dimensional lattice. It should be noted that for 

each case computed, a mesh convergence test is performed, in which the 

number of points is gradually increased until the solution remains 

unchanged. Thus, 200 nodes in the substrate, 100 nodes in the liquid and 400 

nodes in the gas and a fixed time increment  ∆𝑡 10  s are used. The heat 

transfer coefficient between the liquid and the ambient is taken as 5 W/(m2.K) 

[42]. The physical properties of liquid and gas phases and the substrate are 

given in Table 5-2. 

 

Table 5-2. Physical properties of liquid and gas phases and substrate. 

Physical 

property  
Mixture Gas Substrate 

𝜌 )  689 1.2  3000 

𝛽
.

  0.124 2.6 10   1 

𝜅   8.23 10  2.22 10   4.16 10  

𝐷(  4 10   2 10  - 

L(  31390 - - 
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Evaporation is the key phenomenon driving phase separation and affects the 

region in the bulk where phase separation is initiated. When the liquid is 

placed on a glass substrate with a thickness 0.5 mm, the system is at ambient 

temperature. Because this temperature is above the upper critical temperature 

(6.3 °C [37]) of the coexistence curve, the binary liquid is initially perfectly 

mixed. However, the rapid evaporation induces a temperature decrease at the 

liquid–gas interface, together with a decrease of the solvent concentration in 

the upper part of the liquid layer. As a consequence, the representative point 

of the mixture at the interface rapidly approaches the coexistence curve, 

while the bottom of the layer remains at some distance from the miscibility 

gap. Thus, the phase separation occurs first in the upper part of the system. 

As time increases, phase separation subsequently propagates into the depth 

of the film. It is worth mentioning that we observe the same physical 

behavior in the experiment, where the phase separation is initiated at liquid–

gas interface (see Section 5.4.2). The time evolution of the DGME mass 

fraction and liquid temperature at the liquid–gas interface are presented in 

Fig. 5-3-a for the particular case of a 7.5% DGME in n-hexane solution 

system evaporating into air, 𝑐 =0, and for 𝑇 =21 °C, 28 °C, and 35 °C. 

Eliminating the time between the evolution of temperature and concentration 

in Fig. 5-3-a gives the path in the phase-space of the interfacial temperature 

and the mass fraction. The paths corresponding to the 3 temperatures given 

above are described by the colored solid curves in Fig. 5-3-b. The square 

symbols indicate the initial state of the mixture while the circle symbols 

correspond to the crossing of the coexistence curve, i.e. to the onset of 

demixing close to the interface. Due to evaporation, the solvent mass fraction 

changes and a strong cooling occurs at the liquid–gas interface resulting in a 

fast temperature reduction. The two curves corresponding to the initial 

temperatures 𝑇 =21 °C and 28 °C indicate that the temperature reduction 
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and concentration changes make demixing possible, but for the other curve 

demixing does not happen, even if the temperature reduction is significant. 

Another interesting result can be obtained by determining a critical line in 

the phase space, which separates the initial conditions for which demixing 

will occur after some time, from those for which no demixing will ever take 

place. This critical line is represented in Fig. 5-3-b a red dashed curve. 

 
Fig. 5-3. a) Time evolution of temperature (solid lines) and DGME mass fraction 

(dotted lines) at liquid–gas interface, b) coexistence curve and variation of 

temperature and DGME mass faction at interface. Three initial temperatures of 21 °C, 

28 °C and 35 °C are considered. 
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To highlight the importance of the substrate in the calculations, we now 

wonder what is the effect of neglecting its own thermal dynamics. In other 

words, the liquid film and air exchange heat through the substrate, while the 

top boundary conditions remain the same as above. Therefore Eq. (3) is 

replaced by the following: 

𝛽 ℎ 𝑇   𝑇 |     (10) 

The green dash line curve in Fig. 5-4 corresponds to this case. Comparing 

the two critical curves shows that the thermal inertia of the substrate has a 

strong influence on the dynamics of the system. According to Fig. 5-4, 

demixing may take place even at temperatures as high as 340 K when the 

glass substrate is neglected. For the same initial concentration and 

considering the glass in the boundary conditions, the maximum temperature, 

where demixing may happen is 300 K. Thus, the glass substrate acts as a heat 

reservoir that prevents the liquid mixture from significant dropping of 

temperature. 

 
Fig. 5-4. Two critical curves; the limit where demixing occurs. The solid line shows 

the critical curve considering the glass substrate, and the dash line shows the critical 

curve neglecting the glass substrate. 
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5.4.2 Stages of demixing 

Fig. 5-5 shows a sessile drop of a binary mixture of n-hexane and DGME 

(initial volume of 1.5 μl and c0,DGME=2%) on a glass substrate. Fig. 5-5-a 

corresponds to the time of deposition (𝑡∗
,

0, where 𝑡 is time and 

𝑡 ,  is the evaporation time of n-hexane in the bulk liquid observed 

experimentally). The initial radius of the sessile drops shown in Fig. 5-5-a is 

1.93 mm. Next, the first “fingers” around the contact line and isolated micro-

drops within the main drop appear at 𝑡∗∼0.05 (Fig. 5-5-b). Fig. 5-5-c shows 

the system at approximately half of the evaporation time of n-hexane 

(𝑡∗∼0.5). The micro-drops grow in size, coalesce, sediment and form macro-

drops on the substrate. The radius of the macro-drop in the middle of the 

main drop on Fig. 5-5-c is approximately 166 μm. Meanwhile, the DGME 

content is continuously pushed outwards and form fingers around the contact 

line. Finally, Fig. 5-5-d shows the deposition of DGME on the substrate 

when the nhexane content in the n-hexane-rich phase is fully evaporated 

(𝑡∗=1). After this time, the remaining DGME continues to evaporate. 

However, the evaporation time of DGME-rich residue is 1 to 2 orders of 

magnitude larger than that of n-hexane, depending on the initial 

concentration of DGME. 

Because the evaporation rate of n-hexane at the contact line is higher than 

elsewhere in a sessile droplet, the concentration of DGME at this region is 

greater than that of n-hexane. As the surface tension is higher for DGME 

(see Table 5-1), there is a surface tension gradient towards this region, which 

generates a solutal Marangoni flow from the apex towards the contact line. 

It appears that the DGME-rich phase flows outwards in the form of fingers. 

As the evaporation of n-hexane proceeds, more DGME-rich liquid flows 

outwards, resulting in further growth of fingers at the contact line. Even 
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though looking similar, this mechanism is different from the observations of 

Troian et al. [26], where the liquid was pulled outwards and formed a 

fingering pattern at the contact line as a result of an external water film 

around the sessile drop. 

 
Fig. 5-5. Evaporation and demixing in a sessile binary drop of DGME and n-hexane 

with initial concentration of 2% by volume. 

Based on the experimental results of this research using the inverted 

microscope and the double telecentric method, different stages of the process 

can be introduced as follows: 
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1. Pure evaporation: n-hexane evaporates at the contact line and drop surface 

(Fig. 5-6-a). The existence and duration of this stage depend on the initial 

concentration and temperature. 

2. Nucleation: after reaching the coexistence curve, the local concentration 

of DGME at the contact line and drop surface increases, and first micro-

drops nucleate (Fig. 5-6-b and b’). The dark lines in Fig. 5-6-b’ are the 

boundaries of Benard-Marangoni cells. The fingering pattern at the contact 

line appears at this stage. It should be noted that Fig. 5-6-b’ does not 

correspond exactly to the onset of nucleation, but shows a later point where 

the micro-drops are observable using our experimental device. This point 

may be a few seconds after the start of nucleation stage. 

3. Coalescence: the DGME micro-drops coalesce and form larger isolated 

drops (macro-drops) within the main solution sessile drop (Fig. 5-6-c and 

c’). Fig. 5-6-c’ shows a large drop (macro-drop) surrounded by a number of 

smaller drops (micro-drops). 

4. Sedimentation and expanding fingers: as the macro-drops grow in size, 

they fall and sediment on the substrate (Fig. 5-6-d and d’). In Fig. 5-6-d’ the 

large blur droplet that is out of focus is a falling macro-drop, while the plane 

on the surface including the micro-drops is in-focus. Meanwhile, due to 

surface tension difference at the contact line, the DGME content flows 

outwards and the fingers at the contact line expand due to solutal Marangoni 

effect (Fig. 5-6-d”). 

5. Emerging and drying: as the evaporation continues the thickness of the n-

hexane-rich phase decreases and the isolated macro-drops emerge (Fig. 5-6-

e and e’). Then, the n-hexane content in the mixture evaporates and only the 

DGME rich phase remains (Fig. 5-6-f and f’). Finally, the remaining DGME 
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dries out at a much longer time scale compared to the time of evaporation of 

n-hexane. 

 
Fig. 5-6. Stages of demixing in an evaporating sessile binary drop of DGME and       

n-hexane (see text for details): (a) pure evaporation, (b, b’) nucleation, (c, c’) 

coalescence, (d, d’, d”) sedimentation and expanding fingers, (e, e’) emergence of   

macro-drops from the bulk,  (f, f’) final pattern of deposition after full evaporation of   

n-hexane in the bulk mixture (snapshots b’ to f’ correspond to different experimental 

tests using the inverted microscope). 

5.4.3 Influence of the initial concentration on spreading 

Fig. 5-7 shows the final patterns (after full evaporation of n-hexane in the n-

hexane-rich phase, 𝑡∗ =1) for different initial concentrations of DGME. The 

initial volume of all drops ranged between 1.5 and 2 μl. As the initial 

concentration increases, the total area of deposition and the length of fingers 
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rise. To determine the total area the Canny edge detection method [43] is 

used. 

 

Fig. 5-7. Final pattern of sessile binary drops on glass substrate at 𝑡∗ =1, where the n-

hexane content in the bulk liquid is evaporated and a DGME-rich phase is deposited 

on the substrate; initial concentrations of DGME: 0.25%, 0.75%, 2% and 5%. 

Fig. 5-8-a shows the normalized deposition area of sessile drops with 

different initial concentrations of DGME. The vertical axis is the normalized 

deposition area (deposition area divided by the wetted area of the sessile drop 

when fingers form). The horizontal axis is the normalized time, using the 

time when the total n-hexane content in the bulk liquid is evaporated. At this 

point, a still residue of DGME-rich liquid remains behind. The normalized 

total area of deposition increases with the initial concentration of DGME. As 

such, the final normal area of deposition for 3.5% initial concentration is 

approximately 1.9 times its initial wetting area, while this ratio is only 1.1 

for 0.25% initial concentration of DGME. For the initial concentrations of 

up to 1%, it was often observed that before the n-hexane content is fully 

evaporated, the area of deposition slightly decreases after the initial 

dominant rise. One reason for this behavior is the evaporation of ultra thin 

fingers at the border of the deposition area. In contrast to the drops with 

larger initial concentrations, lack of a continuous outwards flow of DGME 
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prevents the fingers to expand. Fig. 5-8-b shows a linear trend between the 

normalized final area of deposition ( ) at 𝑡∗ =1 and the initial 

concentration of DGME binary sessile drops on glass substrates. The slope 

of the fitted line is 0.26. 

 
Fig. 5-8. (a) Normalized wetted area versus dimensionless time; the vertical axis is 

the deposition area divided by the wetted area, and time is non-dimensionalised using 

the time when the total n-hexane content in the bulk liquid is evaporated, (b) normal 

final area of deposition ( ) and normal finger length versus initial concentration. 

Each fingering pattern consists of a main interior area, where is the origin of 

fingers, and an exterior area corresponding the tips of the fingers. To 

determine the length of fingers, the two best circles fitted to the interior area 

and the maximum area of deposition are considered (Fig. 5-7-g). Fig. 5-8-b 

also shows the average length of fingers at 𝑡∗ =1. The finger lengths are 

normalized against the diameter of the main interior area. The normalized 

finger length increases with the initial concentration of DGME. This is 
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mainly because for high concentrations of DGME, we expect a larger surface 

tension difference between the hexane-rich bulk liquid and the DGME-rich 

contact line. Therefore, the continuous Marangoni flow pushing the DGME-

rich content outwards through the fingers is stronger. The finger growth loses 

its axisymmetrical behavior for concentrations larger than 3.5% (final 

deposited DGME-rich phase is not axisymmetric, see Fig. 5-7-d). 

5.5 Conclusion 

The evaporation dynamics of a binary mixture of partially miscible liquids 

is investigated and characterized. Considering sessile drops of such mixtures, 

five stages of the phenomenon are identified including: pure evaporation, 

nucleation, and coalescence, sedimentation, expanding fingers, emerging 

and drying. As the solute has higher surface tension and density than the 

volatile solvent, the fingering pattern develops at the contact line, while 

demixing proceeds through nucleation, growth and coalescence. It is shown 

that the total area of deposition and the finger length increase with the initial 

concentration. We have also proposed a simple numerical model for the very 

first stages of the evolution of the system. This model has allowed 

understanding the large temperature decrease observed in the experiments 

and has also emphasized that for some initial conditions the mixture can 

never reach the miscibility gap. The effect of the change of temperature due 

to evaporation seemed to be quite significant and the temperature drop due 

to evaporation, calculated by the model, explains why a mixture at 21 °C is 

able to demix, whilst the demixing upper critical temperature is at 6.3 °C. 

 

 

 



133 

 

Acknowledgments 

The authors gratefully thank financial support from European Space Agency 

(ESA) and the Belgian Federal Science Policy Office (BELSPO) through 

PRODEX and IAP 7/38 μMAST contracts and Fonds de la Recherche 

Scientifique – F.N.R.S. (PDR - DITRASOL contract T.0123.16 and 

Research Director position of PC). 

5.6 References 

[1] C. Koller, J. Ramm, S. Kolozsvári, J. Paulitsch, P. Mayrhofer, Role of 
droplets and iron on the phase formation of arc evaporated Al–Cr-oxide 
coatings, Surface and Coatings Technology, 276 (2015) 735-742. 

[2] J. Park, J. Moon, Control of colloidal particle deposit patterns within 
picoliter droplets ejected by ink-jet printing, Langmuir, 22 (2006) 3506-
3513. 

[3] B. Sobac, Z. Larbi, P. Colinet, B. Haut, Mathematical modeling of the 
drying of a spherical colloidal drop, Colloids and Surfaces A: 
Physicochemical and Engineering Aspects, 576 (2019) 110-122. 

[4] M. Farid, A new approach to modelling of single droplet drying, 
Chemical Engineering Science, 58 (2003) 2985-2993. 

[5] F. Debaste, V. Halloin, L. Bossart, B. Haut, A new modeling approach 
for the prediction of yeast drying rates in fluidized beds, Journal of food 
engineering, 84 (2008) 335-347. 

[6] W. Wang, J. Lin, D.C. Schwartz, Scanning force microscopy of DNA 
molecules elongated by convective fluid flow in an evaporating droplet, 
Biophysical journal, 75 (1998) 513-520. 

[7] M. Sadafi, I. Jahn, K. Hooman, Cooling performance of solid containing 
water for spray assisted dry cooling towers, Energy Conversion and 
Management, 91 (2015) 158-167. 



134 

 

[8] M. Sadafi, J. Ruiz, M. Lucas, I. Jahn, K. Hooman, Numerical and 
experimental study on a single cone saline water spray in a wind tunnel, 
International Journal of Thermal Sciences, 120 (2017) 190-202. 

[9] A. Oppermann, M. Renssen, A. Schuch, M. Stieger, E. Scholten, Effect 
of gelation of inner dispersed phase on stability of (w1/o/w2) multiple 
emulsions, Food Hydrocolloids, 48 (2015) 17-26. 

[10] T.P. Lodge, A.L. Maxwell, J.R. Lott, P.W. Schmidt, J.W. McAllister, 
S. Morozova, F.S. Bates, Y. Li, R.L. Sammler, Gelation, phase separation, 
and fibril formation in aqueous hydroxypropylmethylcellulose solutions, 
Biomacromolecules, 19 (2018) 816-824. 

[11] J.L. Keddie, R.A. Jones, R.A. Cory, Size-dependent depression of the 
glass transition temperature in polymer films, EPL (Europhysics Letters), 27 
(1994) 59. 

[12] F. Kremer, M. Tress, E.U. Mapesa, Glassy dynamics and glass transition 
in nanometric layers and films: A silver lining on the horizon, Journal of 
Non-Crystalline Solids, 407 (2015) 277-283. 

[13] M. Sadafi, I. Jahn, A. Stilgoe, K. Hooman, Theoretical and experimental 
studies on a solid containing water droplet, International Journal of Heat and 
Mass Transfer, 78 (2014) 25-33. 

[14] M. Sadafi, I. Jahn, A. Stilgoe, K. Hooman, A theoretical model with 
experimental verification for heat and mass transfer of saline water droplets, 
International Journal of Heat and Mass Transfer, 81 (2015) 1-9. 

[15] P. Atkins, J. de Paula, Physical Chemistry, Volume 1: Thermodynamics 
and Kinetics, Macmillan Higher Education2016. 

[16] T. Inoue, Reaction-induced phase decomposition in polymer blends, 
Progress in Polymer Science, 20 (1995) 119-153. 

[17] C.K. Haas, J.M. Torkelson, Two-dimensional coarsening and phase 
separation in thin polymer solution films, Physical Review E, 55 (1997) 
3191. 

[18] S. Jeon, H. Karkhanechi, L.-F. Fang, L. Cheng, T. Ono, R. Nakamura, 
H. Matsuyama, Novel preparation and fundamental characterization of 



135 

 

polyamide 6 self-supporting hollow fiber membranes via thermally induced 
phase separation (TIPS), Journal of Membrane Science, 546 (2018) 1-14. 

[19] C. Martinez-Perez, P. Garcia-Casillas, P. Romero, C. Juárez, C.A. 
Martínez-Villafañe, A.D. Moller, J. Romero-García, Porous biodegradable 
polyurethane scaffolds prepared by thermally induced phase separation, 
Journal of Advanced Materials (Special Edition), 1 (2006) 5-11. 

[20] H. Tan, C. Diddens, P. Lv, J.G. Kuerten, X. Zhang, D. Lohse, 
Evaporation-triggered microdroplet nucleation and the four life phases of an 
evaporating Ouzo drop, Proceedings of the National Academy of Sciences, 
113 (2016) 8642-8647. 

[21] C. Diddens, H. Tan, P. Lv, M. Versluis, J. Kuerten, X. Zhang, D. Lohse, 
Evaporating pure, binary and ternary droplets: thermal effects and axial 
symmetry breaking, arXiv preprint arXiv:1706.06874, (2017). 

[22] A. Benusiglio, N.J. Cira, M. Prakash, Two-component marangoni-
contracted droplets: friction and shape, Soft matter, 14 (2018) 7724-7730. 

[23] Y. Tsoumpas, S. Dehaeck, A. Rednikov, P. Colinet, Effect of 
Marangoni flows on the shape of thin sessile droplets evaporating into air, 
Langmuir, 31 (2015) 13334-13340. 

[24] L. Keiser, H. Bense, P. Colinet, J. Bico, E. Reyssat, Marangoni bursting: 
evaporation-induced emulsification of binary mixtures on a liquid layer, 
Physical review letters, 118 (2017) 074504. 

[25] Y. Li, P. Lv, C. Diddens, H. Tan, H. Wijshoff, M. Versluis, D. Lohse, 
Evaporation-triggered segregation of sessile binary droplets, Physical review 
letters, 120 (2018) 224501. 

[26] S. Troian, X. Wu, S. Safran, Fingering instability in thin wetting films, 
Physical Review Letters, 62 (1989) 1496. 

[27] M. Cachile, A. Cazabat, S. Bardon, M. Valignat, F. Vandenbrouck, 
Spontaneous spreading of surfactant solutions on hydrophilic surfaces, 
Colloids and Surfaces A: Physicochemical and Engineering Aspects, 159 
(1999) 47-56. 



136 

 

[28] M. Cachile, M. Schneemilch, A. Hamraoui, A. Cazabat, Films driven 
by surface tension gradients, Advances in colloid and interface science, 96 
(2002) 59-74. 

[29] R. Rabani, H. Machrafi, P. Dauby, Effect of including a gas layer on the 
gel formation process during the drying of a polymer solution, The European 
Physical Journal E, 40 (2017) 89. 

[30] A.B. Mikishev, A.Y. Rednikov, P. Colinet, Impact of an insoluble 
surfactant on the thresholds of evaporative Bénard-Marangoni instability 
under air, The European Physical Journal E, 40 (2017) 90. 

[31] R. Rabani, H. Machrafi, P. Dauby, Influence of Composition Dependent 
Diffusion Coefficient, Viscosity and Relaxation Time on Evaporative 
Rayleigh-Bénard-Marangoni Instabilities Induced by Solvent Evaporation in 
a Polymer Solution, Microgravity Science and Technology, 31 (2019) 615-
628. 

[32] F. Doumenc, T. Boeck, B. Guerrier, M. Rossi, Transient Rayleigh-
Bénard-Marangoni convection due to evaporation: a linear non-normal 
stability analysis, arXiv preprint arXiv:0911.2088, (2009). 

[33] G.A. Zoumpouli, S.G. Yiantsios, Hydrodynamic effects on phase 
separation morphologies in evaporating thin films of polymer solutions, 
Physics of Fluids, 28 (2016) 082108. 

[34] J. Cummings, J.S. Lowengrub, B.G. Sumpter, S.M. Wise, R. Kumar, 
Modeling solvent evaporation during thin film formation in phase separating 
polymer mixtures, Soft Matter, 14 (2018) 1833-1846. 

[35] C. Schaefer, P. van der Schoot, J.J. Michels, Structuring of polymer 
solutions upon solvent evaporation, Physical Review E, 91 (2015) 022602. 

[36] P. Dayal, T. Kyu, Porous fiber formation in polymer-solvent system 
undergoing solvent evaporation, Journal of applied physics, 100 (2006) 
043512. 

[37] R. Martínez, J.A. Gonzalez, I. Garcia de la Fuente, J.C. Cobos, 
Thermodynamic properties of n-alkoxyethanols+ organic solvent mixtures. 
XIV. Liquid− liquid equilibria of systems containing 2-(2-ethoxyethoxy) 



137 

 

ethanol and selected alkanes, Journal of Chemical & Engineering Data, 45 
(2000) 1036-1039. 

[38] P. Colinet, J.C. Legros, M.G. Velarde, Nonlinear dynamics of surface-
tension-driven instabilities, Wiley-vch Berlin2001. 

[39] Dortmund Data Bank, www.ddbst.com. 

[40] P. Talbot, B. Sobac, A. Rednikov, P. Colinet, B. Haut, Thermal 
transients during the evaporation of a spherical liquid drop, International 
Journal of Heat and Mass Transfer, 97 (2016) 803-817. 

[41] F.-M. Raoult, Loi générale des tensions de vapeur des dissolvants, CR 
Hebd. Seances Acad. Sci, 104 (1887) 1430-1433. 

[42] G. Toussaint, H. Bodiguel, F. Doumenc, B. Guerrier, C. Allain, 
Experimental characterization of buoyancy-and surface tension-driven 
convection during the drying of a polymer solution, International Journal of 
Heat and Mass Transfer, 51 (2008) 4228-4237. 

[43] J. Canny, A computational approach to edge detection, IEEE 
Transactions on pattern analysis and machine intelligence, (1986) 679-698. 



138 

 

 

 

 

 

 

Chapter 6 

 Paper4: Morphology of phase separation during 
the evaporation of a thin film of a partially 
miscible binary mixture 1 

Abstract 

In this paper, we develop numerical and experimental analyses of the 

different morphologies that can be created by the phase separation 

phenomena that are induced by solvent evaporation in a thin film of a 

partially miscible binary mixture. Disregarding hydrodynamic effects, the 

Cahn–Hilliard–Cook and temperature equations are used to describe the 

thermodynamics of non-isothermal phase separation in 2D thin film. 

Numerical simulations are performed to investigate the interplay between 

evaporation and phase separation and we examine the effect of several 

parameters such as the initial thickness of the thin film, or the initial 

temperature and concentration, on the morphology evolution. Interestingly, 

                                           
1 Ramin Rabani, Hosein Sadafi, Hatim Machrafi, Monavar Abbasi, Benoit Haut, Pierre Dauby, Morphology of phase separation during 

the evaporation of a thin film of a partially miscible binary mixture, Colloids and Surfaces A: Physicochemical and Engineering Aspects 

( Submitted). 
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the results show that for moderate evaporation rate, the spinodal instability 

takes place only close to the evaporating interface and that a lateral structure 

is formed. For stronger evaporation, the spinodal instability does not occur 

at the liquid-gas interface and a lamellar structure is created. Our 

experiments are carried out in a Hele-Shaw cell and nicely confirm the 

numerical results.  

Keywords: thin film, partially miscible binary mixture, evaporation, phase 

separation morphology, lateral and lamellar structures, coalescence 

6.1 Introduction  

6.1.1 Physical concept of phase separation 

Phase separation takes place in many industrial processes related to 

semiconductors [1, 2], binary alloys [3, 4], polymer blends [5, 6], … For a 

binary mixture of partially miscible liquids consisting of a solvent and a 

solute, demixing is associated with a “miscibility gap” in the phase diagram 

of the mixture (see Fig. 6-1). This phase diagram has three regions: the stable 

(mixed), metastable, and unstable (demixed) ones. The phase diagram is 

defined by two curves: the binodal and the spinodal curves. The binodal 

curve defines the boundary between the stable and the metastable regions 

while the spinodal curve is the boundary between the metastable and the 

unstable regions [7, 8]. When the representative point of a mixture crosses 

one of these curves and enters either in the metastable or in the unstable 

region, phase separation occurs. It means that the solution separates to create 

two phases of different compositions. In the metastable region, phase 

separation occurs through nucleation and growth, while spinodal 

decomposition happens in the unstable region [7, 8]. When a mixture is 

suddenly quenched below the spinodal curve, the phase separation 



140 

 

mechanism may be divided into the following three stages: (a) early stage, 

(b) intermediate stage, and (c) late stage [9-11]. In the early stage of the 

spinodal decomposition, the concentration fluctuations are small and weakly 

nonlinear. Therefore, the characteristic wavelength of the domain’s size does 

not change with time while the amplitude of the concentration fluctuations 

increases with time. The phase separation at this stage can be described by 

the linearized Cahn–Hilliard equation [9-13]. In the intermediate stage, the 

concentration fluctuations and the characteristic wavelength both increase 

with time. The nonlinear effects on the time evolution of the concentration 

fluctuations become increasingly important in this stage. As a consequence, 

growth of the concentration fluctuations is governed by a nonlinear time 

evolution equation [9-11]. In the late stage, the equilibrium concentrations 

are reached and the domain size is coarsening without a change in 

concentration, whereas the wavelength increases with time due to coarsening 

[9-11].  

The kinetics of phase separation by demixing has been the focus of many 

theoretical and experimental studies [14-17]. In the absence of surface 

effects, the phase separation of a binary mixture in a bulk can typically 

generate two types of morphologies according to the average concentration. 

If the concentration of the binary mixture is not the critical concentration (i.e. 

if the solvent volume fraction ∅ 0.5,  see Fig. 6-1), a droplet-type 

morphology forms [18-20]. On the contrary, an interconnected-type 

morphology forms for the critical concentration [18-20]. The presence of a 

surface may also alter the morphology type and preferential wetting of the 

surface by one of the components becomes a relevant parameter [21-23]. 
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Fig. 6-1. Binodal and spinodal curves in a phase diagram. ∅  is the solute volume 

fraction. 𝑇 , 𝑇 , and 𝑇  are respectively the liquid phase temperature, the critical 

temperature, and the minimum temperature, which corresponds to ∅  = 0 and ∅  = 1 

in the binodal curve. 

Both temperature and concentration can be changed in the phase diagram to 

induce phase separation (see Fig. 6-1). Phase separation induced by a 

decrease in temperature is known as thermally-induced phase separation and 

is usually performed by cooling down the binary mixture, while the mean 

concentration of the mixture remains constant [24-26]. Phase separation can 

also be induced by a change in the concentrations of the different 

components of a mixture. This process can be performed by directly adding 

some components in the mixture [27, 28]. Evaporation can also induce 

concentration changes in the system, and this phenomenon is the object of 

the present paper. Note however that in this situation, temperature changes 

are also expected because evaporation induces a cooling of the system.  
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6.1.2 Phase separation in a thin evaporating film 

The evaporation of thin films has attracted many interests because it 

commonly happens in natural phenomena and in many industrial processes 

such as drying of paint films [29-31] ink-jet printing [32-34], packaging [35, 

36], heat exchangers [37, 38], and fabrication of solar cells [39, 40]. When a 

thin film consists of a binary mixture of partially miscible liquids, either a 

temperature gradient [41], or a concentration gradient  [42], or both as in the 

case of evaporation [43], can induce demixing. The situation of evaporation, 

which is analyzed in the present paper, provides an example of phase 

separation induced by phase change. The interplay between surface and bulk 

behavior for the phase separation in a thin film can lead to different types of 

morphologies, such as the lateral and lamellar structures [44-46]. The 

lamellar structure is characterized by a horizontal homogeneity and the 

separated phases form superposed layers within the film. On the contrary, 

the lateral structure consists of arrangements of columns, or vertical stripes 

of the separated components. These morphologies occur when altering the 

system characteristics such as the composition [47], or changes in the 

external conditions including the wetting behavior on the surfaces [48] and 

the temperature [24]. These conditions directly control the formation and the 

evolution of the demixing process and thus create the different types of 

morphologies.  

Evaporation induced phase separation in a partially miscible mixture has 

received rather little attention so far in the literature. Zoumpouli et al. [49] 

performed a numerical analysis of the phase separation morphology 

developed in a thin film containing a volatile solvent and two dissolved 

polymers. They modeled the evaporation by a purely empirical model. They 

observed that, for a system with preferential wetting, diffusion alone favors 
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a lamellar structure for the separated phases in the film. However, 

hydrodynamic effects may deform and transform the lamellar structure to a 

lateral structure. Negi et al. [50] developed three-dimensional simulations of 

evaporation-induced phase separation in a polymer solution. They observed 

that phase separation for fast evaporation rates proceeds in an 

inhomogeneous manner, with droplets appearing first at the top of the film. 

For a slow evaporation rate, the solvent has enough time to diffuse from the 

bulk and, thus, phase separation occurs uniformly in the bulk. Another 

analysis of an evaporating and demixing fluid layer is provided by 

Cummings et al. [51]. In this study, a thermodynamic deduction of the 

equations is proposed for a mixture of two polymers and a solvent, but the 

system is assumed isothermal. Some ad hoc coefficients are also introduced 

to describe evaporation. Dayal and Kyu [52] examined numerically the 

competition between the dynamics of phase separation and the rate of solvent 

evaporation and its effect on the morphology of a single polymer-solvent in 

a cylindrical geometry. They observed a skin layer of polymer at the outer 

surface of the cylindrical fiber for fast evaporation, while a porous structure 

was obtained for slow evaporation. Another study of an evaporating and 

isothermal phase separation for a binary mixture consisting of a single 

polymer and solvent is provided by Schaefer et al. [53]. In this study, the 

authors examined theoretically and numerically the impact of the solvent 

evaporation on the dynamics of the isothermal phase separation of a binary 

mixture in order to explain how solvent evaporation affects the appearance 

and development of structural length scales. They solved their model only in 

the limit of small Biot numbers (expressing the ratio between the rate of 

external mass transport by evaporation and internal mass transport by 

diffusion), where the system is uniform along the height of the thin film. In 

the early stages of demixing, they observed a spinodal length scale that 
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decreases with time under the influence of the solvent evaporation. They also 

achieved a good agreement between the theoretical model and numerical 

simulations for the early stages of demixing.   

According to our knowledge and to the literature review presented above, 

demixing in the evaporation process of a thin film of a partially miscible 

binary mixture has been mainly studied in the case of an isothermal situation. 

There is limited information in the literature on non-isothermal demixing 

induced by evaporation, in particular on the path to the unstable zone in the 

phase diagram. In our previous work [43], we analyzed experimentally and 

theoretically the evaporation induced demixing in sessile drops of binary 

mixtures of partially miscible liquids. We proposed a simple model with the 

aim to analyze the influence of the initial conditions on the possible onset of 

demixing (but we did not model the demixing phase separation itself). 

Notably, we showed that demixing can be induced even if the initial 

temperature of the system is above the critical temperature, due to the 

cooling generated by its evaporation.  

6.1.3 Objective of this work 

The main purpose of the present study is to analyze the demixing 

phenomenon induced by the evaporation of a volatile solvent in a two-

dimensional thin film of a partially miscible binary mixture consisting of a 

solvent and a solute (the solute is assumed nonvolatile). The model is based 

on a non-isothermal phase field approach to describe the behavior of phase 

separation in a multicomponent system. Hydrodynamics effects and 

convective flow are not modeled in the present paper and will be considered 

in a future study. Therefore, we focus solely on the diffusive dynamics and 

the morphology evolution in the system. We present and solve a numerical 

model based on the Cahn–Hilliard–Cook and heat transfer equations. We 
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perform numerical simulations to examine  the competition between the 

evaporation and the phase separation and we analyze the role of the initial 

temperature, the initial solvent concentration, and the initial thickness of the 

film. Additionally, we describe an experimental set-up that has been used to 

show that the trends regarding the morphology highlighted by the numerical 

simulations can also be observed experimentally.  

6.2 Methods and model formulation  

In this section, we describe the phase field model and the heat transfer 

equation used to simulate the morphology of phase separation during the 

evaporation of a thin film of a partially miscible binary mixture of solvent-

solute, of which solely the solvent evaporates into an inert gas, air (Fig. 6-2). 

As discussed in the introduction, convection is disregarded in the present 

study. A 2D rectangular domain is considered, with x the horizontal 

coordinate and z the vertical one. 

 
Fig. 6-2. Schematic of the studied configuration. 

6.2.1 Order parameters  

The local composition of the binary mixture can be described by the mass 

fractions of the components 𝐶  and 𝐶  𝐶 1 𝐶 . The subscripts “𝑠𝑣” 

and “𝑠𝑙” stand for the solvent and the solute, respectively. The local 
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composition can also be expressed in terms of the solvent volume fraction 

∅  with   

𝐶
 ∅   

 ∅  ∅
  (1) 

where 𝜌  and 𝜌  are the densities of the solvent and the solute, respectively. 

Since, in our system, we assume that the densities of solvent and solute are 

not too different, C and ∅ are almost identical. Therefore, all equations are 

presented in this paper in terms of the volume fraction ∅. 

6.2.2 Free energy and governing equations 

General theories on phase field models have been developed in several 

papers (see for instance [54-57]) and we recall here the basic ingredients 

only. The free energy density 𝐹 of a non-isothermal mixture of two fluids 

can be written in the Ginzburg-Landau form: 

 𝐹 ∅ ,∇∅ ,𝑇 𝑓 ∅ ,𝑇
  
𝜀 |∇∅ |   (2) 

with 𝑇  the local liquid phase temperature. Note that the superscript “d” 

indicates that the quantity is dimensional. The first term in Eq. (2) is called 

the potential function and it depends on the local concentration and 

temperature. The interfacial energy, described by the second term in Eq. (2), 

depends on the concentration gradient and 𝜀, the capillary width 

characterizing the thickness of the diffuse interface (interfacial thickness) 

between the two phases [58-60]. It is worth mentioning that the interfacial 

thickness may range from 10-9 m up to 10-7 m for two partially miscible 

substances [61-63]. 

We need a double-well potential function in order to describe the possible 

separation of the binary mixture into two distinct phases. For convenience, 

we use the simplest way to describe this double-well potential function and 
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introduce a fourth order polynomial with respect to ∅ , taking the following 

form [64, 65]:  

𝑓 ∅ ,𝑇 2∅ 1  (3) 

where 𝑇 , and 𝑇  are the critical and the minimum temperature, respectively 

(see Fig. 6-1). The minima of the double-well potential function determine 

the concentrations of the separated phases at equilibrium, as functions of the 

temperature, and, subsequently, the binodal curve (see Fig. 6-1). In addition, 

the spinodal curve can be built by plotting, as a function of the temperature, 

the inflection points of the double-well potential function (see Fig. 6-1). 

Based on Eq. (2), the governing equations can be formulated. A generalized 

chemical potential for a binary mixture can be defined: 𝜇 𝛿𝐹/𝛿∅sv, 

where 𝛿/𝛿∅sv is the functional derivative. Using the continuity equation 

∅
�⃗� ⋅ 𝐽 and Fick’s law for the mass flux 𝐽 𝑀𝛻𝜇, where 𝑀 is the 

mobility, which is assumed constant,  the Cahn–Hilliard equation is obtained: 

∅
𝑀∇ 𝜇  

        𝑀∇ 𝜀 ∇ ∅ 2 2∅ 1 2∅ 1    

(4) 

To introduce a possible thermal noise 𝜉  in the description, an additional term 

is added to the equation above and one obtains the Cahn–Hilliard–Cook 

equation  [66]:  

∅
𝑀∇ 𝜀 ∇ ∅ 2 2∅ 1 2∅ 1

𝜎𝜉     
(5) 
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The thermal noise  𝜉  is assumed to obey the fluctuation-dissipation theorem, 

i.e. 〈𝜉 𝑟, 𝑡 〉 0, and 〈𝜉 𝑟, 𝑡 𝜉 𝑟′, 𝑡′ 〉 𝑀∇ 𝛿 𝑟 𝑟′ 𝛿 𝑡 𝑡′  [66, 67]. 

The dimensionless parameter 𝜎 0 describes the strength of this noise. 

Finally, according to Fourier's law, the heat transfer equation in this study is 

expressed by: 

𝜅 ∇ 𝑇    (6)  

where 𝜅  is the thermal diffusivity of the liquid phase. 

6.2.2.1 Boundary conditions 

The boundary conditions for solving Eqs. (5) and (6) are the following. A 

zero-mass flux and an adiabatic boundary condition are applied at the bottom 

substrate. Moreover, we consider that the substrate is neutral with respect to 

the two components of the binary mixture [41, 68], in that there is no wetting 

preference for either of them. These 3 boundary conditions are respectively 

written as: 

𝐧.𝛻𝜇 0    (7) 

𝐧.𝛻𝑇 0  (8) 

𝐧.𝛻∅ 0    (9) 

where n is the unit vector normal to the substrate.  

Considering that the inert gas absorption in the liquid is negligible and that 

only the solvent is volatile, the evaporation flux 𝐽 calculated at the liquid-gas 

interface takes the following form [69-71]: 

𝐧.𝑀𝛻𝜇 𝐽(1-∅  (10) 

where n is the unit vector normal to the gas-liquid interface. 
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Concerning the physics of the evaporation at the interface, we consider a 

simple representation in which the evaporation flux is directly proportional 

to the volume fraction of the volatile component at the liquid-gas interface 

[72-75]:  

𝐽  𝐽 ∅ |  (11) 

where 𝐽  is a global mass transfer coefficient and ℎ 𝑡  is the thickness of 

the liquid layer. 

Assuming that the liquid-gas interface remains flat during the evaporation, 

the time evolution of ℎ 𝑡  due to the evaporation is described by: 

𝐽 ̅ 

𝐽 ̅ =𝐽 ∅  
(12) 

where ∅  and 𝐽 ̅ are the average of the solvent volume fraction and 

evaporation flux at the liquid-gas interface. 

Moreover, we consider that the liquid-gas interface is neutral with respect to 

the two components of the binary mixture and one thus gets a condition 

similar to Eq. (9): 

𝐧.𝛻∅ 0    (13) 

Assuming the characteristic thermal time in the gas is much smaller than in 

the liquid, we can consider that the temperature of the upper gas phase is 

homogeneous, constant and equal to the ambient temperature. Therefore, the 

energy conservation at the liquid-gas interface takes the following form [70, 

71]: 

𝐽𝐿𝜌𝑙 𝛼𝑙
𝜕𝑇𝑙

𝑑

𝜕𝑧
   (14) 
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where 𝜌  and 𝛼  are respectively the density and thermal conductivity of the 

liquid and L is the latent heat of evaporation of the solvent (all these 

parameters are assumed constant). 

Note that we also introduce periodic boundary conditions in the horizontal 

x-direction, in a domain of width equal to 𝑤 (see Fig. 6-2). 

6.2.2.2 Initial conditions 

The initial concentration and temperature fields in the film are assumed 

spatially uniform and chosen in such a way that the system is in the stable 

region (i.e. the representative point is above the binodal curve).  

6.2.3 Non-dimensional equations 

It is convenient to rewrite the equations in a non-dimensional form. The 

following scaling factors are used for this purpose. The length scale is taken 

to be 𝜀 and 𝜀 /𝑀 is used as the time scale. The local dimensionless 

temperatures 𝑇  of the liquid is defined as 𝑇 . In these new units, 

the equations take the form 

∅
∇ ∇ ∅ 2 1 2∅ 1 2∅ 𝑇 𝜎𝜂   (15) 

𝐿𝑒∇ 𝑇   (16) 

where  𝐿𝑒   is a Lewis number and 𝜂  is the dimensionless form of 𝜉 , 

with 〈𝜂 𝑟, 𝑡 〉 = 0 and 〈𝜂 𝑟, 𝑡 𝜂 𝑟′, 𝑡′ 〉 ∇ 𝛿 𝑟 𝑟′ 𝛿 𝑡 𝑡′ . The 

boundary conditions at the bottom are: 

𝐧.𝛻 ∇ ∅ 2 1 2∅ 1 2∅ 𝑇 0 (17) 

𝐧.𝛻𝑇 0  (18) 

𝐧.𝛻∅ 0    (19) 
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At the top, the boundary conditions become:  

𝐧.𝛻 ∇ ∅ 2 1 2∅ 1 2∅ 𝑇  𝑃𝑒∅  (1-

∅  
(20) 

𝑃𝑒∅   (21) 

𝐧.𝛻∅ 0    (22) 

𝛽𝑃𝑒∅    ,  𝛽   (23) 

where ℎ 𝑡  is the dimensionless height of the liquid layer, whose initial 

value is written 𝐻 . 𝛽 is the dimensionless latent heat of evaporation and 

𝑃𝑒 𝐽 /  is a Peclet number. This non-dimensional number allows 

comparing the evaporation with the mobility coefficient, which describes 

both the diffusion when the components are miscible and their separation in 

the miscibility gap. Note that the dimensionless domain width is written W. 

6.2.4 Numerical implementation 

The numerical simulations have been carried out using the commercial CFD 

software COMSOL Multiphysics. This software allows solving any partial 

differential equations (PDE) system using the finite-element method (FEM) 

and adaptive time steps [76]. FEM  has been applied widely for solving the 

Cahn-Hilliard equation [77-79], notably via COMSOL Multiphysics [68, 80-

83], and for investigating solvent evaporation induced phase separation in 

ternary systems [74].  For time stepping, a Backward Differential Formula 

(BDF) method was implemented with time steps taken by the solver [76]. In 

this regard, the solver automatically modifies the time step to satisfy the 

convergence criteria.  
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From a computational point of view, an evaporation process is a problem 

with a moving boundary, since the liquid thickness decreases over time (ℎ  

=ℎ 𝑡 ). COMSOL Multiphysics is able to deal with moving boundaries [84-

86] and the Arbitrary Lagrangian–Eulerian (ALE) module implemented in 

COMSOL Multiphysics was used to manage the moving interface [76]. The 

phase field model and the temperature equation have been coupled with 

moving mesh, allowing an automatic remeshing procedure during the time 

evolution of the physical domain. A mesh-independency test has been 

carried out to determine the optimal number of elements and to ensure that 

the solution is independent of the mesh size. We generated unstructured 

meshes using COMSOL Multiphysics (free triangular meshes) for different 

non-dimensional widths of the elements: 1/3, 1/4, 1/5, 1/6 and 1/8. These 

choices correspond to about 3, 4, 5, 6 and 8 elements across the capillary 

width. In Fig. 6-3, the time evolution of the average value of the solvent 

volume fraction at the liquid–gas interface, for Pe = 0.02, 𝐿𝑒 20, 𝛽 0.4, 

𝜎 0.005, a dimensionless width W = 80 and an initial dimensionless height 

𝐻 = 20, is evaluated for these different meshes. The initial volume fraction 

of the solvent and the initial temperature of the liquid phase are ∅ 0.9 

and 𝑇 0.2, respectively. Our analysis clarifies that decreasing the 

dimensionless size of the elements from 1/4 to 1/8 hardly changes the results. 

Therefore, to minimize the computational time, we carried out the rest of our 

simulations with a dimensionless size of the elements equal to 1/5. 
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Fig. 6-3. Time evolution of the average value of the solvent volume fraction at the 

liquid-gas interface, for different mesh widths. 

6.2.5 Experimental set-up 

To experimentally investigate the mechanism of 2-D phase separation in a 

thin evaporating film of a partially miscible binary mixture, a Hele Shaw cell 

was used with a double telecentric setup, as shown in Fig. 6-4. The Hele 

Shaw cell confines a liquid in a shallow volume with an open upper side. In 

this research, the Hele Shaw cell was built using two Plexiglas plates, and 

the confinement at the bottom and along the lateral sides was realized thanks 

to a thin elastic strip (see Fig. 6-5). To ensure a uniform gap of 1.4 mm 

between the plates, the Plexiglas plates and the elastic band were maintained 

using an aluminum casing and 16 M3 bolts. A LED light (1) passing through 

a telecentric lens (2) goes through the Hele Shaw Cell (4) placed on the 

sample holder (3) as shown in Fig. 6-4. Before being captured by the camera 

(6), the light beam goes through another adjustable telecentric lens (5). The 

two lenses with adjustable openings make the visualization technique very 

sensitive to the change of refractive index, which is relevant here as the 

partially miscible liquids refract light differently.  



154 

 

 

 

Fig. 6-4. Double telecentric setup; 1) LED light source, 2) adjustable telecentric lens 

connected to light source, 3) sample holder, 4) Hele Shaw cell, 5) adjustable telecentric 

lens connected to camera and 6) camera. 

 

Fig. 6-5. Hele Shaw cell. 

The liquids used in this work are n-hexane and 2-(2-Ethoxyethoxy)ethanol, 

also known as Diethylene Glycol Monoethyl Ether (DGME), used as 

purchased from Sigma-Aldrich company. The components are partially 

miscible and there is a considerable difference between their volatility [43], 

which allows considering that only the n-hexane evaporates. The binodal 

curve defining the miscibility gap in the phase space of the two partially 

miscible liquids is available in the literature [87]. 
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Before each test, the Hele Shaw cell was disassembled, washed by ethanol 

and optical tissue and left to dry. The mixture was injected from the bottom 

of the cell using a syringe connected to a Polytetrafluoroethylene tube fixed 

to the cell. The tests were performed during different days at atmospheric 

pressure, for an initial liquid thickness of 10 mm, and with the room 

temperature between 19oC and 21oC. This is above the upper critical 

temperature of the system (6.3oC [87]). The relative humidity of the air was 

between 43% and 52%. Each test was repeated at least three times. The 

distance from the bottom of the Hele Shaw cell to the open air is denoted d 

and this distance has been varied from one test to another in order to change 

the evaporation rate (see below).    

6.3 Results and discussion   

The fluids properties used in the model are those corresponding to our 

experiments and already described previously in [43] (see section 6.3 in [43] 

for more details). They give 𝐿𝑒 20 and 𝛽 0.4 and these two values are 

used throughout this work. Note that we assume that the values of these 

properties are not substantially modified by the concentration and 

temperature changes in the mixture induced by the evaporation and thus that 

they can be considered as constant during the time evolution of the system. 

We consider a noise strength 𝜎 0.005, to make sure that phase separation 

occurs in the system [88]. 

6.3.1 Interplay between the evaporation rate and the phase 

separation  

Evaporation is the key phenomenon driving the phase separation in the 

studied system. Indeed, since the system is initially in the stable region, 

evaporation leads the system to approach the binodal curve by decreasing 
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the temperature and increasing the solute concentration close to the upper 

surface (see Fig. 6-1). Then, the binodal curve, and later the spinodal one, 

are crossed, which makes the system unstable and allows the beginning of 

phase separation. Note that some initial conditions (for instance high 

temperature, see [43] for more details) could prevent the system from 

crossing these curves. In such situations, phase separation does not occur. 

Note also that, depending on the initial temperature and concentration, the 

system will reach the demixing region at different locations in the phase 

diagram (i.e. at different temperature and concentration), and phase 

separation will thus start at a temperature that varies with the initial 

conditions. This point is very important, because it is well known that phase 

separation proceeds faster at lower temperatures, due to the higher driving 

force for phase separation (see [89-91] for more details on the effect of 

different quench depths in the phase separation process).  

For the simulations presented in this section, the computational domain is 

rectangular, with a dimensionless width W = 80 and an initial dimensionless 

height 𝐻  = 20. Fig. 6-6 and Fig. 6-7 describe the interplay between 

evaporation and the phase separation dynamics for an initial solvent volume 

fraction ∅ 0.9 and an initial temperature 𝑇 0.2. Different evaporation 

rates are considered by choosing the following different values of the Peclet 

number: Pe = 0.002, Pe = 0.02, and Pe = 0.08.) 

For Pe = 0.002 (Fig. 6-6), which corresponds to a low evaporation rate, the 

system remains almost vertically uniform and thus the phase separation 

occurs everywhere across the bulk of the thin film when the system enters 

the miscibility gap.  

For Pe = 0.02, which corresponds to a moderate evaporation rate, the liquid 

close to the liquid-gas interface enters the spinodal before the bottom of the 



157 

 

layer (see the time labels in Fig. 6-7-c). For this reason, the spinodal 

instability takes place only in the upper part of the system, which creates a 

lateral structure in the film, characterized by a well-defined wavelength. 

Then as time increases, this lateral structure progressively invades the whole 

thickness of the fluid.  In Fig. 6-7-c, the paths in the phase diagram describing 

the time evolution of the average values of the temperature and of the solute 

volume fraction at the liquid-gas interface and at the substrate are presented. 

We clearly see in this figure that the top of the layer enters the unstable region 

before the bottom of the layer. Moreover, we see that the evolution of the 

average solute volume fraction at the liquid-gas interface and at the bottom 

of the film is not monotonous. Notably, while the bottom of the film is in the 

metastable region, we observe a decrease of the solute concentration there 

(i.e. an increase of the solvent concentration). It is due to the phase separation 

taking place at the top of the layer, transferring some solvent towards the 

bottom of the film.    

Finally, in the case of a “fast” evaporation with Pe = 0.08, phase separation 

appears only in the vertical direction as a result of the concentration gradient 

imposed by the evaporation. The spinodal instability and the resulting 

formation pattern characterized by a typical wavelength do not occur at 

liquid-gas interface and the so-called lamellar morphology is observed, with 

a thin horizontal skin of solute in the upper part of the layer. As evaporation 

continues, the lower part of the layer enters the unstable region                        

(see Fig. 6-7-d) and a spinodal instability takes place in the neighborhood of 

the substrate, similar to the spinodal instability at the liquid-gas interface for 

the lateral structure. Some solvent-rich droplets are formed but they finally 

disappear. 
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Fig. 6-6. Time evolution of the phase separation morphology for Pe = 0.002. 𝐻  = 20, 

W = 80, ∅ 0.9 and 𝑇 0.2 at t = 0. 

 

 
Fig. 6-7. a and b: time evolution of the phase separation morphology. c and d: paths in 

the phase diagram describing the evolution with time of the average values of the 

temperature and of the solute volume faction at the liquid-gas interface and at the 

substrate. Pe = 0.02 and 0.08, ∅ 0.9 and 𝑇 0.2 at t = 0, 𝐻  = 20, W = 80. 



159 

 

Another interesting global indicator of the evolution of the system is the 

evaporation flux Pe ∅ . This quantity, rescaled by Pe, is plotted versus time 

in Fig. 6-8 for three values of the Peclet number: Pe = 0.02, 0.03, and 0.08. 

As expected, the evaporation flux decreases over time due to the removal of 

solvent at the liquid-gas interface. However, the decrease of the evaporation 

flux is not monotonous and some sudden changes are also observed, which 

are emphasized by circles in the figure. These changes are further discussed 

in the next section. 

 
Fig. 6-8. Time evolution of the average evaporation flux at the gas-liquid interface, 

rescaled by Pe, for three values of the Peclet number: Pe = 0.02, 0.03, and 0.08. ∅

0.9 and 𝑇 0.2 at t = 0, 𝐻  = 20, W = 80. 

6.3.2 Beginning of the phase separation  

As already mentioned, the Peclet number is a measure of the competition 

between evaporation and phase separation. The results shown above for 3 

values of Pe clearly emphasize the important role of this parameter on the 

behavior of the system.   

Low evaporation rates have been considered first, with Pe = 0.002. In that 

situation, the system is almost uniform in the vertical direction when it enters 

the unstable region in the phase diagram. For this reason, the spinodal 
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instability takes place through the whole layer at the same time, as observed 

in Fig. 6-6. Note that this expected behavior has already been studied in [53], 

where the isothermal demixing of a polymer-solvent mixture, induced by the 

solvent evaporation, was analyzed at a very low evaporation rate. This slow 

evaporation and the corresponding phase separation are not analyzed further 

in the present paper.  

The case of a moderate evaporation rate, with Pe = 0.02, is described by Fig. 

6-7-a. In this situation, a moderate vertical concentration gradient is present 

in the liquid film. Its upper part enters the unstable region while its bottom 

part is in the metastable region. For this reason, the spinodal instability takes 

place only close to the top surface, which gives rise to the lateral morphology 

that appears in Fig. 6-7-a for t ~ 890. The appearance of this instability is 

also related to a rather sudden decrease of the evaporation rate versus time, 

which is emphasized by Fig. 6-8 for Pe = 0.02 and 0.03 (see the first red 

circle for Pe = 0.02 and 0.03). As already mentioned above, the instability is 

also related to an increase of the solvent concentration close to the bottom 

substrate.   

The Peclet number has also an interesting effect on the wavelength (or 

wavenumber) that characterizes the lateral pattern generated by the spinodal 

instability in the upper part of the system. In our numerical approach, the 

wavelength 𝜆 can be estimated from the number 𝑛 of cells that appear close 

to the interface, with 𝜆 𝑊/𝑛. To have a more precise numerical estimation 

of this quantity, it is of course preferable to decrease the constraining 

influence of the (periodic) lateral boundaries of the layer and we use 𝑊

160 for the results presented in the present discussion. Using the same initial 

conditions as previously (𝐻  = 20, ∅ 0.9 and 𝑇 0.2), we consider 

three values of the Peclet number, Pe = 0.02, 0.03, and 0.04, and the 

associated patterns observed right after the instability are represented in Fig. 
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6-9. The numbers of cells are respectively 12, 14 and 15, which emphasizes 

that the increase of the Peclet number (i.e. of the evaporation rate) 

corresponds to an increase of the observed wavenumber.  

 
Fig. 6-9. Phase separation pattern for three different values of the Peclet number: Pe = 

0.02, 0.03, and 0.04. ∅ 0.9 and 𝑇 0.2 at t = 0, 𝐻  = 20, W = 160. 

To understand this behavior, it is worth recalling briefly the linear Cahn–

Hilliard theory of spinodal instability in quenching experiments [13, 92, 93]. 

When a system is suddenly quenched into the miscibility gap, a band 0,𝑘  

of wavenumbers becomes unstable, with:  

𝑘
∅

  (24) 

Remember also that the dominant wavenumber 𝑘 , and its growth rate 𝜔 , 

which is the maximum value over the unstable band, are given by: 

𝑘 𝑘      𝜔 𝑘  (25) 

The situation analyzed in our work is of course more complex than 

quenching, notably because the entrance in the miscibility gap is progressive. 

Since the instability takes place close to the upper surface, we consider the 

average temperature and concentration at the interface as global indicators 

of the state of the system. When the representative point given by these 

indicators is below the spinodal curve, one can consider that they define 

unstable bands of wavenumbers, but these are now time-dependent because 

evaporation let the indicators move inside the miscibility gap. When the 
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system crosses the spinodal curve on the left (see Fig. 6-7-c), the band has 

first a zero width. Then, as time passes, the width of the unstable band 

increases, and the corresponding 𝑘  and 𝜔  also increases, until the system 

reaches the critical concentration ∅ 0.5. Besides this point, 𝑘 , 𝑘  and 

𝜔  start to decrease.  

Fig. 6-10 shows the time evolution of  𝑘  and 𝜔 , calculated using Eqs. (24) 

and (25) and the average temperature and concentration at the interface, for 

the three Peclet numbers Pe = 0.02, 0.03, and 0.04. It is interesting to stress 

that the curves corresponding to the 3 values of Pe are quite similar, except 

that the time scale is shorter for large Pe, as expected. In particular, note that 

the time interval ∆𝑡 between the crossing of the spinodal and reaching the 

critical concentration ∅ 0.5 decreases when the evaporation is stronger. 

Note also that these time intervals are larger than the typical growing time 𝜏 

of the perturbations, which can be estimated by calculating 2𝜋 divided by 

the maximum value of 𝜔  in Fig. 6-10, which gives 𝜏 17. As a result, 

larger wavenumbers will be excited and amplified by larger evaporation 

rates, as observed in Fig. 6-9.  

 
Fig. 6-10. Growth rate and wavenumber for the average values of the solvent volume 

fraction and the temperature at the liquid-gas interface and for Pe = 0.02, 0.03, and 

0.04. 𝐻  = 20, W = 160, ∅ 0.9 and 𝑇 0.2 at t = 0. 
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Finally, a Peclet number equal to 0.08 corresponds to a large evaporation 

rate. In that situation, Fig. 6-7-b shows that the phase separation occurs only 

in the vertical direction, as a consequence of the vertical gradient imposed 

by the evaporation. No spinodal instability appears in the upper part of the 

system when it enters the unstable region and a so-called lamellar 

morphology is created. Note that this layered morphology was also observed 

in [52] for the isothermal phase separation induced by a fast solvent 

evaporation of a single polymer-solvent binary mixture in a cylindrical 

geometry. This behavior can be explained as follows. First, it is interesting 

to note generally that a spinodal instability close to the upper surface induces 

the development of horizontal concentration gradients. Since the evaporation 

flux is proportional to the solvent concentration at the interface, the 

evaporation then reduces the horizontal concentration gradients between the 

solvent-rich and solute-rich areas and thus participates in the damping of the 

perturbations. This argument clearly emphasizes the competition between 

separation and evaporation and the important role of the Peclet number. It is 

also interesting to note the rather complex role played by evaporation in the 

phenomenon under analysis. On the one side, evaporation brings the fluid in 

the demixing area, which allows for the spinodal instability, and it is worth 

noting that the path in the phase space depends only slightly on the Peclet 

number, i.e. on the intensity of the evaporation. On the other side, 

evaporation can damp the perturbations generated by the instability and, if 

Pe is large enough, this damping can finally prevent the appearance of the 

lateral morphology, which allows understanding the lamellar morphology 

for Pe = 0.08. Using again the linear Cahn–Hilliard theory of spinodal 

instability as above provides also another more technical explanation for the 

behavior corresponding to large evaporation rates. In Fig. 6-11, the time 

evolution of  𝑘  and 𝜔  for Pe = 0.08 is given and the corresponding typical 
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growth time of the perturbation is 𝜏 19. Since this time is larger than the 

time interval ∆𝑡 16 between crossing the spinodal curve and reaching the 

critical concentration, one can deduce that the system does not have enough 

time to create the pattern and no spinodal instability occurs in the system. 

 
Fig. 6-11. Growth rate and wavenumber for the average values of the solvent volume 

fraction and the temperature at the liquid-gas interface and for Pe = 0.08. 𝐻  = 20,     

W = 160, ∅ 0.9 and 𝑇 0.2 at t = 0. 

6.3.3 Mid- and long-term evolution of the phase separation 

morphology  

Here, we analyze the mid- and long-term evolution of the system, (far) after 

the beginning of the phase separation, described in the previous subsection. 

We consider only moderate and high evaporation rates, for which phase 

separation starts close to the liquid-gas interface.  

For Pe = 0.02 (moderate evaporation rate), we show the time evolution of 

the morphology and of the evaporation flux in Fig. 6-7-a and in Fig. 6-8, 

respectively. As mentioned in subsection 6.3.2, the first sudden change in 
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the curve describing the evolution with time of the evaporation flux is related 

to the time when the spinodal instability occurs in the system. This 

instability, which is emphasized by the first red circle in Fig. 6-8, close to       

t = 870, is associated with a sudden change of the slope of the curve. A sharp 

decrease of the evaporation flux is then observed, whose duration is of the 

order of the growing time 𝜏 of the instability. Then a second drastic change 

of the slope appears in Fig. 6-8, which is emphasized by the second red circle 

close to t = 900. From that moment, the nonlinear evolution of the phase 

separation pattern takes places and the solute-rich (red) droplets start to grow 

(see the growing red zones in Fig. 6-7-a), while the solvent is rejected 

towards the bottom or between the red drops (see the blue that gets darker 

close to the substrate or between the red zones). During this stage, the 

evaporation flux increases but note that this increase is not completely 

regular because the growth of the solute-rich drops let the red zones touch 

the substrate one after the other. Finally, close to the third red circle in Fig. 

6-8, all the red drops have reached the bottom and a new evolution stage 

starts, with a decreasing evaporation flux. However, it is important to stress 

that this stage of the evolution of the system cannot be studied with our 

model and we have thus stopped the numerical calculations then. More 

precisely, the flat surface assumption would artificially squeeze the “red 

pillars” and prevent a possible dewetting of the substrate and the creation of 

isolated pure solute droplets on the substrate, as observed experimentally in 

[43].  

For Pe = 0.08 (fast evaporation, see Fig. 6-7-b), the evaporation flux 

decreases importantly when the phase separation starts, owing to the lamellar 

structure created by the evaporation induced vertical gradient (see Fig. 6-8). 

Close to t = 320, the lower parts of the layer enter the demixing region and a 

spinodal instability takes place in the neighborhood of the substrate (see also 
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Fig. 6-7-b for t = 326). As a result of this phenomenon, a sudden slope change 

appears in Fig. 6-8 (first red circle) and the evaporation flux starts to increase. 

After some time, the solvent-rich (blue) droplets disappear and the final stage 

of the evolution starts close to t = 350 (second red circle), with only solute-

rich (red) fluid remaining in the system and the progressive evaporation of 

the remaining solvent. 

Another interesting phenomenon that could appear after the spinodal 

instability is the coalescence of solute-rich (red) droplets. In fact, the growth 

of the solute-rich drops takes place both in the vertical and horizontal 

directions and it is easy to understand that if the thickness of the layer is large 

enough, the drops could coalesce horizontally before touching the substrate. 

To illustrate this, we consider the same system as in Fig. 6-7-a (Pe = 0.02, 

initial solvent volume fraction ∅ 0.9 and initial temperature 𝑇 0.2), 

but we use three different initial heights 𝐻 = 20 (the height already 

considered before), 𝐻  = 28, and 𝐻  = 38. The corresponding results are 

presented in Fig. 6-12. For the 3 cases, a lateral structure is created first close 

to the interface. The case 𝐻  = 20 is already discussed above and no 

coalescence is observed before the red pillars are formed. Fig. 6-12 then 

shows that, for 𝐻  = 28, coalescence occurs between some droplets and a 

smaller number of pillars than for 𝐻  = 20 is formed later. Finally, for 𝐻  = 

35 the coalescence of all the drops happens, which gives rise to a secondary 

lamellar structure. The subsequent evolution of this lamellar structure is then 

similar to what is observed in Fig. 6-7-b, with the appearance of a spinodal 

instability close to the substrate, before only solute-rich (red) fluid remains 

in the system. Finally, note that the possibility of coalescence is linked to an 

appropriate relation between the dimension of the drops (i.e. the wavelength 

of the pattern) and the thickness of the layer when the instability takes place. 

Indeed, Fig. 6-12-b (that corresponds to an initial thickness equal to 28) 
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shows the coalescence of drops when the thickness is around 8, which is of 

the order of half the wavelength of the pattern (this wavelength is 160/13 ~ 

13.3, see above). 

 
Fig. 6-12.Time evolution of the phase separation morphology for Pe = 0.02 and for 

three initial dimensionless heights 𝐻  = 20, 28, and 35. ∅ 0.9 and 𝑇 0.2 at      

t = 0, W = 80. 

6.3.4 Influence of the initial conditions on the phase separation 

morphology 

The initial temperature and concentration are parameters that can influence 

the phase separation morphology in the binary mixture. In fact, a change of 

the initial temperature or concentration can lead the system to enter the 

unstable region at different conditions, which can affect significantly the 
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driving force of the phase separation and its competition with the 

evaporation. To emphasize this, we consider two examples in this section. 

First, for Pe = 0.08, we consider a change in the initial temperature with 

respect to the situation in Fig. 6-7-b. In Fig. 6-13, we observe that reducing 

the initial temperature to 𝑇  = -0.3 induces logically an entry in the unstable 

region at a lower temperature, resulting in higher driving force for the phase 

separation. Therefore, the phase separation proceeds much faster and 

eventually overcomes the strong evaporation to form a lateral structure, in 

contrast to what was observed in Fig. 6-7-b, for the same Pe number and 𝑇  = 

0.2. It is also interesting to note that in contrast to what was observed in Fig. 

6-12-a (same initial thickness as in the present situation), coalescence is 

possible here because the wavelength is smaller than in Fig. 6-12-a and also 

because the thickness when the instability takes place is larger (around 9, 

instead of 6).  

The second example consists in changing the initial concentration with 

respect to the case of Fig. 6-7-a  (Pe = 0.02). The corresponding results, for 

an initial concentration for ∅ = 0.85, are represented in Fig. 6-14. They 

show that the reduced initial concentration of the solvent leads to a reduced 

driving force for the separation, when compared to the case with ∅  = 0.9 

as initial value. Consequently, the phase separation is overcome by the 

evaporation and the lateral morphology obtained for ∅  = 0.9 (see Fig. 6-7-

a) is transformed into a lamellar pattern. 



169 

 

 

Fig. 6-13. a: time evolution of the phase separation morphology for Pe = 0.08 and      

𝑇  = -0.3. b: path in the phase diagram describing the evolution with time of the 

average values of the temperature and of the solute volume faction at the liquid-gas 

interface for 𝑇  = -0.3 and 𝑇  = 0.2. 𝐻  = 20, W = 80, ∅ 0.9 (initial value). 
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Fig. 6-14. a: time evolution of the phase separation morphology for initial solvent 

volume fraction ∅  = 0.85. b: path in the phase diagram describing the evolution 

with time of the average values of the temperature and of the solute volume faction at 

the liquid-gas interface for ∅  = 0.9 and ∅  = 0.85. 𝐻  = 20, W = 80, and 𝑇 0.2 at 

t = 0. 

6.4  Experimental results 

In this section, we present the experimental results obtained with the Hele 

Shaw set-up presented in subsection 6.2.5 and compare them with our 

numerical analysis. Since the distance between the plexiglass plates is small, 



171 

 

it is assumed that convection is very weak in the system, which allows the 

comparison with the numerical purely diffusive approach.  Note also that the 

experimental evaporation rate can be changed by varying the thickness d of 

the gas layer above the thin film. In our set up, we consider d = 78 mm and 

d = 32 mm, corresponding to “moderate” and “fast” evaporation rates, 

respectively. In the results presented below, the red and green colors 

correspond to n-hexane-rich and DGME-rich phases, respectively. The 

experiment tests were performed with a liquid at the initial room temperature 

(between 19oC and 21oC). This is above the critical temperature (6.3oC [87]).  

For an initial mass fraction of DGME in the liquid of 8%, the experimental 

results indicate that a moderate evaporation rate (d = 78 mm) leads to the 

lateral structure (Fig. 6-15-a) while a fast evaporation rate (d = 32 mm) 

induces the development of the skin layer (lamellar structure) at the liquid-

gas interface (Fig. 6-15-b). This is in very good qualitative agreement with 

the numerical results discussed earlier.  

Fig. 6-15-a and Fig. 6-15-c compare the time evolution of the phase 

separation for two different initial concentrations of DGME in the solution 

(8% and 12%), in the case of the moderate evaporation rate (d = 78 mm). 

The lateral structure is obtained for the low initial concentration and the 

lamellar structure for the high initial concentration. This is again in 

qualitative agreement with the numerical results presented at the end of 

subsection 6.3.4. 
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                             a 

 

                                 b 

 

                            c 

 
Fig. 6-15. Time evolution of the phase separation for: a moderate evaporation and 8% 

of DGME (a), a fast evaporation and 8% of DGME (b), and a moderate evaporation 

and 12% of DGME (c). 
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6.5 Conclusion 

Thin layers of evaporating binary mixture of partially miscible components 

are commonly encountered in a number of industrial contexts. Therefore, it 

is of great practical interest to further understand the relationship between 

the physical processes that occur during the evaporation process and to 

analyze the morphological changes in the evaporating thin film. In this study, 

we developed a numerical description, based on a non-isothermal diffusive 

phase field model. We also built an experimental framework to study two-

dimensional morphology evolution during solvent evaporation in a thin film 

of a partially miscible binary mixture. Our main findings are the following. 

First, it is worth stressing that the Peclet number, which allows quantifying 

the competition between evaporation and phase separation, is a very 

important parameter of the system. For low Peclet numbers, which 

corresponds to small evaporation rates, demixing occurs throughout the 

whole film at the same time, as the bottom of the layer and its top enter the 

unstable region together. Consequently, a bulk structure is formed. On the 

other hand, for larger values of Pe, i.e. at moderate and high evaporation 

rates, the top of the layer enters the unstable zone before the bottom and a 

vertical concentration gradient is formed. For the moderate evaporation rate, 

the spinodal instability occurs close to the top surface, which results in a 

lateral structure. For high evaporation rates, no spinodal instability takes 

place in the system close to the top surface and a lamellar structure is formed. 

Note that our analysis has also emphasized an interesting effect of Peclet 

number on the wavelength of the lateral structure generated by the spinodal 

instability in the upper part of the system. The results show indeed that the 

increase of the Peclet number (i.e. of the evaporation rate) corresponds to a 

decrease of the observed wavelength. As far as the mid- and long-term 
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evolution of the system is concerned, our main observations are the 

following.  

When a lateral structure is first created close to the surface, we have 

emphasized the possibility of coalescence of solute-rich droplets. This 

coalescence is observed only in thick enough layer, for which the growth of 

the drops can induce their coalescence before these drops reach the bottom. 

It is also interesting to note that more and more drops can coalesce if the 

thickness is larger and finally a lamellar morphology can appear in very thick 

films. We have also emphasized that after the creation of a lamellar structure, 

a spinodal instability can subsequently appear close to the substrate, as a 

result of the bottom part of the film crossing the spinodal curve in the phase 

space. A momentary lateral morphology, made up of solvent rich droplets, 

then appears close to the substrate, but this structure disappears in the long 

term and only solute rich fluid remains in the film. Interestingly, we have 

also shown that the morphology evolution is affected by the initial conditions 

(initial temperature and concentration). In fact, a change of the initial 

temperature or concentration can lead the system to enter the demixing 

region at different locations in the phase diagram, which can affect notably 

the driving force of the phase separation and its competition with the 

evaporation. Finally, we want to stress that our numerical results regarding 

the lateral and lamellar structures were validated experimentally. The 

experimental results showed a very good qualitative agreement with the 

numerical results.  

Let us also recall that our present study was restricted to the study of phase 

separation of a binary mixture in a two-dimensional situation and without 

considering the hydrodynamic effects and the wetting/dewetting behavior 

(or surface preferences) of the two components along the boundaries. It is 

important to mention that these effects could of course play a role in the 
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competition between the different possible morphologies, but the analysis of 

the associated physical mechanisms is postponed to a future work.    
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Chapter 7 

 Conclusion and future work 

In this thesis, we explored several problems which provide a better 

understanding of the couplings that exist between convective instabilities, 

evaporation and phase separation or gel formation in thin films of liquid 

mixtures. The approach was theoretical, numerical and experimental and the 

results showed the competition between the different basic physical 

mechanisms that determine the behavior of the system. 

7.1 Summary of thesis 

This thesis was divided into the following two parts: 

 Thin evaporating film of a polymer solution 

 Phase separation in thin evaporating film of a partially miscible binary 

mixture 

In the first part of the thesis, which is introduced in Chapter 1 and developed 

in Chapters 2 and 3, we studied a mechanism of skin formation and the 

hydrodynamic thermal and solutal instabilities that can take place in a thin 
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film of an evaporative polymer solution.  In the following paragraphs, we 

discuss our central conclusions related to the aforementioned problems. 

In Chapter 2, we developed a one-dimensional model for a thin evaporating 

film of a polymer solution, considering the physics of the gas layer and its 

interaction with the liquid, to describe the effect of solvent evaporation on 

the formation of a polymer-rich skin below the free surface. A composition-

dependent diffusion coefficient in the liquid layer and the local equilibrium 

hypothesis at the liquid-gas interface were introduced, which allowed 

describing gelation and the formation of a skin layer and the evaporation 

process, respectively. 

A skin layer starts forming as soon as the surface concentration reaches the 

so-called gelation mass fraction during the evaporation process, after which 

the evaporation rate considerably starts decreasing. As evaporation proceeds, 

the polymer-rich/gel layer can grow from the surface down to the substrate.  

Another interesting result of our study was the possible immediate gelation 

at the liquid-gas interface when evaporation is induced in a rather sudden 

way. This immediate gelation is associated with the very fast (theoretically 

infinite) evaporation predicted by our model and impossible with the other 

previous approaches (see [20, 22] in Chapter 2) for which a 

phenomenological law was introduced to describe the evaporation flux. This 

gelation and its formation can freeze the motion of the liquid at the free 

surface and consequently prevent Marangoni convection in the system. 

In Chapter 3, we analyzed the solutal and thermal Rayleigh-Bénard-

Marangoni instabilities in a thin evaporating film of a polymer solution. 

These instabilities are caused by temperature and concentration gradients in 

buoyancy forces and/or surface tension. To conduct our study, we considered 

a horizontal polymer solution layer consisting of a volatile solvent, which 



187 

 

evaporates into air, and a single non-volatile polymer. The approach was 

based on general thermodynamic principles as well as on the physics of the 

gas phase and its interactions with the liquid phase.  

The main difficulty of the problem stemmed from the time dependence of 

the one-dimensional reference solution, and also from the need to consider 

in our stability analysis the variations of the viscosity, diffusion and 

relaxation time with the solvent mass fraction in the liquid phase.  

Carrying out a frozen-time linear stability analysis revealed that not one, but 

two modes of instability can occur during the drying process. One of these 

modes (monotonic mode) corresponds to the onset of stationary convection 

cells within the bulk of the layer. For this mode of instability, our results 

indicated that the concentration dependent diffusion and viscosity makes the 

system more stable in comparison with constant diffusion and viscosity. 

Moreover, for the monotonic mode of the instability, our results emphasized 

that there is a minimum liquid thickness (turning point in the curve), below 

which no instability ever occurs. A comparison was also carried out between 

our numerical approach and the experimental data provided by Doumenc et 

al. (see [43] in Chapter 3) and our stability results for thick gas layers showed 

a good agreement with the experimental work. 

The other mode corresponds to the onset of oscillatory convection and is a 

consequence of the viscoelastic behavior of polymer solutions. For this 

oscillatory mode, a turning point also appeared in the stability curve, but this 

turning point defines a maximal thickness above which no oscillatory 

instability is possible. Moreover, this maximal thickness is in the micrometer 

range, which means that oscillatory instabilities would be possible only in 

very thin layers. 
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Finally, we developed an approximate model of our system by keeping only 

the most important physical phenomena and the findings showed that the 

corresponding results are in a very good agreement with the complete 

analysis. From this comparison, it is concluded that the thermal and Rayleigh 

effects can safely be neglected, since these are not strong enough to induce 

an instability on their own. This supports the fact that the solutal Marangoni 

effect is much stronger than the thermal and Rayleigh effects and is the actual 

main physical mechanism generating the instability. Note also that the 

comparison between the complete and simplified models has also shown that 

the gas phase can be considered as a purely diffusive medium for the solvent 

vapor. 

In the second part of the thesis, which is introduced in Chapter 4 and 

developed in Chapters 5 and 6, we focused on the relationship between 

evaporation and phase separation in a partially miscible binary mixture in 

order to understand the onset of phase separation and to analyze the different 

types of morphologies that can appear in the system.  In the following 

paragraphs, we highlight the main results regarding these topics. 

In Chapter 5, we presented the experimental results that have been carried 

out in collaboration with the TIPs research group in ULB regarding the phase 

separation in an evaporating sessile binary drop of DGME and n-hexane. The 

results provided a useful insight into the physical mechanisms for different 

stages of demixing including: pure evaporation, nucleation, coalescence, 

sedimentation, expanding fingers, emerging and drying. Beside the 

experimental results, our aim was also to analyze theoretically the diffusive 

behavior of the system before phase separation starts and, in particular, to 

determine the conditions for which demixing would never happen in a 

partially miscible binary mixture. To analyze this matter, we built a one-

dimensional model for a thin film of a binary mixture considering purely 
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diffusive equations for heat and mass transports in the liquid phase and in 

the upper gas layer.  

The numerical results provided a foundation for understanding how a binary 

mixture at ambient temperature, initially above the critical temperature of 

the coexistence curve, is able to demix due to the evaporation. The 

evaporation induces a temperature decrease at the free surface, alongside a 

decrease of the solvent concentration in the upper part of the liquid layer. 

Consequently, the representative point in the phase space for the mixture at 

the interface rapidly approaches and enters the coexistence curve and 

subsequently demixing starts in the upper part of the system.  

Although we studied the system in an idealized context, without using a 

phase field model for the phase separation between components of the binary 

mixture, our results suggest an interesting critical line in the phase diagram. 

This critical line separates the initial conditions for which phase separation 

will take place after some time, from those for which no phase separation 

will ever occur. 

Finally in Chapter 6, the aim was to determine different types of 

morphologies that can be created by the phase separation phenomena 

induced by solvent evaporation in a thin film of a partially miscible binary 

mixture. The mathematical model was based on a non-isothermal phase field 

approach of a binary mixture to describe the thermodynamics of phase 

separation. Hydrodynamics effects were not considered. Instead, the 

evolution of the two phases was driven purely by diffusion. The binary 

mixture was confined in a thin film with a periodic boundary conditions in 

the horizontal direction, an impermeable and adiabatic substrate, and a free 

surface at liquid-gas interface. We also assumed that the substrate and liquid-

gas interface are neutral with respect to each component of the binary 
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mixture, leading to a diffuse interface perpendicular to the surfaces upon 

phase separation. Finally, we described an experimental framework in a 

Hele-Shaw cell that allows studying 2-D phase separation in a thin 

evaporating film of a partially miscible binary mixture.  

In the numerical simulations, we have considered three values of the so-

called Peclet number, which describes the competition between evaporation 

and phase separation. For low Peclet number, which corresponds to small 

evaporation rate, phase separation takes place everywhere across the bulk of 

the thin film at the same time and consequently a bulk structure is created. 

For larger values of the Peclet number, i.e. at moderate and high evaporation 

rates, the liquid close to the liquid-gas interface enters the unstable zone 

before the bottom and a vertical concentration gradient is formed. For a 

moderate evaporation rate, the spinodal instability occurs close to the top 

surface, which creates a lateral structure in the film. For high evaporation 

rate, no spinodal instability occurs in the system close to the liquid-gas 

interface and a lamellar structure is formed. 

Concerning the mid- and long-term evolution of the system after the 

beginning of the phase separation, our main findings are the following. When 

a lateral structure is initially formed close to the liquid-gas interface, we 

highlighted the possibility of coalescence of solute-rich droplets. This 

coalescence was observed only in thick enough layer, for which the growth 

of the drops can lead to their coalescence before these drops reach the 

substrate. We also observed that after the formation of a lamellar 

morphology, a spinodal instability can subsequently appear close to the 

substrate, with the formation of solvent rich droplets, when the lower parts 

of the layer enter the demixing region. After some time, these drops 

disappear in the long term and only solute rich fluid remains in the film. 
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The initial temperature and concentration of the binary mixture are possible 

adjustable variables that allow controlling the morphology evolution. In fact, 

a change of the initial temperature or concentration can lead the system reach 

the spinodal curve at different locations in the phase diagram, which can 

affect notably the driving force of the phase separation and its competition 

with the evaporation.  

Finally, we showed experimentally the mechanism of 2-D phase separation 

in a thin evaporating film of a partially miscible binary mixture using a Hele 

Shaw cell with a double telecentric setup. The experimental results indicated 

a very good qualitative agreement with the numerical results regarding the 

lateral and lamellar structures. 

 

7.2  Limitations of our approach and recommendations 

for future work  

The investigations carried out in this thesis provide some novel insights into 

the key processes that can occur in a thin evaporative film of a binary 

mixture. However, they also have some limitations and have led to several 

interesting questions, which remain unanswered and which will be briefly 

introduced now.  

The results of Chapter 3 revealed that two modes of instability (monotonic 

and oscillatory modes) can occur in a thin evaporative film of a polymer 

solution. Our approach was based on the frozen time assumption, which 

remains a questionable hypothesis. Therefore, other techniques of stability 

analyses could also be used and compared with ours. For instance, it would 

be interesting to implement and asses the amplification approach (see [25, 

26] in Chapter 3), which fully considers the transient behavior of the 
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reference solution, or the non-normal approach described in ref. [27] of 

Chapter 3, which is an extension of the amplification approach. Other 

possible extensions would consist in carrying out a nonlinear analysis or two- 

or three-dimensional numerical simulations to study the long-term evolution 

of the instability in the system. Beside the theoretical and numerical 

approaches, it would also be interesting to perform an experimental work to 

determine if the oscillatory instability actually takes place, as predicted by 

our theory. Such a study could also be used to refine the model for linear 

stability analysis.  

The removal of solvent from the upper surface can also possibly lead to an 

unstable density stratification, whereby a heavier layer fluid appears on top 

of a lighter fluid. Such systems are often subject to a Rayleigh-Taylor 

instability. This leads to a fingering pattern, which can subsequently develop 

into plumes that sink. The question of whether a Rayleigh-Taylor instability 

can occur in a thin evaporative film of a polymer solution was not addressed 

in our work, because the polymer and the solvent were assumed to have the 

same density. Considering components with different densities would 

therefore be important to analyze the possibility of Rayleigh-Taylor 

instabilities, but it is worth emphasizing that such a study would face the 

same challenges as those we met because of the time-dependence of the 

reference solution whose stability is analyzed. For this reason, numerical 

simulations of the full problem might also be useful for understanding the 

long-term evolution of the fluid and, in particular, the development of 

plumes. 

In Chapter 6, we investigated phase separation phenomena in a thin 

evaporative film of a binary mixture and different types of morphologies 

were emphasized. These investigations were based on a phase field model of 
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the binary mixture, but it is important to remember that several important 

assumptions were introduced in our analysis.  

First, we neglected all hydrodynamic effects, with the consequence that 

Rayleigh-Bénard-Marangoni, or Rayleigh-Taylor instabilities were not 

considered. Some other studies have already emphasized that convection can 

interact with phase separation and therefore, it would be very interesting to 

analyze how the different physical mechanisms we have observed in our 

purely diffusive description would be affected by taking hydrodynamics into 

account. In particular, it would be important to analyze how the spinodal 

instability, and the competition between phase separation and evaporation, 

would be modified by considering motion in the fluid layer.  

Then, we did not consider the possibility of deformations of the free surface 

of the layer in our simulations. In fact, deformations of the liquid-gas 

interface can be induced by the inhomogeneous evaporation when phase 

separation has begun and is also linked with convection in the layer. 

Moreover, imposing a flat interface prevents dewetting along the substrate 

and imposes an artificial coalescence of solute drops that have reached the 

substrate in the long-term evolution of the system. Since dewetting is 

actually observed in experiments, describing surface deformations is really 

an important additional step that should be considered.  

In our description, we have also considered equal attractions of the two 

components by the free upper surface and by the substrate. However, we 

believe that preferential attraction could greatly affect the creation of 

structure during phase separation and its influence on the final morphology 

of the film should therefore be analyzed in future work.   

Finally, let us remind that we restricted our simulations, and also the 

experimental set-up, to two-dimensional situations. Clearly, it would be 
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interesting to run simulations and build experiments in a three-dimensional 

thin film, since dimensionality can have a direct effect on the coalescence of 

separated phases and thus the formation of lateral and lamellar structures.  
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