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ABSTRACT

Context. Being part of the brightest solar-like stars, and close solar analogues, the 16 Cygni system is of great interest
to the scienti�c community and may provide insight into the past and future evolution of our Sun. It has been observed
thoroughly by the Kepler satellite, which provided us with data of an unprecedented quality.
Aims. This paper is the �rst of a series aiming to extensively characterise the system. We test several choices of micro-
and macro-physics to highlight their e�ects on optimal stellar parameters and provide realistic stellar parameter ranges.
Methods. We used a recently developed method, WhoSGlAd, that takes the utmost advantage of the whole oscillation
spectrum of solar-like stars by simultaneously adjusting the acoustic glitches and the smoothly varying trend. For each
choice of input physics, we computed models which account, at best, for a set of seismic indicators that are representative
of the stellar structure and are as uncorrelated as possible. The search for optimal models was carried out through a
Levenberg-Marquardt minimisation. First, we found individual optimal models for both stars. We then selected the
best candidates to �t both stars while imposing a common age and composition.
Results. We computed realistic ranges of stellar parameters for individual stars. We also provide two models of the
system regarded as a whole. We were not able to build binary models with the whole set of choices of input physics
considered for individual stars as our constraints seem too stringent. We may need to include additional parameters to
the optimal model search or invoke non-standard physical processes.
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1. Introduction

In the past decade, the CoRoT (Baglin et al. 2009) and Ke-
pler (Borucki et al. 2010) space missions have provided the
stellar physics community with a wealth of data of unprece-
dented quality for solar-like stars. Such data allow stellar
scientists, through the use of asteroseismology, to put their
models to the test and to provide stringent constraints on
the physical processes at hand, therefore highlighting the
current shortcomings in the modelling (e.g. mixing pro-
cesses, angular momentum transport, star-planet interac-
tion). In addition, studying solar-like stars enables us to
gather invaluable insight into the past and future of our
Sun.

The 16 Cygni system is of great interest as it consists
of binary solar twins which have been observed continu-
ously for 928 days. Both stars are therefore among the
solar-like pulsators with the best data available for seismic
studies. Moreover, a great amount of information has yet
to be accounted for. For example, di�erences in super�cial
lithium abundances remain unexplained (Friel et al. (1993)
and King et al. (1997) observed that the B component is
at least four times more Li depleted than its twin). The
presence of a jovian companion to 16 Cygni B (Cochran

et al. 1997) has been argued by Deal et al. (2015) to be the
possible cause. This speci�c example illustrates that the
system is an ideal test-bench to constrain stellar models as
well as to test non-standard physical processes while taking
advantage of asteroseismic techniques.

Solar-like oscillations, as both stars display, are stochas-
tically excited by the outer convective layer. Such oscillation
spectra may present the following two main features: a reg-
ular pattern, referred to as the smooth part of the spectrum,
and an oscillating pattern of low amplitude, the glitch. An
acoustic glitch is the oscillating signal observed in frequen-
cies, which is caused by a sharp variation � compared to the
wavelength of the oscillating mode � variation in the stel-
lar structure. The �rst mention of the possible use of such
signatures was by Vorontsov (1988) and Gough (1990) who
theoretically demonstrated the e�ect of a sharp feature in
the stellar structure on oscillation frequencies, either di-
rectly or in the second frequency di�erences. For example,
in solar-like stars, we have the helium glitch, caused by a
depression in the �rst adiabatic index1 in the second he-

1 We recall the de�nition of the �rst adiabatic index: Γ1 =
dlnP
dlnρ
|S , where ρ is the density, P is the pressure, and S is the

entropy.
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lium ionisation zone, and the convection zone glitch, due to
the variation of the temperature gradient at the base of the
convective envelope zone. They may constrain the surface
helium content, inaccessible by other means for solar-like
stars, (e.g. Basu et al. 2004; Verma et al. 2014) and the
total extent of the envelope convective zone, as well as the
mixing processes at hand that might explain such an extent
(e.g. Monteiro et al. 2000).

In a previous paper, Farnir et al. (2019) described a new
method to provide a robust analysis of the solar-like oscilla-
tion frequencies simultaneously accounting for the smooth
and glitch parts, the WhoSGlAd (Whole Spectrum and
Glitches Adjustment) method. This method relies on the
Gram-Schmidt orthonormalisation process to de�ne seismic
indicators as uncorrelated as possible. It shows a great po-
tential to provide precise, accurate and statistically relevant
constraints on stellar physics. Compared to other seismic
methods accounting for the glitches signature, the WhoS-
GlAd method has the advantage of decorrelating the in-
formation contained in both components of the oscillation
spectrum (smooth and glitch parts) while accounting for
them simultaneously. This leads to constraints which are,
in turn, the least correlated possible and more stringent.
Moreover, the measured frequencies are not �tted individu-
ally as it introduces large correlations. Rather, we use seis-
mic indicators de�ned to be representative of the stellar
structure and as little correlated as possible. This enables
us to compute optimal models as accurate as possible.

This paper is part of a series of publications dedicated
at providing the most accurate and complete picture of the
16Cyg binary system. In this �rst study, our goal is to estab-
lish a large sample of reliable structural models analysing
the degeneracies stemming from variations in the micro-
and macro-physical prescriptions using our new consistent
seismic modelling technique, WhoSGlAd. We model the
system using asteroseismic, spectroscopic and interferomet-
ric constraints considering both 16CygA (KIC12069424)
and 16CygB (KIC12069449) independently and as a joint
system. We provide a suitable set of models for structural
inversions to be studied in a second paper. Our thorough
analysis also paves the way for an in-depth description of
potential traces of non-standard processes acting (or having
acted) during the history of the system. These include the
e�ects of angular momentum transport processes (Eggen-
berger et al. 2010, 2019) as well as the e�ects of planetary
formation and accretion on the lithium abundances of both
stars (Deal et al. 2015; Thévenin et al. 2017).

The paper is structured as follows. First, we present in
Sect. 2 the general methodology and recall the basics of the
WhoSGlAd method. We then model the system. This is
done in two steps. To take advantage of the great precision
of the data for each star, we �rst provide, in Sect. 3, sep-
arate adjustments while testing di�erent choices of micro-
and macro-physics. This allows to provide robust stellar pa-
rameter ranges accounting for the modelling uncertainties
as well as to show discrepancies in the modelling for some
cases. We select in Sect. 4 the models having consistent
ages and initial compositions as initial guesses to compute
models imposing a common age and initial composition,
as those stars should have formed from a single molecular
cloud. Even though no speci�c interaction between both
stars is taken into account during their evolution, we refer
to those models as binary models. We discuss the results in
Sect. 5. Finally, we conclude our paper in Sect. 6.

Table 1. Set of non-seismic data used througout this paper.
Ref.: a: White et al. (2013), b: Metcalfe et al. (2012), c: Ramírez
et al. (2009), d: Verma et al. (2014).

Quantity 16CygA 16CygB Ref.

R(R�) 1.22± 0.02 1.12± 0.02 a
Te�(K) 5839± 42 5809± 39 a
L(L�) 1.56± 0.05 1.27± 0.04 b

[Fe/H] (dex) 0.096± 0.026 0.052± 0.021 c
Yf [0.23, 0.25] [0.218, 0.260] d

2. Methodology

In the current section, we describe the optimisation scheme
and the seismic and non-seismic constraints used. We then
present the basic principle of the WhoSGlAd method. Fi-
nally, we describe the physics included in the models as well
as the considered variations.

2.1. Best-�t model search

The search for best-�t models is undertaken by a Levenberg-
Marquardt (L-M) algorithm. In doing so, we compare ob-
served values of a set of constraints with model values, com-
puted on the �y, through a χ2 function, to be minimised,
de�ned as:

χ2 =

N∑
i=1

(Cobs,i − Cmod,i)2

σ2
i

, (1)

where C represents the N constraints, the obs (resp. mod)
subscript the observed (resp. model) values and σ their as-
sociated standard deviations.

Except when mentioned otherwise, the set of constraints
consists of the ∆, r̂01, r̂02, and AHe seismic indicators
(Farnir et al. 2019) presented in Sect.2.2 and the free pa-
rameters adopted in the modelling procedure are the mass
(M), age (t), initial hydrogen abundance (X0) and, metal-
licity (Z/X)0 of the considered star. Other non-seismic
data, such as the e�ective temperature (Te�), interferomet-
ric radius (R), or the metallicity ([Fe/H]), are used to dis-
criminate between the several choices of input physics. In
some cases, and when so stated, non-seismic data may be
used as constraints to the model search while relaxing the
mixing length parameter or including turbulent di�usive
mixing with a free coe�cient (see Sect. 2.3 for a descrip-
tion of the physics included in the models). Those data are
gathered in Table 1. Finally, we do not use as a constraint
the luminosity (L) from Metcalfe et al. (2012) as it results
from asteroseismic modelling and would not be independent
of our study. Instead, we compute it from the observed in-
terferometric radius (White et al. 2013) and the de�nition
of the e�ective temperature: sT 4

e� = L
4πR2 , where s is the

Stefan-Boltzmann constant.

2.2. WhoSGlAd principle and seismic indicators

We recall here the set of WhoSGlAd seismic indicators used
in the �tting procedure as well as the basics of the method.
For a more detailed description, see Farnir et al. (2019).

Principle: The WhoSGlAd method relies on Gram-
Schmidt 's orthogonalisation. To represent the observed fre-
quencies, we de�ne a Euclidean vector space of functions
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of the spherical degree, l, and radial order, n (only m = 0
modes are considered). The N observed frequencies at a
given value of l are regarded as unknown vector functions
of n and l which we write νl = (νl,n1

, ..., νl,nN
). Two no-

table functions are the identity, 1, and linear function of
the radial order, nl = (nl,1, ..., nl,N ).

Given two vector quantities, say the observed and the-
oretical vectors of frequencies, νobs and νt, we may de�ne
their scalar product as:

〈νobs|νt〉 =

N∑
i=1

νobs,niνt,ni

σ2
i

, (2)

with σi the uncertainties associated with each component.
From this scalar product is de�ned the norm of a vector
νobs:

‖νobs‖ =
√
〈νobs|νobs〉. (3)

We may also de�ne the weighted mean of a quantity, ac-
cording to our scalar product and normalisation, as:

νobs =
〈νobs|1〉
‖1‖2 =

N∑
i=1

νobs,ni
/σ2

i

N∑
i=1

1/σ2
i

. (4)

The functions used to describe the frequencies are sep-
arated into two contributions: a smooth part, represented
by second-order polynomials of n, and a glitch part, repre-
sented by oscillating functions of the frequency. The form of
those functions is given in App. A. Using Gram-Schmidt 's
orthogonalisation process, we build a basis of functions over
that vector space. To provide an adjustment of the observed
frequencies, those are projected over the basis elements.
This provides completely independent coe�cients which are
combined into seismic indicators as little correlated as pos-
sible. One of the main advantages of this approach is that
the glitch part of the adjustment is completely independent
of the smooth part, even though both adjustments are car-
ried out simultaneously. We de�ne the seismic indicators as
follows:

The large separation for modes of degree l: Corresponds to
the value of the slope of the frequencies decorrelated from
the contribution of the acoustic glitches and expressed as
a linear function of the radial order n for each spherical
degree l:

∆l =
〈νl|nl〉 /‖1‖2 − nl νl

‖nl‖2/‖1‖2 − nl
2 . (5)

This is equivalent to its standard de�nition obtained
through a linear regression (see e.g. Reese et al. 2012).

The large separation: Corresponds to the weighted mean
value, ∆l, of the individual large separations for each spher-
ical degree l.

∆ = ∆l =

∑
l

∆l/σ
2 (∆l)∑

l

1/σ2 (∆l)
, (6)

with σ (∆l) the uncertainty on the large separation of de-
gree l.

Table 2. Observed seismic indicators. The standard deviations
result from the propagation of the uncertainties on the observed
frequencies.

Indicator 16CygA 16CygB

∆(µHz) 104.024± 0.005 117.911± 0.004
AHe 30± 1 36± 1
r̂01 (3.62± 0.02) · 10−2 (2.52± 0.02) · 10−2

r̂02 (5.75± 0.03) · 10−2 (5.53± 0.03) · 10−2

The normalised small separations between degrees 0 and l:

r̂0l =
ν0 − νl

∆0
+ nl − n0 +

l

2
. (7)

Those indicators are analogous to the mean value of
the local small separation ratios de�ned by Roxburgh &
Vorontsov (2003) but are again completely independent
from the contribution of acoustic glitches.

The helium glitch amplitude:

AHe = ‖δνHe‖, (8)

where δνHe is the helium glitch component.
Beside those indicators, we may de�ne complementary

seismic indicators which are presented in App. B. Those
were not part of the constraints.

Table 2 gathers the values of the considered seismic in-
dicators computed using the modes de�ned over the full
length of the Kepler mission determined by Davies et al.
(2015). We take out from those modes the ones with un-
certainties above 1.5µHz. This mostly corresponds to high
frequency modes. A brief discussion of this choice is given
in App. C. We have corrected the frequencies for the sur-
face e�ects by using the power law prescribed by Kjeldsen
et al. (2008) and the a and b coe�cients �tted by Sonoi
et al. (2015) as a function of Te� and g. The authors have
undertaken this coe�cient adjustment by comparing the
adiabatic frequencies of patched models based on 3D sim-
ulations and that of unpatched standard 1D models.

2.3. Models

Unless speci�ed otherwise all the models are computed us-
ing the CLES stellar evolution code (Scu�aire et al. 2008b)
with the AGSS09 solar chemical mixture (Asplund et al.
2009), the OPAL opacity table (Iglesias & Rogers 1996)
combined with that of Ferguson et al. (2005) at low tem-
peratures, the FreeEOS software to generate the equation
of state table (Cassisi et al. 2003), and the nuclear reactions
rates prescribed by Adelberger et al. (2011). We also use the
mixing length theory (Cox & Giuli 1968), with the solar cal-
ibrated value of αMLT = l/Hp = 1.82 (where l is the mixing
length andHp the pressure scale height), to parametrise the
mixing inside convective regions. This value is the result of
a solar calibration that we carried out using the same set
of input physics as described in the present section. The
microscopic di�usion of elements is included and treated
as in Thoul et al. (1994). The models do not include rota-
tion and, therefore, rotation-induced mixing. Unless spec-
i�ed otherwise, models do not include overshooting at the
boundary of convective layers. The temperature conditions
above the photosphere are determined using an Eddington
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T (τ) relation, τ being the optical depth. We choose such a
relation to remain consistent with Sonoi et al. (2015) whose
�tted coe�cients are used to correct surface e�ects on the
observed frequencies. From now on, to distinguish from the
several physical variations, we refer to the models with this
speci�c set of input physics as the reference models. Finally,
we compute theoretical adiabatic oscillation frequencies for
each model via the LOSC oscillation code (Scu�aire et al.
2008a).

2.4. Variations in the input physics

As mentioned earlier, to provide the most reliable set of
stellar parameter ranges while accounting for the choice of
micro- and macro-physics, we test choices by changing one
ingredient at the time from the reference models. Those
variations are:

� The GN93 solar reference mixture (Grevesse & Noels
1993), in light blue in the �gures. (See Sec. 3.1.2);

� The opacities from the opacity project (Badnell et al.
2005), denoted OP in light brown, the Los Alamos opac-
ities (Colgan et al. 2016), written OPLIB in beige (See
Sec. 3.1.2);

� The CEFF equation of state (Christensen-Dalsgaard &
Daeppen 1992), in dark brown, and the revised OPAL
equation of state (Rogers & Nayfonov 2002), written
OPAL05 in grey. (See Sec. 3.1.2);

� A di�erent choice of mixing length coe�cient (αMLT =
1.7), in yellow. (See Secs. 3.1.2 and 3.2);

� The inclusion (or not) of microscopic di�usion, in light
pink. (See Sec. 3.1.3);

� The inclusion of turbulent mixing of chemical elements
following the relation for the turbulent mixing coe�-

cient DDT = Dturb

(
ρ
ρ0

)n
+ Dct (in cm

2s−1), where ρ

is the density, ρ0 the density at the bottom of the con-
vective envelope and Dturb, n and Dct are �xed at 7500,
−3 and 0 respectively (Pro�tt & Michaud 1991), shown
in purple. (See Secs. 3.1.3 and 3.2);

� The inclusion of overshooting extending outside convec-
tive regions over a distance d = αovmin (Hp, h) where
αov is the overshooting parameter, Hp the local pres-
sure scale height and h the thickness of the convective
region. The temperature gradient in the overshooting
region is set to the radiative one and the mixing is in-
stantaneous. We either include overshooting above the
convective core, denoted αov and shown in red, or be-
low the convective envelope, written αun in khaki and
referred to as `undershoot'. Both values are set to 0.1.
(See Sec. 3.1.4);

� The e�ect of a di�erent choice of temperature pro�le
above the stellar photosphere, in orange. We use the
model temperature pro�le of the quiet sun by Vernazza
et al. (1981) for which an analytical formulation may be
found in Paxton et al. (2013). (See Sec. 3.1.5);

� The impact of the surface e�ects, computing a model
�tting seismic indicators de�ned with stellar frequencies
which are not corrected for surface e�ects in dark green.
Their values are shown in Table D.1. See also Sec. 5.2
and App. D.

3. 16 Cygni A and B seen as separate stars

In the present section, we look for individual models of each
star representative of the observed data and accounting at

best for the modelling uncertainties. The stellar parame-
ters for every best model estimates are displayed in App.
E. To �nd individual models, we test several choices of input
physics without any speci�c hypothesis about the binarity
of the stars. This allows to take advantage of the unprece-
dented quality of the data. The �rst part of this study is
subdivided in two steps. We start by only considering seis-
mic constraints. Then, we add non-seismic constraints, in
Sect. 3.2, to further improve the models. The advantage of
�rst computing individual models for each star is that it
allows to have the same amount of constraints as free pa-
rameters and to obtain an exact solution, from a statistical
point of view, to the minimisation process.

3.1. Fitting seismic constraints only

In the present section, we present the results of the mod-
elling considering only seismic indicators. This allows to
show the impact of the seismic indicators alone on opti-
mal results as well as the possible limitations of such an
exclusive approach. Furthermore, we test several choices of
micro- and macro-physics. This enables us to highlight their
in�uence on the set of optimal parameters we retrieve. The
models are computed as described in Sect. 2.3 while chang-
ing only one physical ingredient at a time.

The individual models for both components are shown
in Figs. 1 and 2. (See Table E.3 for individual parameter
values.) We show, in the upper panel of the �gures the age
versus the mass of the optimal model for each variation in
the input physics along with the associated uncertainties.
The middle panel displays the position of those models in
a Hertzsprung-Russell (HR) diagram. We also represent,
as a black box, the observed e�ective temperature and lu-
minosity computed from the interferometric radius (White
et al. 2013). Finally, the lower panels represent the initial
hydrogen versus initial metallicity and their uncertainties
for each model.

In both �gures, the reference model is represented in
dark blue and denoted AGSS09. For 16 Cyg A, it actually
corresponds to the model presented in Sect. 5 of Farnir et al.
(2019). Their Fig. 14 illustrates that the use of the WhoS-
GlAd seismic indicators as constraints allows to provide a
proper agreement between observed and model frequencies.

3.1.1. In�uence of seismic constraints on stellar parameters

Farnir et al. (2019) showed that the WhoSGlAd helium
glitch amplitude is a good proxy of the surface helium abun-
dance. This means that, when requiring our models to re-
produce the observed helium glitch amplitude, we require
a speci�c helium abundance. To illustrate this statement,
we plot in Figs. 3 and 4 the surface helium content as a
function of the surface metallicity of each model. We also
represent, as a black box, the spectroscopic metallicity from
Ramírez et al. (2009) and the asteroseismic Ys range com-
puted by Verma et al. (2014), taking advantage of the in-
formation contained in the helium glitch, along with their
associated uncertainties. We indeed observe that the surface
helium abundance is well constrained and, in most cases,
in agreement with the study of Verma et al. (2014). They
computed ranges of [0.231, 0.251] and [0.218, 0.266] for the
A and B components respectively, which encapsulate most
of our values. However, we also note a small scatter in the
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values. Again, Farnir et al. (2019) showed that the helium
glitch amplitude is both correlated to the surface helium
and metal abundances, with the helium abundance being
the dominant factor. They indeed observe that, at constant
surface helium abundance, a lower surface metal abundance
or, at constant surface metal abundance, a higher surface
helium abundance may both lead to a greater glitch am-
plitude. This is in fact due to a shift in the position of the
adiabat in the second helium ionisation zone, where the �rst
adiabatic index, Γ1 = dlnP

dlnρ |S , presents a large depression.

This allows us to account for the small scatter observed.
A direct consequence of the helium glitch amplitude con-
straint is the anti-correlation between the initial metallicity
and helium abundance that we observe in the lower panels
of Figs. 1 and 2.

Moreover, we point out that most models do not account
for the spectroscopic metallicity constraint. This is clearly
visible in Figs. 3 and 4. This does not come as a surprise
as the presented models do not yet include the metallicity
constraint in the �tting procedure. This also shows that the
information contained in the helium glitch amplitude and
the surface metallicity are complementary and it comes as
a necessity to take advantage of both to provide the most
accurate model possible.

Now looking at the middle panels of Figs. 1 and 2, the
�rst striking feature is the fact that most models lie on a
straight line. Such line corresponds to the locus of models of
constant radius. This almost constance of the radii stems
from the ∆ indicator which provides a constraint on the
mean stellar density (Farnir et al. 2019; Ulrich 1986). Thus,
the models of constant mean density have almost constant
stellar radii, as long as the mass remains close to constant.
Actually, this is what we observe as the mean radius values
of our models are 1.22R� and 1.11R� for 16CygA and B re-
spectively (Typical uncertainties are of 0.02R� and 0.01R�
respectively. Individual values are shown in Table E.3). This
is in good agreement with the values in Table 1. We note
that some models do not lie on the straight line with the
other models. Such models are those with masses values
that di�er signi�cantly from the mean value of other mod-
els. Finally, we observe that many models do not fall in the
e�ective temperature and luminosity observational boxes.
This comes from the fact that those constraints are not yet
part of the modelling procedure and shows that their in-
clusion is necessary to provide the most accurate picture of
the system.

3.1.2. E�ect of the metallicity reference, opacity table, and
equation of state

As is clearly visible in Figs. 1 and 2 using either the GN93
solar reference mixture or a greater value of the mixing
length parameter produces models for both stellar compo-
nents which are more luminous and have a greater e�ec-
tive temperature than the reference models. Furthermore,
looking at Figs. 3 and 4, we observe that the GN93 solar
reference tends to produce more metallic models, directly
stemming from the fact that this solar reference is indeed
more metallic than the AGSS09 one. However, in terms of
metallicity, the mixing length parameter has opposite im-
pacts on the two stellar components. A decrease of its value
leads, in the case of 16 Cyg A, to models which become less

metallic, while it produces more metallic models for 16 Cyg
B.

Now looking at the in�uence of the opacity tables, we
note that the OPLIB table leads to a model for 16 Cyg A
which has a greater e�ective temperature while the e�ect
is barely visible for 16 Cyg B. Conversely, the OP opacity
table leads to models which are cooler for both stars but the
e�ect is not as pronounced. The e�ect of the opacity tables
is not clear on the surface composition as both models react
in di�erent ways.

Finally, the use of a di�erent equation of state table
also produces di�erential e�ects on both stars. On the �rst
hand, in the case of 16 Cygni A, using either the CEFF
or OPAL05 tables lead to hotter, more luminous stars and
with decreased surface helium and metal abundances. On
the other hand, for 16 Cygni B, both tables have very little
in�uence on the position of the star in the HR diagram (see
Fig. 2). However, the use of the OPAL05 table leads to a
model of the B component which is both richer in helium
and metals at its surface. The impact of the CEFF equation
of state is barely visible.

3.1.3. Impact of di�usion

We note that the models we compute without di�usion of
chemical elements are both older, heavier and richer in hy-
drogen than the reference, as represented in light pink in
Figs. 1 and 2. As showed by Farnir et al. (2019), at a speci�c
composition, more massive models present a stronger he-
lium glitch signature. Therefore, to reproduce the observed
signature of both stars, the models need to be poorer in
helium as more massive models are favoured. This is even
reinforced by the fact that no di�usion is included and the
initial helium abundance has to match that of the surface.
Moreover, the di�erence in surface helium abundance be-
tween models with and without di�usion is systematically
of about 0.02 as was noted by Verma et al. (2019). This
con�rms their observation of the importance of di�usion in
low mass stars of solar metallicity.

We observe that non-seismic data, that will be consid-
ered in Sect. 3.2, are not accounted for in most cases. We
note that one way to account for them is to reduce the im-
pact of microscopic di�usion, either partially for 16 Cygni
A � by involving additional mixing processes as turbulent
mixing � or completely for 16 Cygni B. This contradicts
the conclusions of Buldgen et al. (2016a) who determined
that models with increased di�usion e�ciency (with di�u-
sion velocities higher of about 10%) could help reproduce
inversion results for the A star. However, this agrees with
their second study (Buldgen et al. 2016b) where they noted
that reducing the e�ciency of di�usion allowed the compu-
tation of models consistent with the inversion results. This,
however, lead their study to inconsistencies in surface com-
position between the two stars.

We also show the impact of the inclusion of turbu-
lent mixing on the modelling by computing models with
a turbulent mixing coe�cient �xed at a value of Dturb =
7500 cm2s−1. We note that those models tend, for both
stars, to be more luminous, hotter and less metallic. The
overall agreement with non-seismic data is thus improved.
We show in Sec. 3.2.1 the in�uence of the value of the tur-
bulent mixing coe�cient on the optimal results.
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3.1.4. Extension of convective layers

To analyse the e�ect of the extension of the convective core
� during pre-main sequence � on the stellar evolution, we
include instantaneous overshooting in some of our models.
Those are displayed in red in the �gures. We note that
the e�ect on the optimal models is not obvious. Indeed,
such models are almost indistinguishable from the refer-
ence ones and lie within one another uncertainties. The
same goes for the surface compositions retrieved. Including
a greater value of the overshooting parameter (αov = 0.2
instead of 0.1) leads to great di�erences in the behaviours
of both stars. Indeed, while the model for 16 Cyg B re-
mains rather similar to that with a lower value of over-
shooting, thus similar to the one without overshooting, the
model for the A component becomes signi�cantly less mas-
sive, older, metal poor and with a smaller radius (see Table
E.3). The reason for such a di�erence is that only the A
component, because of its slightly greater mass and smaller
metallicity, is able to maintain a convective core during
the main sequence with such an overshooting parameter
value. Therefore, its structure becomes signi�cantly dif-
ferent from that of a model without overshooting which
has a radiative core during the main sequence. However,
this model maintaining a convective core on the main se-
quence seems to be a curiosity of the minimisation method.
The retro-action of the presence of the convective core ul-
timately leads to a signi�cant decrease of the optimal mass
as well as the metallicity, becoming signi�cantly sub-solar
([Fe/H] = −0.39 ± 0.01). This further indicates the neces-
sity to use non-seismic constraints to obtain proper models.
We can therefore safely discard this model. Additionally,
we may note that the signi�cantly lower mass of the A
model leads to a signi�cantly smaller radius because of the
∆ constraint, which again contradicts observations. More-
over, this pair of model has now a less massive A compo-
nent than the B. Although, by a simple argument of scaling
relations, we obtain a hint that the A component should
be heavier than the B. Indeed, from Kjeldsen & Bedding

(1995) we have that MA

MB
'
(
νmax,A
νmax,B

)3 (
∆νA
∆νB

)−4 (
Te�,A
Te�,B

)3/2

.

With νmax,A = 2188µHz, νmax,B = 2561µHz taken from
Lund et al. (2017), and the values of the e�ective temper-
atures and large separations presented earlier, we expect
the mass of the A component to be larger than the other
(MA ' 1.04MB). This is what we observe for most of our
models.

The inclusion of undershooting below the base of the
convective zone has no signi�cant impact on the optimal
stellar parameters beside a reduction of the individual un-
certainties. Initial compositions and ages for both stars now
fall out of each others uncertainties and the models are dis-
missed as valid candidates to compute binary models in
Sect. 4. This statement is clearly illustrated in Fig. 7 where
the initial hydrogen, metal abundances and ages of both
stars are plotted against one another. The straight line dis-
plays the locus of identical parameters for both stars. In the
upper panel, the khaki cross, representing the model with
undershooting, does not meet the line any more.

3.1.5. E�ects of the atmosphere and mixing length coe�cient

We show the in�uence of the atmosphere on the optimal
stellar parameters by using a temperature pro�le above the

photosphere as in Vernazza et al. (1981) with a speci�cally
calibrated value of αMLT = 2.02 (dark pink small circle
in the �gures). We observe that the optimal model is very
similar to the reference model. Indeed, both pairs of mod-
els lie within the uncertainties of one another. The optimal
parameters are given in Table E.4. However, the models
become hotter and more luminous. They are thus closer to
the observed luminosities and e�ective temperatures. This
indicates that it allows to provide better models in terms
of spectroscopic constraints while preserving rather simi-
lar stellar parameters compared to the case using the Ed-
dington relation. We must also point out that the use of
a di�erent temperature pro�le leads to signi�cant changes
from the reference models but the calibration of the mixing
length parameter compensates for it. To illustrate this, we
compute models with the temperature pro�le of Vernazza
et al. (1981) while using the reference value of αMLT = 1.82
calibrated for an Eddington T−τ relation. We observe that
our models, shown in orange in the �gures, are very similar
to models using a lower value of the mixing length parame-
ter, displayed in yellow. This is especially true for 16 Cygni
B for which both models lie within respective uncertainties.
For both stars, the computed models are older and lighter.

3.2. Fitting non-seismic constraints

To further improve individual models for each star, we may
include non-seismic constraints into the minimisation pro-
cess. We indeed note that, in most cases, they are not ac-
counted for. Therefore, we use those constraints and include
additional free parameters to add degrees of freedom. The
considered constraints are the e�ective temperature (White
et al. 2013) and the spectroscopic metallicity (Ramírez et al.
2009). The additional free parameters are the mixing length
parameter αMLT and the turbulent mixing coe�cientDturb.
In what follows, we specify in every case which of those con-
straints and free parameters are used.

3.2.1. Accounting for the e�ective temperature

From Figs. 1 and 2, we expect that it is possible to improve
the agreement with the observed e�ective temperature by
increasing the value of αMLT. As a consequence of the ∆
constraint, which we showed in Sec. 3.1.1 to be a proper
constraint on the radius, we also expect to produce better
model luminosities.

To demonstrate that a variation in the mixing length
parameter is indeed responsible for the improvement of the
model e�ective temperature, we compute several models
with di�erent mixing length parameters. We only include
seismic constraints in the �tting procedure to show the in-
�uence of αMLT alone on optimal parameters. This is shown
in Figs. 5 and 6 for 16 Cyg A and B respectively and the
stellar parameters are given in Table E.5. The values con-
sidered are 1.7 [light blue], the solar value of 1.82 [dark
blue], and 2.0 [brown]. Those models are connected with
a blue line to improve visibility. We also display models
with several choices for the turbulent mixing coe�cient:
Dturb = 2000 cm2s−1 [light pink], 5000 cm2s−1 [brown],
7500 cm2s−1 [grey], 10000 cm2s−1 [dark pink], and no tur-
bulent mixing [dark blue]. These are connected in red and
stellar parameters are gathered in Table E.6. We observe
that an increase of αMLT leads to a better agreement with
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Fig. 1. Summary of 16 Cyg A best-�t models represented in
a Mass - Age diagram (top panel), HR diagram (middle panel)
and initial hydrogen abundance versus metal composition dia-
gram. The luminosity and e�ective temperature constraints from
White et al. (2013) are represented in the HR diagram as a black
box.
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Fig. 2. Summary of 16 Cyg B best-�t models. The colours are
the same as in Fig. 1

the observed e�ective temperature for both stars. Moreover,
we note that the inclusion of turbulent mixing improves the
agreement in e�ective temperature and metallicity for both
stars. Even so, both stars exhibit too large values of the
metallicity compared to the observed ones. We also note
that, for 16 Cyg B, turbulent mixing alone is not su�cient
for the observed and model Te� to match. In addition, we
observe a clear e�ect of saturation of the turbulent mixing
coe�cient, which occurs above a threshold value that is al-
ready exceeded by the considered values. The results are
almost indistinguishable no matter which value is chosen.
Therefore, the turbulent mixing and mixing length coe�-

cient both have a impact on the model e�ective temperature
(and thus luminosity) but using the turbulent mixing coef-
�cient as a free parameter would be meaningless. Further-
more, we also display in both �gures models which did not
include microscopic di�usion of the chemical elements. We
observe that those two models di�er greatly from the mod-
els including turbulent di�usion, both being highly hotter
and less metallic. The model for 16 Cygni B even properly
reproduces the observed metallicity and e�ective tempera-
ture, although they are not yet part of the constraints.

Finally, we compute two models for each star with a free
mixing length coe�cient and including Te� as a constraint,
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Fig. 3. Surface helium abundance versus metallicity for 16
Cygni A. The black box represents the spectroscopic metallicity
value computed by Ramírez et al. (2009) and the surface helium
value from Verma et al. (2014) along with the corresponding
uncertainties.
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Fig. 4. Surface helium abundance versus metallicity for 16
Cygni B. The black box represents the spectroscopic metallicity
value computed by Ramírez et al. (2009) and the surface helium
value from Verma et al. (2014) along with the corresponding
uncertainties.

with and without turbulent mixing (Dturb = 7500 cm2s−1).
The set of input physics is that of the reference model.
Both are displayed in Figs. 5 and 6 as orange diamonds la-
belled `Te� −Dturb' and as yellow pentagons labelled `Te�'.
For the A component, we see that including turbulent mix-
ing improves the results. However the agreement with the
non-seismic constraints is not improved compared to the
model including only turbulent mixing and the opacity ta-
ble OPLIB with only seismic constraints, that already ac-
counted for the e�ective temperature, as displayed on Fig.
1. Conversely, for the B component, the improvement is
signi�cant and the e�ective temperature is now well ad-
justed. Nevertheless, the inclusion of turbulent mixing does
not have a signi�cant impact on the resulting agreement
with the non-seismic data. Furthermore, in both cases, the
metallicity is still not properly accounted for. The corre-
sponding set of stellar parameters is presented in Tables 3
and 4.

Analysing our results, we �rst notice from Table 3 that
the calibrated mixing length parameters are very di�erent.
Indeed, looking at Fig.2 from Magic et al. (2015), who used
the same solar reference mixture as we do, we would ex-
pect that both adjusted values would remain rather close
to the solar calibrated value (1.82 in our case) while be-
ing smaller as both stars have higher e�ective temperatures
and smaller surface gravities than the Sun. Thus, both dif-
ferences should translate into a lower mixing length pa-
rameter. However, we observe that for 16 Cygni A, and
within the error bars, αMLT remains solar while the cali-
brated value for 16 Cygni B is signi�cantly higher than the
solar value. We may need to invoke a special physical pro-
cess acting on any of the components while being ine�cient
for the second to produce such a di�erential e�ect. Some of
the possible scenarios are discussed in Sect. 5.3.

We note that slightly more massive and less metallic
models than previously are favoured. Such an e�ect stems
from the fact that more massive models are hotter and thus
in better agreement with the observed e�ective tempera-
ture, while keeping the same density, because of the ∆ con-
straint.

Another way to better reproduce the observed position
in the HR diagram is to include extra mixing counteracting

the di�usion of chemical elements. Indeed, for 16 Cyg B,
the model computed without di�usion already accounts for
these constraints. Which is striking as those were not yet
constraints of the �t. What is more striking is that it also
reproduces the spectroscopic metallicity. This strongly sug-
gests that additional mixing processes may be necessary
to properly and accurately model this star. For its twin,
we note that the inclusion of turbulent mixing, a di�erent
opacity table, the Los Alamos one, or the use of a di�erent
equation of state, either CEFF or OPAL05, could help us
account for the observed luminosity and e�ective temper-
ature. Therefore, we perform another �t using the OPLIB
opacity table, including turbulent mixing with a coe�cient
of Dturb = 2000 cm2s−1, and adding the e�ective temper-
ature to the set of constraints. We do not include the tur-
bulent mixing coe�cient into the free parameters as Figs.
5 and 6 clearly demonstrate that it saturates. The set of
constraints is now composed of our seismic indicators and
the e�ective temperature and the free parameters are the
age, mass, and initial composition. We are now able to get
a suitable model which, again, accounts for the position
in the HR diagram but also for the spectroscopic metallic-
ity, which was not required. This is illustrated as a cyan
square in the �gures, with the label `OPLIB−Dturb'. This
shows that modi�ed opacities could help model the 16 Cyg
A star as accurately as possible and also reinforces the argu-
ment that additional mixing processes might be necessary
to model both stars. The values of the several stellar pa-
rameters are gathered in Table E.7.

3.2.2. Accounting for the metallicity

Up to now, the only two models accounting for the spec-
troscopic metallicity constraint from Ramírez et al. (2009)
are models with a reduced impact of di�usion. Those cor-
respond to the one with the OPLIB opacity table and in-
cluding turbulent mixing with a �xed coe�cient of Dturb =
2000 cm2s−1, labelled `OPLIB − Dturb' in the �gures, for
16 Cyg A and the one without di�usion for 16 Cyg B.
Both models reproduce the complete set of seismic and
non-seismic constraints (that is ∆, r̂01, r̂02, AHe, Te�, L,
and [Fe/H]). However, the spectroscopic metallicity was
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Table 3. Adjusted stellar parameters including the Teff with
the reference set of input physics.

Quantity 16CygA 16CygB

M (M�) 1.1± 0.1 1.05± 0.02
X0 0.69± 0.04 0.70± 0.01

(Z/X)0 0.032± 0.002 0.032± 0.002
Y0 0.28± 0.04 0.027± 0.01

[Fe/H] 0.15± 0.05 0.16± 0.03
Ys 0.23± 0.02 0.233± 0.007

t (Gyr) 6.7± 0.4 6.6± 0.1
R (R�) 1.2± 0.1 1.12± 0.02
αMLT 1.9± 0.2 1.99± 0.06
χ2 1.1 0.2

Table 4. Adjusted stellar parameters including the Teff con-
straint and turbulent mixing with a coe�cient of Dturb =
7500 cm2s−1.

Quantity 16CygA 16CygB

M (M�) 1.07± 0.03 1.05± 0.02
X0 0.70± 0.01 0.71± 0.01

(Z/X)0 0.0291± 0.0009 0.0298± 0.0008
Y0 0.27± 0.02 0.027± 0.01

[Fe/H] 0.13± 0.02 0.15± 0.01
Ys 0.24± 0.01 0.238± 0.009

t (Gyr) 6.8± 0.2 6.7± 0.1
R (R�) 1.22± 0.03 1.12± 0.03
αMLT 1.84± 0.08 1.94± 0.07
χ2 0.6 0.7

not yet part of the �tting constraints. Moreover, as Figs.
3 and 4 clearly illustrate, most of the computed models do
not agree with the spectroscopic metallicities.

As Figs. 5 and 6 clearly show, the turbulent mixing co-
e�cient saturates and freeing its value cannot enable us to
produce models that reproduce the metallicity. We also note
that the impact of the mixing length parameter is mostly
focused on the e�ective temperature. As a consequence, we
expect a large variation of this parameter will be neces-
sary to reproduce the metallicity. In order to verify this
hypothesis, we compute models with a free mixing length
parameter and the metallicity as a constraint. The set of

free parameters is made of the age, mass, composition and,
mixing length of the star and the constraints are the set
of seismic constraints and the metallicity. The results are
given in Table 5 and shown in grey brown with the label
[Fe/H] in Figs. 1 through 4. We indeed observe that the
necessary variations in αMLT are incompatible with those
to reproduce Te�. Indeed, now that the model and observed
metallicities agree, the e�ective temperature values do not.
Trying to include both non-seismic constraints, using the
mixing length parameter as a free coe�cient and either in-
cluding turbulent mixing or not did not lead to a satisfac-
tory adjustment (i.e. with a reduced χ2 value inferior to 1).
This clearly shows that we are not able, with the current
set of parameters, to reproduce the complete set of seismic
and non-seismic constraints without invoking special phys-
ical processes. We also note that the model for 16 Cyg B is
both too massive and young compared to other studies (e.g.
Buldgen et al. 2016b; Verma et al. 2017). This illustrates
that one has to proceed with caution when modelling data
as it is possible to provide a model which is representative
of these data while having no physical meaning.

Table 5. Adjusted stellar parameters including the metallicity
constraint.

Quantity 16CygA 16CygB

M (M�) 1.03± 0.03 1.12± 0.06
X0 0.69± 0.01 0.74± 0.03

(Z/X)0 0.031± 0.003 0.025± 0.001
Y0 0.29± 0.01 0.24± 0.03

[Fe/H] 0.12± 0.04 0.06± 0.04
Ys 0.236± 0.006 0.20± 0.02

t (Gyr) 7.1± 0.2 6.0± 0.2
R (R�) 1.21± 0.03 1.14± 0.06
αMLT 1.71± 0.04 2.3± 0.2
χ2 3.2 1.2

3.3. Individual best models

In the present section, we summarise and further analyse
the two best models we obtain while regarding both stars
as separate, that is to say without imposing a common ini-
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Fig. 7. Comparison of adjusted stellar parameters for both stars
at a given physics. The straight line shows the locus of identical
stellar parameters for both stars.

tial composition and age. Those are the only models which
simultaneously account for seismic and non seismic con-
straints and are the ones denoted `OPLIB − Dturb' for 16
Cyg A and `NoDi�' for 16 Cyg B. Table 6 shows the choice
of input physics as well as the set of optimal parameters
of those models. As both models do not have the same set
of input physics, they may not be regarded as valid candi-
dates to study the system as a whole as is done in Sec. 4. We
indeed expect from binary stars with close stellar parame-
ters that their internal physics should overall be identical.
The goal of the present section is only to analyse in more
depth models which �tted the complete set of considered
constraints and to investigate whether those models still
may be further improved.

We display the échelle diagrams of each star in Figs. 8
and 9. We observe that the frequency trend for both stars is
well accounted for. However, we note a drift at high frequen-
cies. We expect this e�ect to mainly result from the surface
e�ects. To illustrate this claim, we display the échelle dia-
gram of optimal models for both stars computed with seis-
mic indicators which are not corrected for surface e�ects
in Figs. D.1 and D.2. We indeed observe that the high fre-
quency drift is reinforced.

We also note that, in the case of 16 Cygni B, the theo-
retical ridges are shifted with respect to the observed ones.
This e�ect should mainly be due to the ε̂ seismic indicator
de�ned in Farnir et al. (2019). It corresponds to an estima-
tor of the constant term in n in the asymptotic expression
of frequencies as in Gough (1986) and has been shown to
be sensitive to the surface e�ects. Its value along with sev-
eral other WhoSGlAd indicators for every computed model
are displayed in Figs. 10 and 11 (their de�nitions and ob-
served values are given in App. B). We observe that the ε̂ is
not properly accounted for. However, it is worse in the case
of 16 Cyg B, which explains why this e�ect is much more
visible.

In App. B, we de�ne other seismic indicators that were
not part of the constraints. Now looking at those indicators
displayed in Figs. 10 and 11, we see that, in most cases, none
of them are properly accounted for. In the lower panels,
we display the values of the base of the convection zone
glitch amplitude and note that only a few models are within
the one σ uncertainty region. However, one should not be
alarmed by this observation as its value is hardly signi�cant
in the case of the 16 Cygni system (ACZ = 2± 1 for both
stars) and, therefore, bears little information.

We also represent the values for both ∆01 and ∆02 which
represent the slopes of the individual frequency ratios r01

and r02 expressed as a function of the radial order. Again,
every model presents a value which is signi�cantly di�erent
from the observed ones. Nonetheless, accounting for such
data is a complex task and we note that, in the present sit-
uation, only the modi�cation of di�usion seems to provide
an improvement for both stars.

We do not include the ε̂ indicator in the modelling pro-
cedure as it has been shown by Farnir et al. (2019) (Fig.
4) to be sensitive mostly to the surface e�ects and highly
degenerate in the stellar mass. Moreover, it is tightly cor-
related to the large separation (see Eq. B.2 and the asymp-
totic formulation of the frequencies in Gough 1986). The
∆0l indicators are not used as they mostly carry informa-
tion about central overshooting (Farnir et al. 2019, Fig. 3)
which we presumed would not happen as both stars are be-
low the approximative limit of ∼ 1.1M� and are expected
to have a radiative core.

Finally, we plot in Figs. 12 and 13 the observed indi-
vidual frequency ratios de�ned in Roxburgh & Vorontsov
(2003), which we recall are not used as constraints in our
�ts, as a function of frequency against the best model ones.
We observe that, although the overall agreement is good,
the oscillation which is present in the observed ratios is
not properly accounted for in the model frequencies. This
clearly indicates that some information remains to be ex-
ploited to model the system as comprehensively as we can
and inversion techniques may be of great help in doing so.
However, with the use of only our indicators, instead of in-
dividual ratios, the overall trend seems to be well respected
in both cases.
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oretical ones.

Table 6. Best individual models for each star, accounting for
both seismic and non-seismic constraints.

Quantity 16CygA 16CygB

Solar Ref. AGSS09 AGSS09
Opacity OPLIB OP
Eq. state Free Free
Atmos Eddington Eddington
Di�usion Yes No
Turb. mix. Yes No
αMLT 1.82 1.82

M (M�) 1.07± 0.03 1.063± 0.008
X0 0.70± 0.03 0.754± 0.006

(Z/X)0 0.029± 0.004 0.0214± 0.009
Y0 0.27± 0.03 0.230± 0.009

t (Gyr) 6.8± 0.2 7.50± 0.07
Dturb 0.2 · 104 /
χ2 0.9 0.6

4. The system as a whole

In this section, we select the set of individual models which
respect the binarity constraint and try to provide models
while imposing a common age and initial composition.

Table 7. Accepted stellar range de�ned as the centroid of the
extremum values for each parameter. The uncertainties are the
necessary variations to reach those extrema. The accepted mod-
els used to de�ne this range are: the reference models, the ones
including turbulent mixing, those with overshooting, those with-
out di�usion and those with a temperature pro�le above the
photosphere as in Vernazza et al. (1981) and with a calibrated
αMLT value.

Quantity 16CygA 16CygB

M (M�) 1.08± 0.04 1.03± 0.03
X0 0.72± 0.05 0.72± 0.04

(Z/X)0 0.028± 0.009 0.03± 0.01
Y0 0.26± 0.05 0.26± 0.05

t (Gyr) 7.1± 0.5 7.2± 0.4

4.1. Accepted models

The models satisfying the binarity constraint are those that
have, within one another uncertainties, identical ages and
initial composition. Fig. 7 provides a clear illustration. Only
models represented by a cross that meets the line, corre-
sponding to identical stellar parameters in the three pan-
els, are kept. Those models are referred to as the accepted
models and are: the reference models (AGSS09, dark blue),
those with turbulent mixing (Dturb, purple), without dif-
fusion (NoDi�, light pink), with overshooting (αov, red),
the models with the mixing length coe�cient adjusted for
the e�ective temperature (Te�, light green), and with a tem-
perature pro�le above the photosphere as in Vernazza et al.
(1981) with a calibrated αMLT of 2.02 (Vernazza αMLT dark
pink). From those models, we de�ne the range of accepted
stellar parameters given in Table 7.

Even though models without di�usion are included in
the set of accepted models, we emphasise that it does not
mean that microscopic di�usion should not be included
when modelling the system but that other mixing pro-
cesses might occur to counteract it. Moreover, those mod-
els largely shift the accepted parameter ranges to heavier,
older and hydrogen rich � thus metal and helium poor �
models. This signi�cant di�erence in composition is a clear
illustration of the degeneracy between helium and metal
abundances in the helium glitch amplitude.

We previously noted that the only models accounting
simultaneously for the complete set of seismic and non-
seismic constraints were the model with the OPLIB opac-
ity table and turbulent mixing, for 16 Cygni A, and the
one without di�usion for 16 Cygni B. This again hints at
the necessity to include non-standard physical processes.
However, we must point out that they are incompatible for
a joint analysis, as is carried out in the present section,
as their ages and compositions are signi�cantly di�erent.
Moreover, as we use di�erent opacity tables for both stars,
they may not be used simultaneously to analyse the system
as a whole.

4.2. Binary models

We now use the individual accepted models to compute
models imposing a common age and composition. The ad-
justment is carried out as in the previous section (that is,
with the same set of free parameters and constraints as in
Sect. 3) only ages and initial compositions are required to
be identical, reducing the set of free parameters by three.
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Fig. 10. Values of complementary seismic indicators for 16 Cyg
A. Observed values along with their uncertainties are shown as
ablack box.
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Fig. 11. Values of complementary seismic indicators for 16 Cyg
B. Observed values along with their uncertainties are shown as
a black box.

We use the average values of the initial composition and
ages as initial guesses. The set of free parameters is com-
posed of: one value of the age, initial hydrogen and metal
fraction for both stars, and a di�erent value of the mass for
each star. The set of constraints corresponds to the indi-
vidual values of the 4 seismic constraints considered in this
paper (∆, r̂01, r̂02, and AHe).

We are not able to provide an exact adjustment of both
stars simultaneously (`exact' meaning that the reduced χ2

value should not exceed a value of 1). This may result from
the fact that the size of the parameters space is reduced by
three. E�ectively, even though the accepted ages and ini-
tial compositions agree within their uncertainties (see Ta-
ble 7), they are not identical and our seismic constraints
may be too stringent to allow for an exact simultaneous
�t while imposing identical ages and compositions. To il-
lustrate this statement, we have plotted the optimal ages
and initial composition of one stellar component against
the other for each choice of input physics in Fig. 7. We ob-
serve in this �gure that the three common free parameters
almost never simultaneously agree for a given choice of in-
put physics. As further illustration, we may compute the
relative di�erence in the initial metallicity between both
stars normalised by the quadratic sum of their uncertain-

ties (|(Z/X)0,A− (Z/X)0,B|/
√
σ2 (Z/X)0,A + σ2 (Z/X)B).

In the most favourable case, we obtain 0.2, while we get
2.7 in the least favourable one. This shows that the di�er-
ence in initial composition for individual models is some-

times signi�cant and may impair the convergence of the
Levenberg-Marquardt procedure.

One could argue that our inability to provide an exact
adjustment for both stars comes from the reduced num-
ber of free parameters. Therefore, we try to include the
mixing length parameter into the �tting parameters, allow-
ing it to vary freely and independently for each star. How-
ever, this does not improve the results. As a matter of fact,
the mixing length parameter value does not signi�cantly
vary. We retrieve optimal values of αMLT,A = 1.8± 0.2 and
αMLT,B = 1.8 ± 0.1 respectively, compared to the �xed so-
lar value of αMLT = 1.82. From Magic et al. (2015) and
the solar-twin character of both stars (see also the discus-
sion in Sect. 3.2.1) one might expect that the mixing length
parameter value should remain close to solar.

Although we do not obtain models that exactly repro-
duce the seismic constraints, in some cases, we may �nd a
reasonable agreement with most of them (but not all, there-
fore having a reduced χ2 value greater than 1). We obtain
two sets of convincing results: one for models without di�u-
sion, the other for models with a temperature pro�le above
the photosphere as in Vernazza et al. (1981) and a corre-
sponding solar calibrated αMLT = 2.02 value. The optimal
model stellar parameters are gathered in Tables 8 and 9,
respectively, and Tables 10 and 11 show the di�erences be-
tween the observed and model seismic indicators normalised
to the observed uncertainties. We also show the complete
set of 'optimal' model parameters, for each choice of input
physics, as well as their relative agreement with the seismic
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Fig. 12. Individual ratios for 16 Cygni A. Observed values along
with their uncertainties are shown as crosses, best model values
are represented by diamonds.

1750 2000 2250 2500 2750 3000

ν(µHz)

1.92

1.94

1.96

1.98

r 0
1

16CygB
Th

Obs

1750 2000 2250 2500 2750

ν(µHz)

0.04

0.05

0.06

0.07

r 0
2

Th

Obs

Fig. 13. Individual ratios for 16 Cygni B. Observed values along
with their uncertainties are shown as crosses, best model values
are represented by diamonds.

constraints in Tables E.8 and E.9. We observe for the mod-
els without di�usion in Table 10 that, out of the 8 seismic
constraints, only the large separation of 16 Cygni A was not
properly accounted for. All the other indicators are within
the 1σ uncertainty. For the models with a temperature
pro�le above the photosphere as in Vernazza et al. (1981),
both the large separation and small frequency ratio between
radial and dipolar modes are poorly reproduced.

For the other models, presented in Tables E.8 and E.9,
we note that it is always the large separation of the A star
which is poorly �tted. The other indicators are rather well
adjusted but the small separation ratios often fall out, while
remaining close, of the 1σ uncertainty box. This di�erence
in �tting between the several indicators mainly stems from
the di�erence in their relative uncertainties. Indeed, the he-
lium glitch amplitudes have relative uncertainties of about
3% and, by far, are the least stringent constraints. Then
come the ratios with relative uncertainties around 0.8%.
Finally, the ∆ constraint relative uncertainties are of ap-
proximately 0.004%. Moreover, it was shown by Farnir et al.
(2019) that the r̂01 ratio is mostly sensitive to the evolu-
tionary state of the star, therefore at a given composition
and mass, to the stellar age. Then, the large separation is
a proxy of the mean stellar density and decreases along the
main sequence. As both stars are required to have identical
ages and compositions, and with such stringent constraints,
we may understand that only one large separation may be
�tted at a time and that all the other constraints, from the
clear imbalance in the relative uncertainties will adjust to it.

To �nd a simultaneous agreement for those models that did
not reach satisfactory convergence, we either need to relax
this assumption, allowing for example di�erent values for
the initial composition, or to relax the seismic constraints.

We also display in Fig. 14 the agreement of the models
with the non-seismic data for each of the considered vari-
ations in input physics, represented by the di�erent sym-
bols. The observed values along with their uncertainties are
shown as boxes. We display the results for 16 Cyg A in blue
and for 16 Cyg B in red. We note, as in the previous sec-
tion, that the models for each star are almost constant in
radius. We also note that very few models account for the
position of the stars in the HR diagram. Actually, those are
the models which, individually accounted for these data. It
does not come as a surprise as the minimisation aims at
�nding a compromise between all the seismic constraints
for both stars. Then, looking at the lower panel, we note
that no model for 16 Cyg A is representative of the surface
composition. For 16 Cyg B, only the model without di�u-
sion agrees with these data � again with no surprise as the
individual model already agreed �. Let us add that, as the
models without di�usion for both stars must have the same
initial composition, their surface compositions are identical
and both markers are indistinguishable in the lower panel
of the �gure.

In a nutshell, we are able to produce two pairs of binary
models that are in reasonable agreement with our seismic
constraints. However, no model accounts simultaneously for
the seismic and non-seismic data of both stars. This may
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Table 8. Best set of adjusted stellar parameters, models without
di�usion, imposing a common age and initial composition for
both stars.

Quantity 16CygA 16CygB

M (M�) 1.10± 0.01 1.068± 0.004
[Fe/H] 0.058± 0.009 0.058± 0.009
Ys 0.225± 0.004 0.225± 0.004

R (R�) 1.24± 0.01 1.114± 0.004
X0 0.759± 0.004

(Z/X)0 0.0207± 0.0004
Y0 0.225± 0.004

t (Gyr) 7.50± 0.05

Table 9. Best set of adjusted stellar parameters, models with a
temperature pro�le above the photosphere as in Vernazza et al.
(1981) and with αMLT = 2.02, imposing a common age and
initial composition for both stars.

Quantity 16CygA 16CygB

M (M�) 1.054± 0.006 1.016± 0.006
[Fe/H] 0.18± 0.01 0.19± 0.01
Ys 0.244± 0.003 0.249± 0.003

R (R�) 1.216± 0.007 1.105± 0.006
αMLT 2.02
X0 0.682± 0.005

(Z/X)0 0.0352± 0.0007
Y0 0.293± 0.005

t (Gyr) 6.82± 0.05

Table 10. Di�erences between theoretical, model without di�u-
sion, and observed values for the seismic constraints de�ned as
δ = |Iobs−Ith|, in the units of the constraint. χ2

red = χ2/(N−k)
is the reduced χ2 value where N is the number of constraints to
the �t and k the number of free parameters.

Quantity 16CygA 16CygB
δ δ/σ δ δ/σ

∆ (µHz) 0.01 3.0 3 · 10−5 0.007
AHe 0.7 0.7 0.3 0.3
r̂01 10−4 0.4 10−4 0.7
r̂02 10−4 0.4 10−4 0.4
χ2
red 3.4

Table 11. Same as in Table 10, but for models model with a
temperature pro�le above the photosphere as in Vernazza et al.
(1981) and αMLT = 2.02.

Quantity 16CygA 16CygB
δ δ/σ δ δ/σ

∆ (µHz) 6 · 10−3 1.3 7 · 10−4 0.1
AHe 0.5 0.5 0.6 0.6
r̂01 6 · 10−4 1.9 4 · 10−4 1.1
r̂02 3 · 10−4 1.1 2 · 10−4 0.8
χ2
red 2.9

result from a di�erential e�ect between both stellar compo-
nents which could, for example, create di�erences in com-
positions as has been discussed by Maia et al. (2019). This
would require the inclusion of non-standard physical pro-
cesses in the modelling.
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Fig. 14. Computed values of non-seismic constraints against
the observed ones, symbolised by a box, for the system seen as
a whole (i.e. with common ages and initial compositions). Each
variation in input physics is represented by a di�erent symbol.
The colour represents the star, blue for 16 Cyg A and red for
16 Cyg B. The upper panel is a HR diagram. The lower panel
shows the surface helium abundance versus the metallicity.

4.3. Relaxing the common composition hypothesis

We noted in the previous section that simultaneously pro-
viding models of both stars while imposing them to have
identical initial compositions as well as ages is a di�cult
task. In most cases, this resulted in our inability to build
such models. Therefore, we try to model the system requir-
ing only an identical age for both stars. The set of free
parameters is thus made of the age, the individual initial
hydrogen, and metal abundances and the individual masses.
This adds up to 7 free parameters. The constraints are the
seismic indicators used throughout this paper which repre-
sent 8 constraints.

We compute models for the several sets of input physics
considered in the previous section. The individual stellar
parameters of those models are given in Table E.10. To
quantify whether the improvement of the results is signif-
icant given the increased number of parameters, we intro-
duce the Bayesian Information Criterion (BIC) (Schwarz
1978). It allows to compare models of di�erent dimension-
alities and provides a criterion for making a selection. It
has the advantage over the simple χ2 value to penalise over
the number of �tting parameters and may pinpoint over�t-
ting models. Under the assumption that model errors are
independent and normally distributed, it takes the form:

BIC = χ2 + k ln (N) , (9)
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with the χ2 value as de�ned previously, k the number of
free parameters and N the number of constraints. When
comparing di�erent models, the key ingredient is not the
BIC value itself but rather the di�erence between values �
one must however keep in mind that the lower the value,
the better �. For the BIC di�erence to be signi�cant, it
has to exceed 2. BIC di�erences from 6 and above will be
regarded as strongly signi�cant (Kass & Raftery 1995). In
this speci�c case, we compare models from the previous
section that had 5 free parameters and 8 constraints, the
added term to the χ2 value thus equals 10.4. In the current
section, it is equal to 14.6. The di�erence is 4.2 which the
χ2 improvement has to exceed so that the model may be
regarded as improved.

Looking at the models in Table E.10, we observe that
the relative di�erence in compositions between the two stars
is very small (the maximum di�erence reaches up to 0.07dex
in X0 and 0.002dex in (Z/X)0). However, that variation
alone is able to greatly improve the BIC values, as the
comparison of Tables E.9 and E.11 shows. Only two mod-
els were not signi�cantly improved. The model considering
the mixing length parameters calibrated over the e�ective
temperature of the stars could not be improved. Also, the
one using the temperature pro�le of Vernazza et al. (1981)
above the photosphere and a calibrated value of αMLT is
not improved, BIC-wise (the raw χ2 value did decrease of
about 1.7). The BIC variation is of about 2 which makes
this di�erence barely relevant. Therefore, in most cases, it
is relevant to allow the composition to slightly vary between
the two stars. This again points toward the necessity to in-
clude non-standard physical processes. We also note that
it is often the case that the uncertainties on the individual
stellar parameters are degraded. Finally, we note that, in
most cases, 16 Cyg B is initially richer in metals and poorer
in hydrogen than its twin. This validates the trend we ob-
serve in the middle and lower panels of Fig. 7. Therefore, we
observe that, seismically speaking, the B component of the
system is more metallic than the A, which is in opposition
with the spectroscopic observations (see Table 1).

5. Discussion

5.1. General considerations about the approach

Compared to other asteroseismic approaches aiming at the
modelling of solar-like pulsators, the greatest di�erence of
our approach is that we do not use directly the complete set
of individual frequencies or of individual frequency ratios
as constraints. Instead, we build seismic indicators, via the
WhoSGlAd method, which are as little correlated as pos-
sible and relevant to the stellar structure. Moreover, the
search for optimal models is carried out by minimising a
single cost function comparing simultaneously theoretical
seismic and non-seismic constraints to observed data. This
has the advantage of avoiding unnecessary correlations.

Furthermore, the direct use of the helium glitch am-
plitude in our modelling also makes up the peculiarity of
our approach. Indeed, in several other studies, it is not
used directly as a constraint to the modelling. For exam-
ple, Verma et al. (2014, 2019) calibrate the model helium
glitch amplitude with respect to the surface helium abun-
dance in a set of optimal models representative of other
constraints (namely individual frequencies, ratios, e�ective
temperature and metallicity) to provide an estimate. In the

present case, including the helium glitch amplitude as a con-
straint to the �t acts as a constraint on the model helium
abundance, with some correlation with the metal content
as showed in Sect. 3.1.1. This means that we do not assume
a speci�c relation between the two quantities and the re-
sulting helium abundance stems from the best model search
only.

We noted that providing models of both stars while
requiring a common age and composition proves to be
an arduous task. For most choices of micro- and macro-
physics, we are not able to produce satisfactory models.
However, when completely inhibiting the microscopic dif-
fusion of chemical elements or imposing a temperature re-
lation above the photosphere following the prescription of
Vernazza et al. (1981) while using a speci�cally calibrated
value of the mixing length parameter, we obtained a rea-
sonable agreement, but did not go below the value of 1 for
the reduced χ2. On the �rst hand, the fact that including
extra mixing produces better results illustrates the need to
include non-standard physical processes to properly model
such complex data. On the other hand, the improvement of
the results while using another temperature pro�le above
the photosphere demonstrates the impact of the surface ef-
fects on the seismic indicators. Even though those indica-
tors were de�ned in such a way to lessen this e�ect at most.
We must also add that non-seismic constraints are not si-
multaneously accounted for in both stars (see Fig. 14). This
clearly illustrates the need to include such constraints in the
�tting procedure as well as additional physical processes.
Some of the possible non-standard physical processes that
could be included in the modelling are discussed in Sect. 5.3.
Another way to improve models of the system as a whole
is to relax the hypothesis of a common composition. This
leads to small di�erences in composition between both stars
(never exceeding 0.07dex in X0 and 0.002dex in (Z/X)0).
This is however su�cient in many cases to improve the re-
sults signi�cantly as the BIC values testify.

5.2. Impact of the surface e�ects

The impact of the surface e�ects correction of the frequen-
cies on the optimal model is not clear. We computed models
that adjusted seismic indicators built over the uncorrected
frequencies. Those are displayed in dark green in the �gures
throughout the paper. Although it is barely signi�cant we
note that those models are heavier and older than models
with corrected frequencies.

Furthermore, we noted in Sect. 4.2 that the large sep-
aration we compute is the most stringent of our indicators
with a relative uncertainty of approximately 0.004%. How-
ever, this speci�c value of the uncertainty, resulting from
the error propagation of the individual frequencies, is unre-
alistic. To provide a more robust estimate, we can quantify
the contribution of the surface e�ects by computing the
di�erence between corrected and uncorrected values. We
obtain σ (∆A) = 0.9 µHz and σ (∆B) = 1.0 µHz, for 16
Cyg A and B respectively, which amounts to 1.1% relative
uncertainty. This shows that, even though we build seismic
indicators in such way that makes them the less dependent
on the surface e�ects as possible, they are still impacted by
the surface conditions.

The impact of the surface e�ects correction is further il-
lustrated in App. D where we give the values of the seismic
indicators for uncorrected frequencies and display the best-
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�t models échelle diagrams of both stars. We also compute
models with frequencies corrected according to the prescrip-
tion of Ball & Gizon (2014). The optimal parameters are
given in Table D.2. We observe, compared to the reference
models, that both stars become older and hydrogen rich.
We also note that, while the A component becomes more
metallic, the B one is then less metallic. 16 Cygni B also be-
comes heavier while it is not the case for its twin. Nonethe-
less, the di�erences are such that we could include those
models in the set of accepted ones.

5.3. Non-standard physical processes and modelling
improvements

As was shown by Verma et al. (2019) and as we illustrate in
Sect. 3.1.3, di�usion is very important in the modelling of
solar-like stars. However, the models computed with CLES
currently consider only three chemical species, the hydro-
gen, the helium and the metals. A signi�cant improvement
would stem from the consideration of several sub-species
in the metals. For example, we may retrieve invaluable in-
formation by following the lithium evolution with the star.
Indeed, the discussion regarding the e�ects of potential non-
standard processes is tightly linked to the lithium abun-
dance in both stars and its connection with the forma-
tion and orbital evolution of planetary systems. Deal et al.
(2015) have proposed that, since the B component was or-
bited by a Jovian planet (Cochran et al. 1997), accretion of
matter from the planetary disc in the envelope of 16CygB
would have triggered �ngering convection and thus led to a
strong decrease in the lithium abundance. They determined
that the accretion of 0.66M⊕ would be enough to reproduce
the lithium abundance of 16CygB that is 4 times lower than
that of 16CygA (Friel et al. 1993; King et al. 1997), despite
both stars having very similar rotational and structural
properties. It is also interesting to note that, in the broader
context of the Li abundance of solar-twins, 16CygA seems
to be more Li-rich than similar solar-twins, while 16CygB
seems to follow the trend observed with age for these stars
(Carlos et al. 2016). This could suggest a reverse scenario
that should explain the high lithium abundance of 16CygA
and in particular the possibility of an increase in lithium
abundance related to planet engulfment (e.g. Montalbán &
Rebolo 2002; Carlos et al. 2016). In this context, analysing
both scenarios in light of potential traces of such events in
seismic indicators may lead to new synergies between aster-
oseismology and exoplanetology, namely in the analysis of
planetary formation and material accretion onto the surface
of planet-host stars.

Furthermore, our models do not include rotation, nor
rotation-induced mixing. As a matter of fact, Davies et al.
(2015) and Bazot et al. (2019) showed that rotation indeed
occurs in both stars taking advantage of the rotational split-
ting present in stellar oscillation spectra of rotating stars.
Bazot et al. (2019) even showed that di�erential rotation
occurs in both stars, in a similar way to our Sun. Such a
process could signi�cantly a�ect the di�usion of chemical
elements. This could be argued to be a �aw in our models.
However, the additional mixing induced may be approx-
imated by the turbulent mixing of elements as was per-
formed for several models in this study. This prescription
consists of an approximation and the models may still be
improved. Therefore, we may, in the future, use improved

models which account for the rotation. This will be dis-
cussed in further papers of the series.

Finally, we noted that choosing a di�erent opacity pro-
�le, that of the Los Alamos project, while including tur-
bulent mixing of elements, which counteracts di�usion, al-
lowed to reproduce both seismic and non seismic constraints
for 16 Cygni A. This provides clues that we may need to
modify the opacity pro�le of the star to properly account for
all the observed constraints. Therefore, inversion techniques
could help us to further improve our models. However, the
OPLIB opacity table has two di�erent e�ects on the stellar
structure. On the one hand, it modi�es slightly the size of
the convective envelope. On the other hand, it changes the
temperature gradient in the central regions. According to
which e�ects dominates this could be the illustration of the
need of non-standard mixing processes as well.

6. Conclusion

With the aim of characterising the 16 Cygni system as thor-
oughly as possible, we took advantage of the seismic indica-
tors de�ned via the WhoSGlAd method to provide stringent
constraints on the stellar structure and test several choices
of micro- and macro-physics. We built those indicators us-
ing the frequencies computed over the full length of the
Kepler data by Davies et al. (2015) and corrected for the
surface e�ects according to Kjeldsen et al. (2008)'s power
law adjusted by Sonoi et al. (2015). The several choices of
micro- and macro-physics used in stellar models we tested
are: the solar reference mixture, opacity and equation of
state tables as well as the inclusion of turbulent mixing or
of di�usion of chemical elements, a di�erent choice for the
mixing length parameter, the inclusion of overshooting out-
side of convective regions, a di�erent choice of temperature
pro�le above the photosphere or the e�ect of the correction
of the frequencies for the surface e�ects.

Overall, our results agree with previous studies with
slight di�erences according to the choice of physics included
in the models. We showed that the use of the WhoSGlAd
indicators allows to discriminate between several of those
choices. However, we also note that those indicators alone
do not su�ce to provide a complete adjustment of the stars
as, in most cases, the non-seismic constraints (i.e. luminos-
ity, e�ective temperature, and metallicity) are not satis�ed.
Therefore, they need to be included in the �tting process
to provide the most representative model. We show in Sec.
3.2.1 that the mixing length parameter has a clear e�ect
on the modelled e�ective temperature of the star. Indeed,
a value greater than the solar one allows to greatly improve
the agreement with the observed value in the case of 16 Cyg
B. Moreover, we also study the impact of the inclusion of
turbulent mixing and show that it leads to a better �t of the
e�ective temperature and metallicity. However, we observe
that the turbulent mixing coe�cient saturates and using
it as a free parameter of the modelling procedure would be
meaningless. Therefore, using a free αMLT and Te� as a con-
straint, we are able to produce models in agreement with
this constraint. However, the observed metallicities are not
reproduced by those models. We also demonstrate in Sec.
3.2.2 that varying the mixing length parameter while us-
ing the metallicity constraint allows to better reproduce its
value for both stars but at the cost of the agreement with
the observed e�ective temperatures. This illustrates the ne-
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cessity to build more complex models in order to reproduce
both seismic and non-seismic constraints.

Indeed, we show that, to reproduce the non-seismic con-
straints, we have to select only speci�c choices of input
physics or even include non-standard physical processes. In-
deed, for 16 Cygni A, only a model with a modi�ed opacity
pro�le, from the Los Alamos Opacity Project, and includ-
ing turbulent mixing of the chemical elements reproduced
all constraints. For 16 Cygni B, it was a model that did not
include di�usion that was able to account for these con-
straints. This illustrates in both cases that non-standard
physical processes may be necessary to inhibit di�usion and
to properly models those stars. Such processes could be the
accretion of planetary matter or rotation-induced mixing.

Adjusting both stars simultaneously while imposing a
common age and composition proved to be a di�cult task.
In most cases, with models that were consistent within mu-
tual uncertainties for both stars as initial guesses, we could
not obtain a satisfactory adjustment. The large separation
of 16 Cyg B, because of the high precision of the ∆ constrain
de�ned in our study, was dominant and the free parame-
ters adapted at best to provide a compromise for the other
constraints. This resulted in models that did not exactly �t
the large separation of 16 Cygni A while reasonably �tting
other constraints (only a few σ di�erence from the required
value). Nonetheless, for models without di�usion or with a
di�erent temperature pro�le above the photosphere (that
of Vernazza et al. 1981) and a calibrated value of αMLT,
we were able to account for the seismic constraints of both
stars with a reduced χ2 of 3.4 and 2.9 respectively. The
di�culty to provide satisfactory models of both stars with
other choices of input physics indicates that it can be nec-
essary to either relax the common initial composition as-
sumption, the seismic constraints or to invoke special phys-
ical processes. For example, we showed in Sect. 4.2 that the
di�erences in the initial metallicity between both stellar
components of optimal individual models may sometimes
be signi�cant. Therefore, we computed models relaxing re-
laxing the common composition hypothesis in Sec. 4.3 and
were able to signi�cantly improve the results. We observe
that a small di�erence between the initial compositions of
both stars is su�cient.

With the aim of providing a broad sample of reliable
models of the system, the extensive analysis of the degen-
eracies carried out by combining seismic and non-seismic
constraints is of prime importance to fully grasp the uncer-
tainties of inverse analysis but also to the extent in which we
can constrain physical processes not implemented in stan-
dard stellar models linked for example to the e�ects of ac-
cretion of planetary matter, angular momentum transport
and their link to both seismic indices and the lithium and
beryllium abundances of both stars.

We showed that, even for our models that reproduced
both seismic and non-seismic constraints, information re-
main to be analysed as we observe that other indicators
de�ned in Farnir et al. (2019) are not properly represented
(i.e. ε̂, ∆01, ∆02, and ACZ). Further studies could focus on
those other constraints. Finally, as the WhoSGlAd method
also proves to provide very stringent seismic constraints,
we will, in future studies, undertake the adjustment of the
Kepler LEGACY sample (Lund et al. 2017) to try and re-
trieve global trends in solar-like oscillators. This data set
contains the best set of solar-like oscillation spectra avail-
able to the community to this day as it is composed of 66

solar-like stars which have been continuously observed from
space for at least one year. Therefore, we would be able to
realise an ensemble study of stellar parameters. For exam-
ple, we could study the evolution of the amount of central
overshooting with the stellar mass.
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Appendix A: WhoSGlAd decomposition

We describe here the basis of functions which are used to
represent the oscillation spectrum of a solar-like pulsator.
First, the smooth part of the spectrum is represented by
a second-order polynomial of n, the radial order. We thus
have the following succession of polynomials:

plk (n, l′) = δll′pk (n) , (A.1)

with pk (n) = nk, k = 0, 1, 2 and δll′ the Kronecker delta
comparing two values of the spherical degree l and l′.

Then, the helium glitch is described by the following
oscillating functions:

δνHe =

−5∑
k=−4

[cos (4πτ∆νñ) + sin (4πτ∆νñ)] ñk, (A.2)

where τ is the acoustic depth of the glitch, ∆ν the asymp-
totic large frequency separation and ñ = n + l/2. ñ∆ν
is actually the �rst order approximation of νl,n. The
asymptotic large frequency separation is de�ned as ∆ν =(

2
∫ R∗

0
dr
c(r)

)−1

(Tassoul 1980) , with the local radius r, the

local sound speed c (r) and R∗ the radius of the star at the
photosphere.

We must add that the values of τ and ∆ν are estimated
via a model that is representative of the seismic indicators
of the smooth part, namely ∆, r̂01 and r̂02. Farnir et al.
(2019) showed that the exact value of τ∆ν has a negligi-
ble impact on the amplitude of the glitch. A 10% percent
excursion from the optimal value is of negligible impact.

Finally, orthonormalisation of the basis function is car-
ried out via Gram-Schmidt 's process. This produces the
orthonormal elements over which we may project the fre-
quencies to represent them. We thus retrieve completely
independent coe�cients.

Appendix B: Additional seismic indicators

In the present section, we describe supplementary seismic
indicators de�ned in the WhoSGlAd method but that are
not used directly in our optimisation for a model represen-
tative of the 16 Cygni system. The values of those indicators
are given in Table B.1.

ε̂: In taking inspiration in the asymptotic formulation of
the frequencies (Gough 1986)

ν(n, l) '
(
n+

l

2
+ ε

)
∆, (B.1)

we may construct a vector subspace over which frequencies
are represented by the function:

ν(n, l) =

(
n+

l

2
+ ε

)
∆̂ =

(
n+

l

2

)
∆̂ +K, (B.2)

where ∆̂ and K are free parameters. By de�ning an or-
thonormal basis over this subspace, projecting the frequen-
cies and identifying the several coe�cients with the asymp-
totic expression we may get an expression for ε̂.

ACZ:

ACZ = ‖δνCZ‖, (B.3)

where δνCZ is the base of the convection zone glitch com-
ponent.

∆0l: Corresponds to the slope of the individual frequency
ratios r0l as a function of the radial order n and is de�ned
as:

∆0l =
∆l

∆0
− 1. (B.4)

Table B.1. Additional observed seismic indicators. The stan-
dard deviations result from the propagation of the uncertainties
on the observed frequencies.

Indicator 16CygA 16CygB

ε̂ 1.3288± 0.0009 1.3583± 0.0008
ACZ 2± 1 2± 1
∆01 (4.64± 0.09) · 10−3 (4.48± 0.08) · 10−3

∆02 (5.9± 0.2) · 10−3 (5.4± 0.1) · 10−3

Appendix C: Impact of high uncertainties modes

From the modes computed by Davies et al. (2015) we select
those with uncertainties below 1.5 µHz. Those high uncer-
tainty modes have a limited and negligible impact on the
results as our indicators are averaged over the whole spec-
trum. Furthermore, as the high frequency modes are the
ones which are the most a�ected by the surface e�ects this
may render our results more robust. In Table C.1 we show
the optimal set of stellar parameters retrieved when using
the full set of frequencies. We observe that the results do not
vary signi�cantly from the case considering modes with un-
certainties below the 1.5 µHz threshold, presented in Table
E.3 under the label AGSS09. Only the uncertainties on the
individual parameters are a�ected which should not be of
any concern as the dominant factor remains the choice of in-
put physics. As further validation of this choice, we display
in Figs. C.1 and C.2 a comparison of the échelle diagram
of optimal models of both stars using the complete set of
frequencies (blue circle) with the ones with the reduced set
(red diamond) and the observations (black crosses). We ob-
serve that the results do not signi�cantly di�er, only that
the high frequency drift is more visible as more frequencies
are displayed.

Table C.1. Stellar parameters retrieved with the reference set
of input physics and the complete set of frequencies.

Quantity 16CygA 16CygB

M (M�) 1.06± 0.01 1.011± 0.006
X0 0.684± 0.009 0.679± 0.006

(Z/X)0 0.035± 0.004 0.037± 0.002
Y0 0.292± 0.009 0.296± 0.006

[Fe/H] 0.19± 0.05 0.21± 0.03
Ys 0.243± 0.005 0.251± 0.003

R (R�) 1.22± 0.01 1.104± 0.006
t (Gyr) 6.8± 0.1 6.97± 0.07
χ2 1.0 0.7
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Fig. C.1. Échelle diagram of 16 Cygni A comparing optimal
reference model with full set of frequencies (blue circles) from
Davies et al. (2015) (black crosses) with the optimal model
with a set restricted to frequencies with uncertainties lower than
1.5 µHz (red diamonds).
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Fig. C.2. Échelle diagram of 16 Cygni B comparing optimal
reference model with full set of frequencies (blue circles) from
Davies et al. (2015) (black crosses) with the optimal model
with a set restricted to frequencies with uncertainties lower than
1.5 µHz (red diamonds).

Appendix D: In�uence of the surface e�ects

We computed both models for frequencies which were not
corrected for the surface e�ects or with theoretical frequen-
cies corrected as in Ball & Gizon (2014) with the adjusted
relation in large separation, e�ective temperature, surface
gravity and opacity of Manchon et al. (2018). Table D.1 dis-
plays seismic indicators computed with frequencies which
are not corrected for the surface e�ects. The échelle dia-
gram for the models computed with these set of indicators
are displayed in Figs D.1 and D.2. The most striking feature
is the large shift between theoretical and observed ridges in
both �gures which shows that the ε̂ indicator is not well
accounted for as Fig 10 and 11 show. Moreover, the over-
all shape of the individual ridges is well represented by the
theoretical frequencies. Table D.2 displays the set of opti-
mal parameters for models using frequencies corrected as
in Ball & Gizon (2014).

Table D.1. Observed seismic indicators with frequencies un-
corrected for surface e�ects. The standard deviations result from
the propagation of the uncertainties on the observed frequencies.

Indicator 16CygA 16CygB

∆(µHz) 103.070± 0.005 116.706± 0.004
AHe 30± 1 33± 1
r̂01 (3.61± 0.02) · 10−2 (2.55± 0.02) · 10−2

r̂02 (5.61± 0.03) · 10−2 (5.41± 0.03) · 10−2
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Fig. D.1. Échelle diagram of 16 Cygni A optimal model calcu-
lated with seismic indicators de�ned over frequencies which are
not corrected for the surface e�ects. The crosses are the observed
frequencies and the diamonds the theoretical ones.
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Fig. D.2. Échelle diagram of 16 Cygni B optimal model calcu-
lated with seismic indicators de�ned over frequencies which are
not corrected for the surface e�ects. The crosses are the observed
frequencies and the diamonds the theoretical ones.

Appendix E: Individual models

In this section, we summarise the set of input physics used
in the reference models and gather the individual stellar pa-
rameters as well as the uncertainties propagated during the
Levenberg-Marquardt adjustment for each model presented
in this paper. Table E.1 presents the set of input physics
used in the reference model while Table E.2 summarises
the several variations of input physics considered through-
out the paper. In the latter, the �rst column gives the label
given to the models considering that speci�c choice of input
physics, the second column is the physical ingredient which
is varied upon, the third column is the corresponding value
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Table D.2. Adjusted stellar parameters with theoretical fre-
quencies corrected as in Ball & Gizon (2014) with the adjusted
relation in Manchon et al. (2018).

Quantity 16CygA 16CygB

M (M�) 1.07± 0.04 1.027± 0.008
X0 0.687± 0.007 0.692± 0.006

(Z/X)0 0.039± 0.006 0.034± 0.002
Y0 0.285± 0.009 0.292± 0.006

[Fe/H] 0.23± 0.07 0.19± 0.03
Ys 0.238± 0.005 0.240± 0.04

R (R�) 1.23± 0.04 1.118± 0.008
t (Gyr) 7.1± 0.2 7.04± 0.08
χ2 0.8 0.4

and columns 4 and 5 display the χ2 values obtained for the
optimal models of both stars in each case. Finally, Tables
E.3 through E.11 give the complete set of stellar parameters
obtained for every case considered in the present paper.

Table E.1. Summary of the physical ingredients included in the
reference models, denoted AGSS09.

Inp. Phys. Value Ref.

Solar mixture AGSS09 Asplund et al. (2009)
Eq. of state Free EOS Cassisi et al. (2003)
Opacity OPAL Iglesias & Rogers (1996)
αMLT 1.82 Solar calibration

Overshoot None /
Di�usion Yes Thoul et al. (1994)

Turbulent mix. None /
Atmosphere Eddington

T − τ relation
/

Surf. e�. corr. Yes Kjeldsen et al. (2008)

Table E.2. Variations in the input physics, corresponding name
and reduced χ2 values.

Name Inp. Phys. Value χ2
A χ2

B

AGSS09 Sol. mix. AGSS09 1.0 0.8
GN93 Sol. mix. GN93 1.0 1.0
OP Opac. OP 0.6 0.6

OPLIB Opac. OPLIB 1.2 1.0
CEFF Eq. of state CEFF 1.0 0.9
OPAL05 Eq. of state OPAL05 0.2 1.1
No di�. Di�. No 0.9 0.6
Dturb Turb. mix. Dturb = 7500 0.5 0.9

αMLT = 1.7 αMLT 1.7 1.3 0.3
Vernazza Atmos. Vernazza

et al. (1981)
0.3 0.8

No surf. corr. Surf. e�.
corr.

No 0.1 0.0

αov = 0.1 Overshoot 0.1 0.8 0.3
αov = 0.2 Overshoot 0.2 0.4 0.2
αun = 0.1 Undershoot 0.1 0.9 0.7
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Table E.3. Summary of the �tted models with only the seismic constraints. The reference model, labelled AGSS09, corresponds
to the choice of physics described in Sect. 2.3 and E.1. The individual uncertainties result from the error propagation during the
Levenberg-Marquardt adjustment.

Model Quantity 16CygA 16CygB

AGSS09 M (M�) 1.06± 0.02 1.011± 0.009
X0 0.68± 0.01 0.679± 0.007

(Z/X)0 0.035± 0.001 0.037± 0.002
Y0 0.30± 0.01 0.296± 0.007

[Fe/H] 0.19± 0.01 0.22± 0.03
Ys 0.243± 0.009 0.251± 0.004

R (R�) 1.22± 0.03 1.104± 0.009
dark blue t (Gyr) 6.8± 0.2 6.97± 0.08
GN93 M (M�) 1.068± 0.005 1.02± 0.01

X0 0.690± 0.007 0.685± 0.007
(Z/X)0 0.039± 0.003 0.040± 0.002
Y0 0.283± 0.008 0.288± 0.007

[Fe/H] 0.23± 0.03 0.26± 0.03
Ys 0.237± 0.004 0.245± 0.005

R (R�) 1.222± 0.006 1.11± 0.01
light blue t (Gyr) 6.59± 0.09 6.76± 0.06

OP M (M�) 1.053± 0.008 1.01± 0.01
X0 0.68± 0.01 0.678± 0.007

(Z/X)0 0.035± 0.004 0.039± 0.002
Y0 0.30± 0.01 0.296± 0.007

[Fe/H] 0.19± 0.06 0.25± 0.03
Ys 0.244± 0.008 0.252± 0.005

R (R�) 1.217± 0.009 1.11± 0.01
light brown t (Gyr) 6.80± 0.09 7.0± 0.1
OPLIB M (M�) 1.042± 0.009 0.99± 0.01

X0 0.68± 0.01 0.673± 0.008
(Z/X)0 0.032± 0.004 0.036± 0.001
Y0 0.30± 0.01 0.303± 0.008

[Fe/H] 0.16± 0.05 0.20± 0.01
Ys 0.244± 0.007 0.258± 0.005

R (R�) 1.21± 0.01 1.10± 0.01
beige t (Gyr) 6.41± 0.08 6.61± 0.09
CEFF M (M�) 1.07± 0.01 1.02± 0.01

X0 0.698± 0.009 0.681± 0.008
(Z/X)0 0.031± 0.001 0.037± 0.002
Y0 0.280± 0.009 0.294± 0.008

[Fe/H] 0.12± 0.02 0.22± 0.03
Ys 0.229± 0.005 0.249± 0.005

R (R�) 1.22± 0.01 1.11± 0.01
dark brown t (Gyr) 6.9± 0.1 7.0± 0.1
OPAL05 M (M�) 1.06± 0.02 1.010± 0.009

X0 0.69± 0.02 0.669± 0.006
(Z/X)0 0.033± 0.002 0.040± 0.002
Y0 0.29± 0.02 0.304± 0.004

[Fe/H] 0.16± 0.03 0.25± 0.03
Ys 0.237± 0.009 0.259± 0.004

R (R�) 1.22± 0.02 1.10± 0.01
grey t (Gyr) 6.8± 0.2 6.92± 0.08

No di�. M (M�) 1.109± 0.007 1.063± 0.008
X0 0.763± 0.007 0.754± 0.006

(Z/X)0 0.020± 0.001 0.0214± 0.0009
Y0 0.22± 0.01 0.230± 0.009

[Fe/H] 0.04± 0.02 0.07± 0.02
Ys 0.221± 0.007 0.230± 0.006

R (R�) 1.237± 0.008 1.123± 0.009
light pink t (Gyr) 7.5± 0.1 7.50± 0.07

Model Quantity 16CygA 16CygB

Dturb M (M�) 1.07± 0.01 1.02± 0.01
X0 0.705± 0.004 0.697± 0.008

(Z/X)0 0.029± 0.002 0.032± 0.002
Y0 0.274± 0.004 0.281± 0.008

[Fe/H] 0.14± 0.03 0.17± 0.03
Ys 0.239± 0.003 0.248± 0.006

R (R�) 1.22± 0.02 1.11± 0.01
purple t (Gyr) 6.9± 0.1 7.0± 0.1

αMLT = 1.7 M (M�) 1.03± 0.01 0.98± 0.02
X0 0.68± 0.01 0.66± 0.01

(Z/X)0 0.033± 0.004 0.041± 0.003
Y0 0.30± 0.01 0.31± 0.01

[Fe/H] 0.16± 0.07 0.26± 0.04
Ys 0.242± 0.007 0.263± 0.006

R (R�) 1.21± 0.01 1.09± 0.02
yellow t (Gyr) 7.1± 0.2 7.3± 0.4

Vernazza M (M�) 1.020± 0.009 0.97± 0.01
X0 0.675± 0.009 0.66± 0.01

(Z/X)0 0.035± 0.002 0.040± 0.001
Y0 0.30± 0.01 0.32± 0.01

[Fe/H] 0.17± 0.03 0.25± 0.01
Ys 0.248± 0.005 0.268± 0.006

R (R�) 1.20± 0.01 1.09± 0.02
t (Gyr) 7.2± 0.1 7.4± 0.1

No surf. M (M�) 1.08± 0.02 1.028± 0.009
corr. X0 0.69± 0.01 0.696± 0.008

(Z/X)0 0.038± 0.002 0.033± 0.002
Y0 0.28± 0.01 0.281± 0.008

[Fe/H] 0.22± 0.03 0.17± 0.03
Ys 0.236± 0.007 0.237± 0.005

R (R�) 1.24± 0.03 1.12± 0.01
dark green t (Gyr) 7.0± 0.1 7.05± 0.06
αov = 0.1 M (M�) 1.058± 0.007 1.01± 0.02

X0 0.68± 0.01 0.679± 0.006
(Z/X)0 0.035± 0.003 0.036± 0.004
Y0 0.30± 0.01 0.297± 0.007

[Fe/H] 0.19± 0.05 0.20± 0.04
Ys 0.243± 0.006 0.251± 0.004

R (R�) 1.218± 0.09 1.10± 0.02
red t (Gyr) 6.8± 0.2 6.9± 0.1

αov = 0.2 M (M�) 0.920± 0.009 1.016± 0.009
X0 0.700± 0.006 0.682± 0.007

(Z/X)0 0.0106± 0.0002 0.036± 0.002
Y0 0.293± 0.006 0.293± 0.007

[Fe/H] −0.39± 0.01 0.21± 0.02
Ys 0.217± 0.002 0.249± 0.004

R (R�) 1.16± 0.01 1.11± 0.01
t (Gyr) 7.16± 0.06 6.97± 0.09

αun = 0.1 M (M�) 1.06± 0.01 1.012± 0.007
X0 0.688± 0.009 0.680± 0.008

(Z/X)0 0.034± 0.001 0.036± 0.002
Y0 0.289± 0.009 0.295± 0.008

[Fe/H] 0.17± 0.02 0.22± 0.03
Ys 0.241± 0.005 0.252± 0.005

R (R�) 1.22± 0.01 1.105± 0.008
khaki t (Gyr) 6.78± 0.09 6.97± 0.07
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Table E.4. Adjusted stellar parameters using the temperature
pro�le from Vernazza et al. (1981) with a solar calibrated value
of αMLT = 2.02.

Quantity 16CygA 16CygB

M (M�) 1.06± 0.01 1.02± 0.01
X0 0.68± 0.01 0.684± 0.006

(Z/X)0 0.035± 0.004 0.035± 0.002
Y0 0.29± 0.01 0.292± 0.006

[Fe/H] 0.20± 0.03 0.18± 0.06
Ys 0.243± 0.006 0.248± 0.04

R (R�) 1.22± 0.01 1.10± 0.01
t (Gyr) 6.7± 0.2 6.9± 0.1
αMLT 2.02

Table E.5. Results of the modelling considering only seismic
constraints with di�erent values of the mixing length coe�cient.

αMLT Quantity 16CygA 16CygB

1.7 M (M�) 1.03± 0.01 0.98± 0.02
X0 0.68± 0.01 0.66± 0.01

(Z/X)0 0.033± 0.004 0.041± 0.003
Y0 0.30± 0.01 0.31± 0.01

[Fe/H] 0.16± 0.07 0.26± 0.04
Ys 0.242± 0.007 0.263± 0.006

R (R�) 1.21± 0.01 1.09± 0.02
t (Gyr) 7.1± 0.2 7.3± 0.4

1.82 M (M�) 1.06± 0.02 1.011± 0.009
X0 0.68± 0.01 0.679± 0.007

(Z/X)0 0.035± 0.001 0.037± 0.002
Y0 0.30± 0.01 0.296± 0.007

[Fe/H] 0.19± 0.01 0.22± 0.03
Ys 0.243± 0.009 0.251± 0.004

R (R�) 1.22± 0.03 1.104± 0.009
t (Gyr) 6.8± 0.2 6.97± 0.08

2.0 M (M�) 1.108± 0.009 1.058± 0.009
X0 0.705± 0.007 0.705± 0.06

(Z/X)0 0.033± 0.002 0.032± 0.002
Y0 0.272± 0.007 0.272± 0.06

[Fe/H] 0.16± 0.03 0.16± 0.04
Ys 0.227± 0.004 0.232± 0.004

R (R�) 1.23± 0.01 1.12± 0.01
t (Gyr) 6.4± 0.1 6.6± 0.1

Table E.6. Results of the modelling considering only seismic
constraints and including turbulent mixing with di�erent values
of the turbulent mixing coe�cient.

Dturb

(
cm2s−1

)
Quantity 16CygA 16CygB

2000 M (M�) 1.07± 0.01 1.024± 0.008
X0 0.70± 0.01 0.697± 0.007

(Z/X)0 0.029± 0.001 0.032± 0.002
Y0 0.27± 0.01 0.281± 0.007

[Fe/H] 0.12± 0.02 0.17± 0.02
Ys 0.236± 0.007 0.246± 0.005

R (R�) 1.22± 0.01 1.109± 0.009
t (Gyr) 6.9± 0.1 6.99± 0.07

5000 M (M�) 1.1± 0.1 1.023± 0.007
X0 0.7± 0.1 0.697± 0.006

(Z/X)0 0.03± 0.01 0.032± 0.001
Y0 0.3± 0.1 0.280± 0.006

[Fe/H] 0.1± 0.2 0.17± 0.02
Ys 0.24± 0.07 0.247± 0.004

R (R�) 1.2± 0.1 1.109± 0.007
t (Gyr) 6.8± 0.8 6.99± 0.06

7500 M (M�) 1.07± 0.01 1.02± 0.01
X0 0.705± 0.004 0.697± 0.008

(Z/X)0 0.029± 0.002 0.032± 0.002
Y0 0.274± 0.004 0.281± 0.008

[Fe/H] 0.14± 0.03 0.17± 0.03
Ys 0.239± 0.003 0.248± 0.006

R (R�) 1.22± 0.02 1.11± 0.01
t (Gyr) 6.9± 0.1 7.0± 0.1

10000 M (M�) 1.03± 0.01 0.98± 0.02
X0 0.70± 0.01 0.66± 0.01

(Z/X)0 0.029± 0.001 0.032± 0.001
Y0 0.27± 0.01 0.280± 0.006

[Fe/H] 0.14± 0.02 0.17± 0.02
Ys 0.240± 0.007 0.248± 0.004

R (R�) 1.22± 0.01 1.109± 0.007
t (Gyr) 6.9± 0.1 6.99± 0.06

Table E.7. Adjusted stellar parameters including the e�ective
temperature constraint with the OPLIB opacity table and with
a �xed turbulent mixing coe�cient.

Quantity 16CygA

M (M�) 1.05± 0.07
X0 0.70± 0.08

(Z/X)0 0.028± 0.001
Y0 0.27± 0.08

[Fe/H] 0.1± 0.1
Ys 0.24± 0.03

R (R�) 1.21± 0.05
t (Gyr) 6.6± 0.4
Dturb 0.2 · 104
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Table E.8. Adjusted stellar parameters imposing a common age
and initial composition for both stars for the di�erent variations
in physics.

Model Quantity 16CygA 16CygB

AGSS09 M (M�) 1.05± 0.01 1.015± 0.006
[Fe/H] 0.20± 0.01 0.21± 0.01
Ys 0.245± 0.003 0.250± 0.003

R (R�) 1.21± 0.01 1.106± 0.007
X0 0.681± 0.006

(Z/X)0 0.0360± 0.0009
Y0 0.294± 0.006

t (Gyr) 6.87± 0.04
Dturb M (M�) 1.063± 0.006 1.024± 0.005

[Fe/H] 0.144± 0.009 0.15± 0.01
Ys 0.242± 0.003 0.245± 0.004

R (R�) 1.220± 0.007 1.109± 0.006
X0 0.702± 0.005

(Z/X)0 0.0300± 0.0006
Y0 0.277± 0.005

t (Gyr) 0.692± 0.006
No Di�. M (M�) 1.10± 0.01 1.068± 0.004

[Fe/H] 0.058± 0.009 0.058± 0.009
Ys 0.225± 0.004 0.225± 0.004

R (R�) 1.24± 0.01 1.114± 0.004
X0 0.759± 0.004

(Z/X)0 0.0207± 0.0004
Y0 0.225± 0.004

t (Gyr) 7.50± 0.05
αov = 0.1 M (M�) 1.052± 0.007 1.013± 0.006

[Fe/H] 0.19± 0.01 0.20± 0.01
Ys 0.245± 0.003 0.250± 0.003

R (R�) 1.214± 0.008 1.105± 0.006
X0 0.681± 0.005

(Z/X)0 0.0355± 0.0007
Y0 0.294± 0.005

t (Gyr) 6.85± 0.04
αMLT M (M�) 1.072± 0.004 1.039± 0.003

from Te� [Fe/H] 0.145± 0.007 0.159± 0.007
�t Ys 0.234± 0.002 0.240± 0.002

R (R�) 1.226± 0.006 1.114± 0.004
αMLT 1.85 1.99
X0 0.696± 0.003

(Z/X)0 0.0320± 0.0004
Y0 0.282± 0.003

t (Gyr) 6.63± 0.05
Vernazza M (M�) 1.054± 0.006 1.016± 0.006
calibrated [Fe/H] 0.18± 0.01 0.19± 0.01
αMLT Ys 0.244± 0.003 0.249± 0.003

R (R�) 1.216± 0.007 1.105± 0.006
αMLT 2.02
X0 0.682± 0.005

(Z/X)0 0.0352± 0.0007
Y0 0.293± 0.005

t (Gyr) 6.82± 0.05

Table E.9. Di�erences between theoretical and observed values
for the seismic constraints, for the several variations in physics,
de�ned as δ = |Iobs − Ith|, in the units of the constraint. χ2

red =
χ2/(N − k) is the reduced χ2 value where N is the number of
constraints to the �t and k the number of free parameters. The
BIC value is de�ned in Sec. 4.3.

Model Quantity 16CygA 16CygB
δ δ/σ δ δ/σ

AGSS09 ∆ (µHz) 0.2 47.4 10−3 0.2
AHe 0.7 0.7 0.7 0.7
r̂01 5 · 10−5 0.2 10−4 0.8
r̂02 6 · 10−4 2.0 4 · 10−4 1.4
χ2
red 751.9

BIC 2266.2
Dturb ∆ (µHz) 0.06 13.6 7 · 10−3 1.6

AHe 0.4 0.4 0.2 0.2
r̂01 2 · 10−5 0.1 3 · 10−4 1.3
r̂02 4 · 10−4 1.2 3 · 10−4 1.1
χ2
red 63.3

BIC 200.4
No Di�. ∆ (µHz) 0.01 3.0 3 · 10−5 0.007

AHe 0.7 0.7 0.3 0.3
r̂01 10−4 0.4 10−4 0.7
r̂02 10−4 0.4 10−4 0.4
χ2
red 3.4

BIC 20.7
αov = 0.1 ∆ (µHz) 0.3 59.7 1 · 104 0.03

AHe 0.8 0.8 0.6 0.6
r̂01 3 · 10−5 0.1 2 · 10−4 0.9
r̂02 5 · 10−4 1.6 4 · 10−4 1.6
χ2
red 1188.8

BIC 3576.7
αMLT ∆ (µHz) 0.2 52.8 10−3 0.2

from Te� AHe 0.2 0.2 0.5 0.5
�t r̂01 2 · 10−4 1.0 4 · 10−4 2.0

r̂02 4 · 10−4 1.3 6 · 10−4 2.2
χ2
red 928.4

BIC 2795.6
Vernazza ∆ (µHz) 0.01 3.0 7 · 10−4 0.1
calibrated AHe 0.7 0.7 0.3 0.3
αMLT r̂01 10−4 0.4 10−4 0.7

r̂02 10−4 0.4 10−4 0.4
χ2
red 2.9

BIC 19.2
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Table E.10. Same as E.8, but without imposing a common
composition for the two stars.

Model Quantity 16CygA 16CygB

AGSS09 M (M�) 1.05± 0.04 1.017± 0.007
[Fe/H] 0.20± 0.05 0.23± 0.02
Ys 0.25± 0.01 0.251± 0.004

R (R�) 1.21± 0.04 1.106± 0.008
X0 0.68± 0.02 0.679± 0.006

(Z/X)0 0.037± 0.003 0.038± 0.002
Y0 0.29± 0.02 0.295± 0.006

t (Gyr) 6.86± 0.06
Dturb M (M�) 1.1± 0.1 1.02± 0.05

[Fe/H] 0.1± 0.1 0.2± 0.1
Ys 0.24± 0.04 0.25± 0.03

R (R�) 1.2± 0.1 1.11± 0.05
X0 0.70± 0.06 0.70± 0.05

(Z/X)0 0.029± 0.007 0.031± 0.009
Y0 0.27± 0.06 0.28± 0.04

t (Gyr) 6.9± 0.1
No Di�. M (M�) 1.11± 0.02 1.064± 0.006

[Fe/H] 0.04± 0.02 0.06± 0.02
Ys 0.221± 0.008 0.228± 0.005

R (R�) 1.23± 0.02 1.123± 0.007
X0 0.763± 0.008 0.756± 0.005

(Z/X)0 0.0200± 0.0008 0.021± 0.001
Y0 0.221± 0.008 0.228± 0.005

t (Gyr) 7.51± 0.07
αov = 0.1 M (M�) 1.05± 0.02 1.010± 0.009

[Fe/H] 0.19± 0.03 0.19± 0.02
Ys 0.245± 0.007 0.250± 0.003

R (R�) 1.21± 0.02 1.10± 0.01
X0 0.68± 0.01 0.681± 0.006

(Z/X)0 0.035± 0.002 0.035± 0.002
Y0 0.29± 0.01 0.295± 0.006

t (Gyr) 6.86± 0.05
αMLT M (M�) 1.072± 0.004 1.039± 0.003

from Te� [Fe/H] 0.145± 0.007 0.159± 0.007
�t Ys 0.234± 0.002 0.240± 0.002

R (R�) 1.226± 0.006 1.114± 0.004
αMLT 1.85 1.99
X0 0.696± 0.003 0.696± 0.003

(Z/X)0 0.0320± 0.0004 0.0320± 0.0004
Y0 0.282± 0.003 0.282± 0.003

t (Gyr) 6.63± 0.05
Vernazza M (M�) 1.05± 0.02 1.017± 0.008
calibrated [Fe/H] 0.18± 0.02 0.20± 0.02
αMLT Ys 0.244± 0.007 0.249± 0.004

R (R�) 1.21± 0.02 1.105± 0.009
αMLT 2.02
X0 0.68± 0.01 0.683± 0.007

(Z/X)0 0.035± 0.002 0.035± 0.001
Y0 0.29± 0.01 0.293± 0.007

t (Gyr) 6.82± 0.06

Table E.11. Same as E.9, but without imposing a common
composition for the two stars.

Model Quantity 16CygA 16CygB
δ δ/σ δ δ/σ

AGSS09 ∆ (µHz) 0.1 31.7 6 · 10−3 1.3
AHe 0.9 0.9 1.5 1.5
r̂01 4 · 10−5 0.1 5 · 10−4 0.2
r̂02 6 · 10−4 1.9 4 · 5 · 10−4 1.7
χ2
red 1020.9

BIC 1035.5
Dturb ∆ (µHz) 3 · 10−3 0.2 2 · 10−5 0.05

AHe 0.3 0.3 0.6 0.6
r̂01 3 · 10−5 0.1 3 · 10−4 1.4
r̂02 2 · 10−4 0.6 3 · 10−4 1.2
χ2
red 4.4

BIC 19.0
No Di�. ∆ (µHz) 3 · 10−3 0.6 0.2 · 10−3 0.05

AHe 0.002 0.002 0.02 0.02
r̂01 10−4 0.5 0.4 · 10−4 0.2
r̂02 0.2 · 10−4 0.07 0.5 · 10−4 0.2
χ2
red 0.8

BIC 15.3
αov = 0.1 ∆ (µHz) 0.2 49.1 3 · 10−4 0.007

AHe 0.7 0.7 0.2 0.2
r̂01 3 · 6 · 10−5 0.2 2 · 10−4 0.9
r̂02 6 · 10−4 1.7 3 · 10−4 1.2
χ2
red 2426.7

BIC 2441.3
αMLT ∆ (µHz) 0.2 52.8 10−3 0.2

from Te� AHe 0.2 0.2 0.5 0.5
�t r̂01 2 · 10−4 1.0 4 · 10−4 2.0

r̂02 4 · 10−4 1.3 6 · 10−4 2.2
χ2
red 928.4

BIC 2795.6
Vernazza ∆ (µHz) 2 · 10−4 0.05 5 · 10−6 0.001
calibrated AHe 0.5 0.5 0.7 0.7
αMLT r̂01 6 · 10−4 1.9 10−4 0.9

r̂02 3 · 10−4 1.1 2 · 10−4 0.8
χ2
red 7.1

BIC 21.7
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