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1 Introduction
The recent European Union regulations for long-haul heavy-duty trucks, that
set to 15% the reduction of CO2 emissions in 2025 with respect to the fleet base-
line of 2019, pushed the automotive industry to adopt new effective to meet the
new limits by decreasing the fuel consumption of the fleet (Rodriguez, 2018).
The Organic Rankine Cycle (ORC) based waste heat recovery is considered
one of the most promising technologies to reduce fuel consumption and increase
the brake thermal efficiency of the vehicle (Wang et al., 2013); (Koeberlein,
2012); (Allain et al., 2012). The results of recent studies, supported by road cy-
cle simulations and experimental campaigns, show an effective potential of the
technology. (Zhao et al., 2018) claim an increase in thermal efficiency of 3.57%
and a Break Specific Fuel Consumption (BSFC) reduction of 10.09 g/kWh as
a result of steady-state simulations, over different engine operating points, us-
ing GT-Suite and MATLAB/Simulink models, by recovering heat from exhaust
gas. Extensive literature is available about constraints and limiting factors of
the Rankine Cycle based waste heat recovery systems in long-haul heavy duty
trucks: (Di Battista et al., 2018) investigated on the engine additional back-
pressure induced by the Rankine evaporator. (Karvountzis-Kontakiotis et al.,
2017) studied the effects of the ORC on fuel economy of a heavy duty vehicle;
the main focus of the analysis is a trade-off between the heat transfer area of
the evaporator and the pressure drop that it imposes to the exhaust gas used
as main heat source. The authors also identified the weight of the ORC system
as one of the main limitations for the integration of the system in the vehicle.
The final results show an optimal value when looking for a trade-off between
exhaust back-pressure, ORC required net power and weight. (Hountalas et al.,
2012) studied the problem of the rejection of excess heat of a ORC system, using
exhaust gas flow as the main heat source. Adding the recuperation of the waste
heat from the Exhaust Gas Recirculation flow (EGR) and a Charge Air Cooler
(CAC), the authors proved a further increase of the expander output power and
in the same time a reduction of the thermal load in the cooling radiator, leading
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to the reduction of the fan power demand.
During the operation of a heavy duty truck in highway paths, external distur-
bances lead to a variation of the engine operating point and, consequently, to
variable thermal power that can be recovered from the heat source. Therefore
controllers are implemented in order to ensure at any time the suitable condi-
tions of the working fluid (pressure, temperature, mass flow rate) in the system
(and in particular at the inlet of the expansion machine and pump) and high
standards of the system power production. (Grelet et al., 2015) compared the
use of a non linear inverse model and a PI controller to track the set point of
the temperature at the inlet of the expander; the inverse model leads to the
best strategy. (Seitz et al., 2016) designed a feedforward controller, with online
parameter adaptation, to control the temperature at the outlet of the evapora-
tor; however according to the author the inverse model must be rechecked to
increase the performance in highly transient situations. (Torregrosa et al., 2016)
proposed an adaptive PID controller of the pump speed in a Rankine system fed
by thermal power from a 2-liter gasoline engine; the adaptive gains are evaluated
based on the working fluid temperature at the outlet of the evaporator and the
estimation of the power released by the exhaust gas. A map based controller
of the volumetric expander speed is also included. The controller is validated
on test bench and, according to the authors, allows the control of the ORC in
real driving conditions. Another example of feedforward controller designed to
control the superheat (defined as the difference of the working fluid temperature
and saturation temperature at the given pressure) at the inlet of the expander
is presented by (Peralez et al., 2013); the authors used an inverse reduced model
in the feedforward path and a gain-scheduling PID controller in the feedback
path. Experimental results show a good performance of the controller, that al-
lows to track the superheat set-point, set to the value of 40K. The same author
in (Peralez, 2015) designed an energy monitoring algorithm addressed to the
optimal control of a Rankine based waste heat recovery in a Diesel - electrical
train; the condenser is cooled down by air and the condensation pressure is ma-
nipulated in high load transients in order to complete the condensation phase.
The dynamic optimization shows an improvement of the net power produced
that is higher with respect to static optimization strategies.
This last work that has been mentioned is a rare example of manipulation of
condensation pressure in automotive waste heat recovery in literature, as most
of the studies focus on the control of the working fluid conditions at the inlet of
the expander to ensure high standards of power production of the system. In
particular, direct condensation with air leads, in most of applications, to poor
air mass flow rate at the inlet of the condenser. Therefore the increase of the
condensation pressure is necessary to ensure the complete condensation of the
working fluid. Additionally, in the applications consisting of a dedicated fan to
supply the cooling air flow, the manipulation of the condensation pressure could
be useful in terms of energy management, as the increase of the condensation
pressure implies the reduction of the expander power of the system, but, in the
same time, implies higher temperature difference between the working fluid and
the air flow. Consequently a lower amount of air mass flow rate is needed to
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have the same working fluid condition at the outlet of the condenser; therefore
the fan power demand is reduced as well. The reduction of the expander power
production and the fan power demand could lead to an increase of the net power
production of the system.
In this work, to design a model based control, a 1D finite volume model of the
evaporator and direct condenser is firstly developed (both validated according to
experimental results or data supplier), using MATLAB/Simulink. Furthermore,
the complete model of the Rankine Cycle is proposed, as well as the model-based
controllers. Particular attention is paid to the control of the subcooling of the
working fluid at the inlet of the pump, by means of the dedicated fans speed
and condensation pressure; additionally, a model-based optimization is run in
order to find the best trade-off between the fans speed and the condensation
pressure, ensuring the tracking of the subcooling and the maximization of the
net power production of the Rankine system.

2 Proposed Rankine architecture
The Rankine Cycle architecture that is proposed in this work, presented in Fig.
1, recovers heat from the exhaust gas flow and delivers electrical energy to the
48V mild-hybrid drive-line. The pressure of the working fluid (in liquid state)
is increased by a volumetric pump. The pre-heating, evaporation and super-
heating processes take place in the tailpipe heat exchanger. The working fluid
is then expanded in the expander to produce useful work and the excess heat is
rejected via the condenser, using ambient air as heat sink. This Rankine layout
clarifies the possibility to manipulate the condensation (low) pressure in the
system, via pressurized air stored in the dedicated air reservoir available in the
vehicle; the control valve regulates the pressure of the air in the reservoir and,
by consequence, the pressure of the working fluid. In the reservoir a membrane
ensures the separation between the air and the working fluid, avoiding a drop
in the performance and safety issues that appear in case of mixing. A similar
system has been tested successfully and patented in order to ensure the desired
condition of the working fluid at the inlet of the pump, avoiding its cavitation in
all the operating points (Lutz et al., 2015); the main difference between the sys-
tem presented here and the patented system is that in the latter an additional
valve is installed between the reservoir and the Rankine line in order to have
the possibility to disconnect the Rankine system and the reservoir. In order to
improve the performance of the studied ORC, (Dickes, 2019) investigated on
the sensitivity of the system to the charge of the working fluid in the system;
the variation of the charge of working fluid is achieved by pressurizing an inert
gas in a reservoir, connected to the Rankine line.

Fig. 2 clarifies the position of the Rankine system in the vehicle. The exhaust
gas stream at the outlet of the Exhaust After Treatment System (EATS) flows
in the Rankine system and cedes a portion of its thermal energy to the working
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Nomenclature
Acronyms
Bo Boiling number
BSFC Break Specific Fuel Consump-

tion ( g
kW h

)
CAC Charge Air Cooler
CFD Computational Fluid Dynam-

ics
Co Convection number
COratio Cut-Off Ratio (-)
EGR Exhaust Gas Recirculation
Err Error (-)
FK Frankfurt-Koblenz
FV Finite Volume
IMC Internal Model Control
MMPI Multi-Model proportional in-

tegral
ORC Organic Rankine Cycle
PID Proportional-Integral-Derivative
RAM Air Intake
SC Subcooling (K)
SH Superheat (K)
SIMC Skogestad Internal Model Con-

trol
SP Set-point
wf Working Fluid
Greek letters
α Heat Transfer Coefficient

( W
kgm2 )

η Efficiency (-)
ψ Ratio between two-phases and

single phase heat transfer coef-
ficient

ρ Density ( kg
m3 )

σ Standard Deviation
τ Time Constant (s)
θ Delay (s)
Dh Transfer function
Latin letters
ṁ Mass Flow Rate ( kg

s
)

Q̇ Thermal Power (W )
Ẇ Mechanical Power (W )
C Displacement (m3)

cp Specific Heat at Constant Pres-
sure ( J

kgK
)

Dh Hydraulic diameter (m)
h Specific Enthalpy ( J

kg
)

Kp Fan pressure coefficient
Kq Fan flow coefficient
Kw Fan power coefficient
N Rotational Speed (rpm)
Nu Nusselt Number (-)
Pr Prandtl Number (-)
q Vapor Quality (-)
Re Reynolds Number (-)
U Specific Internal Energy ( J

kg
)

u Model Input
uc Velocity in the minimum flow

area (m/s)
V Volume (m3)
V0 Clearance Volume (m3)
w Weight
x State
y Model Output
Subscripts
c Control
cond Condenser
cool Coolant
d Derivative
eq Equivalent
ev Evaporator
ex Exit
exh Exhaust gas
exp Expander
expe Experimental
gl Global
I Integral
p Proportional
Pred Reduced Pressure (-)
sim Simulated
sp Single phase
su Suction
suit Suitable
Vcap Volume Capacity (m3)
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Figure 1: Rankine layout, recovering heat from exhaust gas, producing electrical
power.

fluid in the evaporator. Additionally it can be noticed that the condenser and
dedicated fans are placed on the side of the vehicle and the total cooling capac-
ity is provided by the fan cooling airflow; consequently the removal of the excess
heat from the condenser has no impact on the cooling system of the truck.
The system produces electrical energy, therefore the expansion machine is cou-
pled with a motor-generator electrical machine and it is mechanically discon-
nected from the drive-line. The working fluid is chosen in Sec. 2.2 following
the analysis of the results of a simulation study where 4 different working fluids
have been compared in terms of net power production of the system.

2.1 Heat sources and sink
Although several heat sources (such as engine coolant, EGR flow, Charge Air
Cooler) are available on the vehicle for waste heat recovery applications, with
different amount and variability of mass flow rate and temperature, in the pro-
posed architecture the exhaust gas flow is used as the only heat source. The
engine coolant is characterized by lower temperature (less than 100 °C) and
higher mass flow rate than the exhaust gas stream; the EGR flow is character-
ized by higher temperature and lower mass flow rate, as well as higher fluctua-
tion of the available thermal power than the exhaust gas stream. Additionally
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Figure 2: Rankine system position in the truck (view from the top, not to scale).

(Grelet, 2016) observed that the heat source represented by the engine coolant
flow is more interesting than the exhaust gas considering the first principle of
thermodynamics, but results of a second principle of thermodynamic analysis
show that the exhaust gas flow is the heat source that is characterized by the
highest amount of exergy. This can be explained by noticing that the exhaust
gas flow is at higher average temperature than the engine coolant flow.
In the current case study, the heat sink is represented by ambient air and no
RAM Air Intake flow is supplied to the condenser, therefore the whole amount of
air mass flow is provided by the electrically-driven fans. As already remarked,
this architecture does not influence the cooling system of the truck, avoiding
additional fan power demand of the cooling system (Galuppo et al., 2018b) be-
cause of the higher temperature of the air in the cooling package.
Moreover, the temperature of the cooling air, provided by the dedicated electrically-
driven fans, at the inlet of the condenser has a strong impact on the overall per-
formance of the system. Depending on the temperature of the cooling air, differ-
ent strategies can be adopted to cool down the working fluid in the condenser,
maximizing the net power production of the Rankine system. The strategies,
that lead to a different handling of the condensation pressure and the rotating
speed of the cooling fan, are presented and analyzed in Sec. 4.3.

2.2 Working fluid selection
The choice of the most suitable working fluid involves several aspects and per-
formance is one of the major criteria; a working fluid should match well with
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the heat source, in order to reduce the exergy destruction and should be char-
acterized by low heat of vaporization (Vaja and Gambarotta, 2010). Recently,
(Preißinger et al., 2017) performed a computational chemical and thermody-
namic selection among 72 millions of substances, to be used in an Organic
Rankine Cycle recovering energy from internal combustion engine heat rejec-
tion; two different configurations of the ORC and three different cooling con-
cepts were investigated. The multi-criteria evaluation considers thermodynamic
aspects as well as regulations and safety issues and a trade-off occurs. Among
the fluids with highest score, ethanol is present. In (Scaccabarozzi et al., 2018),
the authors performed a working fluid selection and a cycle optimization based
on thermodynamic and performance aspects. Among the organic fluids, cy-
clopentane is always considered as an optimal fluid.
Despite the numerous works about fluid selection, it is hard to recognize the
best possible fluid to use in any waste heat recovery application for long-haul
heavy-duty trucks (the architecture of the Rankine system strongly impacts the
choice of the working fluids, (Guillaume and Lemort, 2019)). As for the Rankine
system configuration that is presented in Fig. 1, the choice of the fluid is sup-
ported by an internal steady-state simulation work that considers the specific
boundary conditions of the current architecture (heat source and sink) and the
components that are used. In this work, four working fluids have been analyzed
(cyclopentane, ethanol, Novec649 and R1233ZD) considering constant inputs,
as the mass flow and temperature of the exhaust gas and the temperature of
the air coolant flow. The size of the components is also considered as a constant
input, because of packaging reasons.
On the other hand, specific parameters are changed because of the different
nature of the working fluids. The lower heat of vaporization of Novec649 and
R1233ZD leads to higher mass flow rate in the system. In the same time, the
temperature and the density of both fluids in superheated conditions change
very much as well with respect to cyclopentane and ethanol, affecting the op-
eration of the expansion machine. One major change to be adopted in order
to perform a fair comparison consists in the modification of the cut-off ratio of
the volumetric expander (definition in Sec. 3.1.3), according to the temperature
and the volumetric flow rate of the working fluid at the inlet of the expander.
In order to take into account this feature of Novec649 and R1233ZD, the cut-
off ratio of the expander is reduced as well as the set-point of the evaporation
pressure; in this way it is possible to create the best operating conditions for
the four fluids and then compare the different concepts as fairly as possible.
The performance analysis of the four working fluids is carried out in a specific
operating point, Texh,su,ev=350°C and ṁexh,su,ev=0.2kg/s, found as the aver-
age of the exhaust mass flow rate and temperature provided by the 13-liter
non-EGR engine driving a common highway road cycle and cooling air temper-
ature Tcool,su,cond=40 °C; the performance is evaluated calculating the system
net power produced Ẇnet (1), that is obtained subtracting to the expander
power produced Ẇexp the fan power Ẇfan and pump power Ẇpump demand.

Ẇnet = Ẇexp − Ẇfan − Ẇpump (1)
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The main variables results of the steady state simulations related to the four
working fluids are listed in Tab. 1.

Fluid ρsu,exp( kgm3 ) V̇su,exp(dm
3

s ) Pev(bar) Pcond(bar) NetPower(kW )
Cyclopentane 61.2 1.410 25 3 3.76
Ethanol 35.5 1.135 25 2 3.69
Novec649 235.1 1.895 16 3 2.26
R1233ZD 111.2 2.114 25 5 2.11

Table 1: Main results of the simulation study basing on the different fluids.

The evaporation pressure set-point is 25 bar for ethanol, cyclopentane and
R1233ZD, while the evaporation pressure of Novec649 is limited to 16 bar be-
cause of its lower critical pressure with respect to the other fluids; consequently,
the expander power, as well as the net power produced by the system are re-
duced using Novec649. The condensation pressure that is set using the R1233ZD
is higher than the values that are used for the other fluids because of the lowest
normal boiling point of the R1233ZD among all the fluids that are currently
considered; consequently the condensation pressure is raised in order to make
feasible the removal of the excess heat from the condenser operating with the
same cooling air temperature. The higher condensation pressure leads to a lower
expander power produced, penalizing the global power balance of the system
and reducing the net power produced.
Fig. 3 shows the different contributions of the net power produced (1); the
reduced evaporation pressure of the Novec649 and the high condensation pres-
sure of the R1233ZD lead to a lower expander power produced with respect to
cyclopentane and ethanol and consequently to a lower net power produced.
Cyclopentane and ethanol are the best fluids for this specific architecture be-
cause their boiling points match better with the heat sink temperature and the
design of the expander suits better with respect to the remaining fluids (ac-
cording to the volumetric flow rate of the fluids at the inlet of the expander).
However it can be noticed that the net power production of the system, using
cyclopentane is higher, consequently cyclopentane is the selected working fluid
for further analysis.
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Figure 3: Power demands and production of the Rankine system using the four
fluids: the net performance of the Rankine system is evaluated subtracting the
pump and fan power demand to the expander power produced.

2.3 Actuators
In order to deal with the disturbances induced by the road cycle, in terms of
variation of mass flow and temperature of the heat source, controllers have to be
implemented to adjust online specific important variables in the system. Indeed,
as an example, a certain thermodynamic condition at the inlet of the expander
and at the outlet of the condenser must be kept in order to avoid respectively
liquid droplets in the expander and cavitation of the pump. In this process, the
following five actuators are used as manipulated variables in different controllers:

• Feed pump speed, to control the thermodynamic conditions of the working
fluid at the inlet of the expander

• Exhaust by-pass valve, that opens in case of over-temperature or over-
pressure of the working fluid

• Expander speed, to control the evaporation pressure

• Fan speed, to control the thermodynamic conditions of the working fluid
at the outlet of the condenser

• Condensation pressure, to contribute to the control of the thermodynamic
conditions of the working fluid at the outlet of the condenser, as well as
to the improvement of the net power production of the system
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3 Modeling
Component models of the described Rankine architecture are developed and are
implemented with the control algorithm in MATLAB/Simulink 2017. They are
detailed in the following parts.

3.1 Plant model
The plant model is based on the interactions among the components of the Rank-
ine and the thermodynamic state of the working fluid. The development of 1D
models of the subsystems composing the plant model leads to the evaluation
of physical relevant phenomena, as the thermal inertia in the heat exchangers,
that are useful for the real assessment of the performance of the system.
This section shows the modeling approach of each component of the Rankine
system and provides the validation of the evaporator and condenser models ac-
cording to experimental results and data supplier; the plant that is presented
in Fig. 9 uses cyclopentane as working fluid (that is selected as the most per-
forming fluid for the current direct condensation architecture in Sec. 2.2) and
pressure losses, as well as thermal losses are neglected in the current analysis.

3.1.1 Pump model

The pump model receives as input the pump speed from the controller and the
pressure ratio, defined as the ratio between the evaporation pressure (supplied
by the expander model, Sec. 3.1.3) and the condensation pressure that is deter-
mined by the dedicated controller.
The pressure at the outlet of the pump is calculated in the expander model, as
the volumetric expander imposes the high pressure of the Rankine Cycle (as-
suming no pressure drops in the evaporator); the pressure at the inlet of the
pump is a function of the mass flow rate (Sec. 4.3). As a function of the ro-
tating speed Npump, pressure ratio and displacement of the pump C, the model
computes the mass flow rate of working fluid (2) and the pump power demand
(3).

ṁwf = NpumpCρ (2)

Ẇpump = ṁwf (hex,is − hsu)
ηgl,pump

(3)

3.1.2 Evaporator model

The evaporator that is modeled and tested is a plate-fin heat exchanger, widely
used in small-scale waste heat recovery applications (Lopes et al., 2012). Fig. 4
shows a frontal and side view of the evaporator as well as the inlet and outlet
sections of the working fluid and exhaust gas; plates, where the working fluid
flows, are disposed in parallel with respect to the view from the top, therefore
a counter-flow approach for modeling is fully justified.
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The model of the evaporator is a 1D finite volume (FV) model, where Nvol vol-
umes are identified by discretizing the component along the longest dimension.
In this application, the heat exchanger model is, as first approach, simulated
as a standalone component, afterwards it is integrated into a complete Organic
Rankine Cycle model and finally in a complete vehicle model, where cooling
system, driver and all the mechanical components are modelled. Taking into
account the frame of the work, the number of volumes Nvol is set to 10, as a
trade-off between accuracy and stability of the model and computational cost.

Figure 4: Frontal and side evaporator views; inlet and outlet of working fluid
and exhaust flow as well as fins and plates are highlighted.

Fig. 5 shows that each volume is divided into three zones: the fluid side, the
separation wall and the gas side. On the fluid and gas sides, mass and energy
balance equations are applied in order to calculate the fluid state and the tem-
perature of the exhaust gas at the outlet of each volume; in the separation wall
the only energy balance equation is applied in order to calculate the average
temperature of the wall in the specific volume. It can be noticed that the num-
ber of volumes is Nvol and the two nodes before and after the volume i are
named i − 1 and i respectively. In order to distinguish the volume variables
from the node variables, the latter are denoted by a ′ subscript.
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Figure 5: Discretization schema of the evaporator.

The discrete mass variation in time for each volume can be expressed by means
of the differential of the enthalpy and pressure, as follows: (Quoilin, Sylvain,
2011):

dMi

dt
=V

∂ρ

∂t
=V (∂ρ

∂h

∂h

∂t
+ ∂ρ

∂p

∂p

∂t
)=ṁ′i − ṁ′i−1 (4)

The energy balance can be written as follows:
dUi
dt

=ṁ′i−1h
′
i−1 −m′ih′i + Q̇i + Ẇi − p

dVi
dt

(5)

Considering that no work is exchanged by the control volumes, using the def-
inition of the internal energy (U = H − pV ) and the equation (4), the energy
balance can be written as follow:

ρiVi
∂hi
∂t

= ṁ′i−1(h′i−1 − hi)− ṁ′i(h′i − hi) + Q̇i + V
dp

dt
(6)

Equ. (6) can be also written for the gas side considering that the enthalpy can
be replaced by the product between the gas specific heat cp and temperature
T . The power balance equation applied to the wall is:

ρiVicp
∂Ti
∂t

= ṁ′i−1cp(T ′i−1 − Ti)− ṁ′icp(T ′i − Ti) + Q̇i (7)

considering the specific heat cp constant and the gas as incompressible fluid.
The energy balance equation applied to the wall can be finally written as follows:

Mwcpw
∂Tw,i
∂t

= Q̇gas−wall,i − Q̇wall−fluid,i (8)

In order to evaluate the heat transfer occurring between the exhaust gas and
the fluid flow (via the internal wall of the heat exchanger) external and internal
dimensions of the component are measured or calculated. In particular, the
following geometrical data used in the evaluation of the heat transfer:
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• Heat transfer area for fluid and gas sides

• Flow section for fluid and gas

• Volume for fluid and gas sides

• Separation wall volume

The thermal power that is exchanged between the exhaust gas and the fluid can
be calculated by (9):

Q̇th = AglUgl∆Tsuit (9)
∆Tsuit is a suitable temperature difference between exhaust gas and fluid (i.e.
the mean logarithmic temperature difference) and the product AglUgl is the
global heat transfer coefficient (Incropera et al., 1993). (9) can be written for
each side of the heat exchanger by introducing the wall properties. Consequently
the thermal power exchanged between the exhaust gas and the separation wall
Q̇th,gas−wall and between the separation wall and the fluid Q̇th,wall−fluid can
be written respectively as in (10) and (11)

Q̇th,gas−wall = AgasUgas∆Tgas−wall (10)

Q̇th,wall−fluid = AfluidUfluid∆Twall−fluid (11)

The heat transfer coefficient U should be determined for the gas and fluid. As
reminded by (Quoilin, Sylvain, 2011), the gas heat transfer coefficient in single-
phase flow is mainly dependent on the mass flow rate.
In this work, the heat transfer coefficient of the fluid is calculated taking into
account the flow regime as well as the nature of the fluid; the Dittus-Boelter
and the Shah correlations are used to calculate the Nusselt number (directly
correlated to the heat transfer coefficient) respectively for single phase and two-
phase flow.
Dittus-Boelter correlation, according to turbulent flow in ducts (Winterton,
1998):

Nusp = 0.023Re0.8
Dh
Pr0.4, (12)

where ReDh
is the Reynolds number calculated in the flow area fluid side and Pr

is the Prandtl number. Then using Shah correlations ((Shah, 1976) for boiling
flow (13) , (Shah, 1979) for condensing flow (14)), Nu is given by:

Nu =


ψNusp (13)

Nusp

[
(1− q)0.8 + 3.8q0.76(1− q)0.04

P 0.38
red

]
(14)

where ψ is a factor depending on the boiling number Bo and convection number
Co defined in (Shah, 1976), q is the quality of vapor and Pred is the reduced
pressure defined as the ratio of the actual fluid pressure to the critical pressure
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of the fluid.
Focusing on the evaporator, the experiments are realized in steady state condi-
tion in different engine operating points and consequently thermal power from
20 to 70 kW. In each experiment the working fluid mass flow is adjusted in order
to obtain the same superheat conditions at the outlet of the evaporator.
In the test bench the following variables can be measured:

• Mass flow rate of the working fluid by means of a Coriolis flow-meter at
the outlet of the feed pump and mass flow rate of the exhaust gas by
means of a Annubar flow-meter at the inlet of the evaporator

• Pressure on the fluid side by means of differential pressure sensors, at the
inlet and outlet of the evaporator

• Temperature on the fluid side by means of thermocouples T, one at the
inlet and one at the outlet of the evaporator and on the gas side, three
thermocouples K at the inlet of the evaporator and one at the outlet of
the evaporator.

The thermal power exchanged between exhaust gas and working fluid has been
plotted in Fig. 6. The error between the thermal power predicted by the model
and measured from experiments, defined as in (15), is 0.51%.

Err = 100×
∥∥∥∥ Q̇expe − Q̇simQ̇exp

∥∥∥∥ (15)

Fig. 7 shows the prediction of the exhaust gas temperature at the outlet of the
evaporator. In this case the absolute error of the prediction is 7.83K. Therefore,
Fig. 6 and 7 show that the model is able to predict the performance of the
evaporator.

3.1.3 Expander model

The considered expansion machine is a volumetric expander whose the following
data are available:

• Clearance volume V0 expressed in m3

• The volume capacity Vcap, expressed in m3, that is the volume at the end
of the expansion process

• The cut-off ratio COratio, that is the fraction of the stroke that is involved
in the admission process.

These data are useful to compute the volume at the end of the suction process,
in other words the expander displacement, Vs, as shown in (16).

Vs = VcapCOratio. (16)

14



Figure 6: Comparison between predicted and measured thermal power ex-
changed in the evaporator.

Such an expander, rotating at variable speed, is responsible of the high pressure
in the Rankine loop. The expander chambers accept in their volume a mass of
working fluid that is function of the mass flow rate of the working fluid and its
rotating speed. As a first approach, the density is calculated in the following
time step i+1 as a function of the mass that is stored in the expander chambers
in the time step i for one revolution and the geometrical data of the machine :

ρ(i+ 1) =
ṁwf (i)
Nexp

(i)
VcapCOratio + V0

(17)

where i is the current time step.
The denominator of (17) represents the volume occupied by the working fluid
at the end of the suction process, in other words when the supply valve closes.
From density, calculated in (17) and temperature, calculated as the temperature
at the outlet of the evaporator in the evaporator model, it is possible to obtain
the pressure of the working fluid at the inlet of the expander. This information
is also used by the pump model to consider the pressure ratio between inlet and
outlet of the pump.
Once the state of the working fluid at the inlet of the expander is completely
defined, it is possible to calculate, considering that the working fluid at the
outlet of the expander is always in vapor state, the gross power production of
the expander (18) taking advantage of the map of the total expander isentropic
efficiency in Fig. (8) and the pressure at the outlet of the expansion machine:
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Figure 7: Comparison between the predicted and measured exhaust temperature
at the outlet of the evaporator.

Ẇgross,exp = ṁwf (hsu,exp(Twf,su,exp, pwf,su,exp)−hex,exp(Twf,ex,exp, pwf,ex,exp))
(18)

3.1.4 Direct Condenser and fan model

The selected condenser is an aluminum heat exchanger made up of flat extruded
tubes and of corrugated louvered fins. Assuming a perfect distribution of the
cooling air on the surface of the condenser, it is possible to consider a cross-flow
pattern as Fig. 9 shows.
The condenser model is obtained using a 1D finite volume (FV) discretization.
Energy and mass balance conservation equations are applied to the gas side,
fluid side and separation wall (eq. 4, 6, 7, 8.) The overall mass flow of cooling
air is divided by the number of volumes adopted for the discretization and its
outlet temperature is computed as the average of the outlet temperature of the
cooling air from each volume.
In order to compute correctly the thermal power exchanged between the fluid
and the wall, and between the wall and air flow, a geometrical analysis of the
condenser is necessary. Geometrical data can be retrieved by calculations, once
the fluid side and air side exchange areas are set (these data available from the
supplier). In particular, the following data are retrieved or calculated:
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Figure 8: Total expander efficiency as a function of the pressure ratio and the
expander speed.

• Number of tubes

• Fin density (Nfin

dm )

• Heat transfer area for fluid and gas sides

• Flow section for fluid and gas

• Volume for fluid and gas sides

• Separation wall volume

Considering the fluid side, the fluid flows in channels that are obtained in the
tubes; according to the classification of (Kandlikar, 2002), channels of the size
between 0.2 and 3 mm are considered as mini-channels Here the mini channels
have a rectangular section. Using this data and knowing the fluid side heat ex-
change area, it is possible to compute the fluid flow area and the number of mini
channels per tube. These data are useful for the definition of the flow regime
and calculation of the heat transfer coefficients in single phase and two-phase
((12), (14)). Regarding the air side, several other studies have been conducted
in the last decades (Chang and Wang, 1997), (Chan Kang and Jun, 2011), (El
Hajal et al., 2003). For this work, the correlation proposed by (Chan Kang and
Jun, 2011) has been chosen because of the wide combination of different geome-
tries of louvers and fins that have been investigated. The empirical correlations
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Figure 9: Direct condenser, tube and fin heat exchanger, frontal view.

allow to compute the Colburn number j and the friction factor f (Fig. 10.a),
that are useful to find respectively the heat transfer coefficient on air side has
(Fig. 10.b) and the the pressure drop of the air through the condenser. In this
work, we consider that the Colburn number j and heat transfer coefficient h are
correlated as follow (Chan Kang and Jun, 2011):

j = ηfinhPr
2/3

ρuccp
, (19)

where η is the fin efficiency, cp is the specific heat of the air at constant pressure
and uc is the velocity of the air in the louver section (minimum flow section).
The heat transfer coefficient and the air pressure drop as a function of the
Reynolds number are shown in Fig. 10.b.
Fig. 10.a and 10.b show coherent results according to literature in terms of
absolute values and variation with the Reynolds number.
Fan suppliers provide the fan curve, which expresses the static pressure (∆P )
variation through the fan as a function of the volumetric flow rate (m3/h) at
nominal speed. Curves at other speeds can be modeled thanks to the Fan Laws
(20) (Kanefsky et al., 1999). Plotting in the same graph the fan curves at
different fan speeds and the pressure drop curve characteristic of the condenser,
it is possible to identify the intersections, hence the operating points of the
system. The condenser model predicts the condenser pressure drop from data
supplier with a relative error of 1% in the range of interest of volume flow rate
(Fig. 11).

 Q̇ = KqD
3N

∆P = KpD
2N2ρ

Ẇ = KwD
5N3ρ

(20)
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(a) f - j (b) h - ∆P

Figure 10: (a) Friction factor and Colburn number as a function of the Reynolds
number calculated in the minimum flow section (louver section). (b) Heat trans-
fer coefficient and pressure drop as a function of the Reynolds number calculated
in the minimum flow section (louver section).

where Kq, Kp, Kw are the flow, pressure and power coefficients, D is the fan
diameter, N is the fan speed.

4 Base control strategy
The main actuators of the proposed Rankine system have been already men-
tioned in Sec.2.3. In this section the control strategy that is adopted for each
actuator is described.
The linear models that are adopted for control are Single Input Single Output
(SISO) that can be written in the form:

ẋ = f(x, y) (21)

y = g(x, u), (22)

where x ∈ Rn is the state, u ∈ Rnu the input variable and y ∈ Rny is the output
variable and f and g are two vector functions with appropriate dimension.

Considering the control of the thermodynamic conditions of the working
fluid at the inlet of the expander, the variable u is represented by the pump
speed and the variable y is represented by the specific variable that is necessary
to keep close to a set-point by acting on the pump speed.
The same approach is not applicable, for the presented architecture and the
purpose of control, for the control of the thermodynamic conditions at the out-
let of the condenser; in this case, the considered system is treated as a Multiple
Input Single Output (MISO), as the manipulated variables are the rotating fan
speed and the condensation pressure. Sec.4.3 shows how the problem is treated
in order to ensure good control performance and power production.
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Figure 11: Fan static pressures and power demands at different fan speeds and
condenser pressure drops. The condenser pressure drop is predicted (green resis-
tance line) with an error of 1% with respect to the supplier data (red resistance
line).

4.1 Superheat control
The control of the superheat SHsu,exp is necessary to control the thermody-
namic conditions of the working fluid at the inlet of the expander, ensuring
performance and safe operation of the component.

SHsu,exp = Tsu,exp − Tsat(Pev). (23)

The superheat must be kept at a positive value in order to ensure vapor supply
to the expander. The set-point is tracked varying the pump speed, consequently
the working fluid mass flow rate is changed.
In this work, a Multi Model PI controller is used, where the structure of the
algorithm has been presented by (Grelet, 2016). The determination of the pa-
rameters of the PI control is usually a key aspect to ensure high performance
of the controller; meta-heuristic approaches are available for such a goal, as the
novel grouped grey world optimizer and democratic joint operation algorithm
proposed in (Yang et al., 2017) and (Yang et al., 2018) and applied to a wind
energy conversion system. In both cases, those strategies, according to the re-
sults, allow a larger amount of wind energy, lower tracking error and control
costs with respect to other algorithms.
In this work, a step and response experimental campaign has been performed
in different operating points chosen using the algorithm proposed in (Galuppo
et al., 2018a). In general, it is possible to write a discrete nonlinear model in
the form (24), for one operating point.
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{
x(k + 1) = f

(
x(k), u(k)

)
y(k) = g

(
x(k), u(k)

) (24)

with y ∈ Rny the measured outputs, u ∈ Rnu the measured inputs. A set of
local linear models can be written as (25){

xi(k + 1) = fi
(
xi(k), u(k)

)
yi(k) = gi

(
xi(k), u(k)

) (25)

each tuned to approximate (24) around an operating point. To obtain a global
model, these local models have to be combined. The chosen approach is to
construct a global model by linearly interpolating between the local models:

ŷ(k) =
N∑
i=1

wi(k)yi(k) (26)

Here, the weights wi provide a time-varying adaptation and they are calculated
according to Bayesian estimators as in (Aufderheide and Bequette, 2003). As
shown in (Galuppo et al., 2018a), the relationship between pump actuator and
superheat at evaporator outlet can be modeled locally by a low order linear sys-
tem around an equilibrium point; a first order plus time delay model (FOPTD)
is used (27)

yu(s)
u(s) = Gu

(1 + τus)
e−Lus (27)

The Bayesian estimator identifies a single set of FOPTD parameters that are
composed of an equivalent static gain Geq, time constant τeq and delay θeq and
computed as in (28).


Geq =

∑N
i=1 wi,kGi

τeq =
∑N
i=1 wi,kτi

θeq =
∑N
i=1 wi,kθi

(28)

where N is the total number of FOPTD models (37 in the current application).
In Tab. 2, the equivalent mean values of the FOPTD time varying parameters
over a complete road cycle are shown, as well as their standard deviations.

Table 2: FOPTD parameters, statistical analysis.

Weighting scheme G τ θ σ(G) σ(τ) σ(θ)
Bayesian -0.37 9.10 0.54 2.3e-3 3.6e-2 3.9e-4

For each time step, a PID controller is tuned using the equivalent FOPTD
model, applying the SIMC approach proposed by (Skogestad, 2006), where one
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additional tuning parameter τc is required to govern the desired closed-loop time
response (29). 

Kp = 1
Geq

τeq

τcθeq

TI = min(τeq, 4(τc + θeq))
Td = 0

(29)

Fig. 12 shows the effect of the change of operating point of the engine on the
mass flow rate of working fluid and, consequently on pressure and temperature
at the inlet of the expansion machine; the controller of the superheat at the
inlet of the expander reacts quickly and keep the actual value of superheat very
close to the set-point.

Figure 12: Superheat, depending on temperature and pressure, control acting
on pump speed and consequently on the mass flow rate of the working fluid.

4.2 Expander speed and exhaust by-pass control
The exhaust by-pass valve is a safety component that reduces the thermal power
input to the Rankine system in case of over-temperature or over-pressure de-
tected in the working fluid. The control of the exhaust by-pass valve is map-
based and by-pass opens as soon as the maximum temperature of the working
fluid reaches 240°C. Fig. 14 shows how the exhaust by-pass is fully closed in
the phases that are characterized by the working fluid maximum temperature
below 240 °C and the progressive opening of the by-pass as soon as the working
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fluid temperature is larger than 240 °C.
The expander speed influences the high pressure loop of the Rankine system (17)
and the tracking of an optimal set-point leads to the operation of the expansion
machine within the points that are characterized by highest efficiency values
(8); the expander speed varies between 1000 and 3500 rpm, the exhaust by-
pass value varies from 0, by-pass completely opened, to 100, by-pass completely
closed). The controller is a PI (Proportional-Integral controller) that varies the
expander speed to track the evaporation pressure set-point. The controller is
tuned using the IMC technique (Rivera et al., 1986) and the computation of the
gain and time constant is based on step and response campaign on the expander
model. The tracking results are shown in Fig 13; the evaporation pressure set-
point varies according to the working fluid mass flow and the expander speed
regulation ensures the tracking of the set-point.

Figure 13: Evaporation pressure control; the evaporator pressure set-point is
computed for each time step as a function of the working fluid mass flow rate.

4.3 Subcooling control
The subcooling is an useful variable to establish the phase of the fluid at the
outlet of the condenser (30).

SCex,cond = Tsat(Pcond)− Tex,cond. (30)

The choice of set-point of the subcooling at the outlet of the condenser is, at
a first sight, straightforward. It is clear that, a higher subcooling value leads
to higher energy demand of the cooling actuators, with a negative impact on
the energy balance of the whole Rankine system. In the same time, a higher
subcooling strongly impacts on the efficiency of the thermodynamic cycle, by
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Figure 14: Exhaust by-pass control depending on the maximum working fluid
temperature admitted in the Rankine system.

reducing it. Therefore, the main interest is to keep the subcooling particularly
low, in order to reduce the impact on the energy balance and efficiency. Un-
fortunately, in real experiments, two main problems arise when reducing the
subcooling at the outlet of the condenser (inlet of the pump):

• When the subcooling is particularly low and the working fluid is very
close to the saturation conditions, local phenomena of condensation, with
formations of bubbles can appear. This situation is particularly dangerous
for the correct operation of the pump, that requires a liquid fluid at the
inlet section.

• The use of complicated controllers is forbidden in automotive applications.
Therefore, the actual value of the subcooling deviates from the set-point
in highly transient conditions and choosing a too low value of subcooling
would increase the risk of having a two-phase fluid at the inlet of the
pump.

Considering the necessity to reduce the subcooling and, in the same time, ensure
a positive actual value in all the possible conditions, a subcooling set-point
SCSP = 9K is chosen and a controller is designed.
The Bayesian estimators and the SIMC technique (presented in Sec. 4.1) have
been used to determine the parameters of the PID controllers of the subcooling
at the outlet of the condenser (a step and response campaign on the condenser
model has been performed). However the fan speed can reach a maximum value
at high loads, consequently the air flow provided to the condenser is not enough
to reach the complete condensation of the working fluid.
In order to face the high loads and to ensure a subcooled liquid supply to the
pump, the condensation pressure has to be raised. This leads to the fact that
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the mean temperature difference between the cooling air and the working fluid
is higher; consequently a lower air flow rate to the condenser is necessary to
ensure the subcooling set-point at the inlet of the pump and, in the same time,
the gross power production of the expander reduces consistently (more details
in Sec. 5).
In this work, three different strategies for the control of the subcooling at the
outlet of the condenser are presented:

1. PID controller acting on the fan speed and constant condensation pressure

2. PID controller acting on the fan speed, computing the desired condensa-
tion pressure setting a constant pressure ratio PR between the inlet and
outlet of the expansion machine

3. PID controller acting on the fan speed and an optimized strategy for the
condensation pressure taking into account the temperature of the air flow
at the inlet of the condenser. The controller scheme in Fig. 15 shows the
optimization block, that has as output the optimal condensation pressure
Pcond; Gc,SC(s) and Gp(s) are the subcooling controller and the plant
transfer functions. The vector xp is the vector of states, that is actively
used in the computation of the optimal condensation pressure.

Figure 15: Optimal control strategy of the subcooling.

The same approach adopted in Sec. 4.1 to tune the PID controller of the sub-
cooling at the inlet of the pump has been applied.
The condensation pressure can be modified by pressurizing the low pressure
side of the Rankine system using the air storage at 7 bar that is available in the
vehicle; an increase of the condensation pressure determines an increase of the
subcooling (30) with faster dynamics than the fan speed. In the case of strategy
2, the desired condensation pressure is calculated on-line considering the evap-
oration pressure and a fixed pressure ratio, that has been identified with the
value of PR=9, according to the efficiency table of the current expander (Fig.
8). This solution is adopted to ensure the tracking of the subcooling at the inlet
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of the pump and, in the same, working with high values of expander efficiency.
In the case of strategy 3, the condensation pressure value to adopt is varied
according to a model based optimization, that ensures the tracking of the sub-
cooling set-point and improves the performance of the system (1) with respect
to the strategy 1 and 2. A simplified analytical model has been developed, in
order to compute the net power produced as a function of few variables that will
be further available as measurements in the following experimental campaign.
These known variables are listed hereafter and the complete equation of the net
power produced as a quadratic form with respect to the fan speed Nfan and
condensation pressure pcond is presented in (31):

• Pressure and temperature at the inlet of the expander

• Pressure and temperature at the outlet of the condenser

• Pump, expander and fan speed

Ẇnet = A1N
2
fan +A2p

2
cond +B1Nfan +B2pcond + C. (31)

where the coefficients A1, A2, Bi, B2 and C are depending on the plant state
vector xp, consequently they are variable in time.
The analytical model predicts the net power output as a function of the fan
speed and condensation pressure and a trade-off between the two variables can
be found (in other words, a trade-off between the fan power demand and the
expander power production); therefore strategy 3 represents a solution that
maximizes the net power, taking into account the temperature of the air at the
inlet of the condenser (results in Sec. 5).
The comparison of the three strategies in terms of subcooling control is shown
in Fig. 16, considering the ambient cooling air set at 40 °C at the inlet of the
condenser and in Fig. 17, considering the ambient cooling air set at 20°C. The
subcooling set-point is well tracked in most of the road cycle phases, except
adopting the strategy 1, that, in particular during the phases characterized by
low thermal load in the condenser and ambient cooling air set at 20 °C, has
not the property to adapt (reduce in this case) the condensation pressure when
the fan speed saturated to its lowest value; consequently the actual value of
the subcooling is higher than the set-point. As for the strategies 2 and 3, it is
possible to notice that a different trade-off between condensation pressure and
fan speed can be found ensuring the tracking of the same subcooling set-point.
As for ambient cooling air set at 40 °C, the strategy 3 leads to a global increase
of the condensation pressure and a reduction of the fan speed, as a result of the
fact that the high temperature of the cooling air at the inlet of the condenser.
This result is physically logical, as for higher temperature of the air at the inlet
of the condenser, the thermal exchange in the condenser is less performing and it
is more convenient, from an energetic point of view, to pressurize the condensing
side of the system, reducing in the same time the expander power produced and
the fan power demand and eventually increasing the net power produced.
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Figure 16: Comparison of the three strategies for subcooling control setting the
air cooling temperature at 40°C.

On the other hand, as for ambient cooling air set at 20 °C, the strategy 3 leads
to an increase of the fan speed and a reduction of the condensation pressure
with respect to the strategy 2 (Fig. 17), as it is more favorable to increase the
air flow rate to the condenser when cooling air temperature is lower. The results
in terms of net power produced by the Rankine system are shown in Sec. 5.

5 Road cycle results
Road cycle simulations, using cyclopentane as working fluid, in a highly tran-
sient environment are necessary to estimate the potential of the Rankine tech-
nology in long-haul heavy-duty trucks. The engine is a 13-liter non-EGR and
the road cycle, Frankfurt-Koblenz lately called FK, is characterized by the av-
erage thermal power of 50 kW, with important variability of the heat source in
terms of temperature and mass flow of the exhaust gas, due to braking phases
over the 150 minutes of the cycle duration, as it is shown in Fig. 18.
For the three strategies previously presented and air cooling temperature set at
40 °C and 20 °C respectively, Fig. 19 and 20 show the net and expander power
produced and the pump and fan power demands; the graphs confirm that the
strategy 3 is able to improve the net power produced by the strategy 1 and 2,
respecting the constraint represented by the subcooling set-point (Fig. 16 and
17). In order to compare the different strategies along the complete road cycle,
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Figure 17: Comparison of the three strategies for subcooling control setting the
air cooling temperature at 20°C.

Figure 18: Exhaust mass flow rate and temperature at the inlet of the Rankine
evaporator along the whole FK road cycle.

mean values are shown, normalizing each value with respect to the highest value
of the expander gross power produced (Fig. 21); the graph confirms that the
strategy 3 is able to improve the net power produced by the strategy 1 and 2,
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setting the air cooling temperature at 20 and 40 °C. In particular, as for air
cooling temperature set to 20 °C, the net power is improved by 8 and 3 % with
respect to the strategies 1 and 2; as for air cooling temperature set to 40 °C,
the net power is improved by 12 and 3 % with respect to the strategies 1 and 2.

Figure 19: Comparison of the gross power produced and pump and fan power
demands setting the air cooling temperature at 40°C.

.

6 Conclusion
This work presented the complete modeling of a Rankine Cycle based waste heat
recovery system for long-haul heavy-duty trucks. The proposed architecture
recovers the energy from the exhaust gas and used ambient air as heat sink; this
solution does not impact the operation of the cooling system of the vehicle, but
in the same time it does not take advantage of any RAM air intake.
The main results can be summarized as follows:

• Evaporator and direct condenser models are validated according to exper-
imental results and data suppliers.

• The manipulation of the condensation pressure using the current architec-
ture and cyclopentane as working fluid is necessary, in order to track the
lowest subcooling admitted in the current application and, in the same
time, ensure high standard of performance.
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Figure 20: Comparison of the gross power produced and pump and fan power
demands setting the air cooling temperature at 20°C.

Figure 21: Comparison of the three strategies in terms of power produced and
demand; the strategy 3 is able to increase the net power produced by the Rank-
ine system, reducing the fan power demand when the air cooling temperature
is 40°C and increasing the fan power demand when the air cooling temperature
is 20°C. Comparison of the gross power produced and pump and fan power de-
mands setting the air cooling temperature at 20°C. All the values are normalized
with respect to the gross power in strategy 3 and air cooling temperature 20°C.
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• The model-based optimization (strategy 3) improves the net power pro-
duction of the system by 8 and 3 % with respect to strategies 1 and 2 and
air cooling temperature set at 20 °C.

• The model-based optimization (strategy 3) improves the net power pro-
duction of the system by 12 and 3 % with respect to strategies 1 and 2
and air cooling temperature set at 40 °C.

• In the case of the air cooling temperature 20 °C, the optimization (strategy
3) leads to an increase of the fan speed and a reduction of the condensation
pressure with respect to strategies 1 and 2.

• In the case of the air cooling temperature 40 °C, the optimization (strategy
3) leads to an decrease of the fan speed and an increase of the condensation
pressure with respect to strategies 1 and 2.
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