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\textbf{Abstract}

High performance control requires high loop gain and large control bandwidth. However, the spurious resonances at the higher frequencies can limit the performance of such type of systems. This drawback can be overcome by using sensor fusion technique. In sensor fusion, two or more sensors are combined in synergy such that good performance is achieved at lower frequencies while ensuring robustness of the system at higher frequencies. This paper presents a new technique, termed as “virtual sensor fusion”, in which only one of the sensors is physically installed on the system while the other sensor is simulated virtually. The virtual sensor is selected based on desired high frequency response. The effectiveness of the proposed technique is demonstrated numerically for a case of active seismic isolation. A robustness analysis of virtual sensor fusion is also carried out in order to study its stability in the presence of spurious resonances. Finally, the technique is experimentally verified on active isolation of pendulum system from ground motion. The results obtained demonstrate good isolation performance at lower frequencies and robustness to plant uncertainties (spurious resonances) at higher frequencies. This technique can be effectively used for high precision control of sensitive instruments.
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1. Introduction

Precision control applications can be broadly classified into two major categories \cite{1} – disturbance rejection and pointing control. Disturbance rejection involves the isolation of an equipment from a source of vibration or ground motion \cite{2–4}. Seismic isolation of large physics instruments like Laser Interferometer Gravitational-Wave Observatory (LIGO) is one such example \cite{5–7}. Pointing control usually involves tracking or alignment of the reference to a receptor. Tracking the position of a star and telecommunication are some examples where pointing control is required. Also, there are certain applications which require both active isolation and pointing control. For example, microvibration control for high pointing accuracy in space systems \cite{8–10}.

In precision control, the gain of the controller is usually set to a very large value in order to achieve the desired performance. This often destabilize the system due to amplification of the internal modes. This can be avoided by collocating sensor and actuator pair. Collocation refers to as placing sensor and actuator at the same location on the structure. The collocated system has alternating poles and zeros, which guarantees the stability of the system \cite{11,12}. However, it is not always possible to collocate sensor and actuator pair due to size and space limitations. Even if they are collocated, there
are chances that the high frequency flexible modes of the structure might get excited [13]. This limits the bandwidth and the performance of the precision control system. A possible solution to address this issue consists of adding a notch filter at the location of the internal resonances [14,16]. Another way is to passively damp the spurious resonance using tuned mass dampers [15–17] or dynamic vibration absorbers [18]. A major drawback of these solutions is that they require a good knowledge of the plant and the location of the spurious resonance. Also, the variations in the properties of the plant with time will shift the location of the spurious resonance and thus, will render the solution inefficient.

As precision control has to operate in a limited frequency range, one of the effective ways is to use sensor fusion [19]. In sensor fusion two different sensor are used – one sensor is used to achieve good performance in the region of interest while the other imparts stability to the system beyond the region of interest [20]. Sensor fusion also has the ability to mitigate DC drifts [21]. Some of the sensor often have unwanted DC offset which can cause drift in the system. The sensor signal when passed through a high-pass filter is able to remove the DC offset. Since in sensor fusion one of the sensor signals is passed through the high-pass filter, it is able to compensate for the DC drifts. The use of sensor fusion for active vibration isolation was explored in [22] and this paper further develops those ideas. This paper presents virtual sensor fusion in which only one sensor is mounted on the structure while the other sensor is simulated virtually using a digital filter. The control architecture forms an inner loop with the virtual sensor and an outer loop with the real sensor.

Various model based control methods also use a similar kind of control architecture. For example, internal model control [23–25] and disturbance observer based control [26–30] use a model of the plant in the inner loop. The difference between the responses of the real plant and the model (due to uncertainties and/or unmodeled plant dynamics) is then used to drive the controller with the objective of disturbance rejection. The control architecture of virtual sensor fusion is motivated from model based control methods. However, the key difference here is the role of the inner loop. In model based methods, inner loop is added with the aim of achieving good disturbance rejection. However in virtual sensor fusion, the inner loop is added to impart stability to the system in the high frequency region. Also, the inner loop does not necessarily include the model of the plant in virtual sensor fusion. It can be any stable transfer function with the desired high frequency response, provided that it has the same gain and slope as the real plant in the vicinity of the merging frequency (cutoff frequency set for the filters used for fusion), for ensuring a smooth transition between the real plant and the virtual plant. Virtual sensor fusion results in a higher order controller due to the inclusion of the virtual sensor dynamics. Virtual sensor fusion is fundamentally different from higher order control schemes like pole-placement [31], model-based control [32] and optimal control [33]. In virtual sensor fusion, the plant is made to resemble virtual sensor at higher frequencies where the dynamics of the plant are not well known. On the other hand, higher order control schemes require good knowledge of the plant at higher frequencies. Pole-placement and model based methods basically use model of the plant for the controller design and do not explicitly consider uncertainties (uncertainties are usually addressed by designing controller with sufficient gain and phase margins). This implies that the measurements from the actual plant would still be having the spurious resonances which may destabilize the system in some cases. Optimal control can include parametric and norm-bounded uncertainties in the control design. However, the uncertainties are modeled based on the knowledge of the plant. The main aim of the virtual sensor fusion is to bypass the region where the dynamics of the plant are not well known to ensure the stability of the system. The other way to look at this is that we are adding inaccuracies in the measurements from the plant to enhance the stability of the system. This implies that there is a trade off between performance and stability in virtual sensor fusion. It should also be noted that virtual sensor fusion can encompass state-of-the-art control methods for designing of the controller. In this paper, we demonstrate that virtual sensor fusion provides good isolation performance in low frequency region while ensuring stability of the system to high frequency spurious resonances for a single-input single-output (SISO) system. Virtual sensor fusion can be generalized to a multi-input multi-output (MIMO) system but this would require the design of complementary filters for the fusion. H-infinity synthesis can be employed for the design of complementary filters [34].

The organization of this paper is as follows. The comparison of classical and virtual sensor fusion in presented in Section 2. A general framework for virtual sensor fusion is described in Section 3. It demonstrates how the control input is decoupled from the high frequency spurious resonances of the plant. Virtual sensor fusion is then applied to active seismic vibration isolation system in Section 4. This is followed by robust stability analysis of the same system studied in Section 5. Finally, the experiments carried out towards the validation of virtual sensor fusion on a pendulum system are presented in Section 6 followed by concluding remarks in Section 7.

2. Classical vs. virtual sensor fusion

Classical sensor fusion involves the fusion of the measurements from different sensors [5]. The sensors are physically installed on the structure and complementary filters are used for the fusion. An example of classical sensor fusion on a single degree of freedom system is shown in Fig. 1. In the figure, \( m \) is the mass, \( k \) is the stiffness, \( c \) is the damping, \( x \) is the displacement, \( w \) is the ground motion, \( u \) is the control input, \( H_H \) and \( H_L \) are the high- and low-pass filters, \( K \) is the controller, \( G_v \) is the virtual sensor and \( y, y_1, y_2 \) corresponds to the sensed signals. The physical sensors installed on the structure corresponds to the inertial \( (y_1) \) and the force \( (y_2) \) sensors. The complementary filters, \( H_H \) and \( H_L \), are used for the fusion. The fused measurement signal is then sent to the controller, \( K \), for the evaluation of the control input, \( u \), to the actuator. In case of virtual sensor fusion, only one sensor is physically installed on the structure (inertial sensor in current example). The other sensor is virtual \( (G_v) \). The advantages of virtual sensor fusion over classical sensor fusion are as follows.
(i) It requires installation of only one physical sensor and hence, is more economical.
(ii) It allows to bypass the high frequency spurious resonances of the system.
(iii) In classical sensor fusion, the dynamics of the sensor which is passed through a high-pass filter are fixed which depends upon the physical design of the sensor. However, in case of virtual sensor fusion, the dynamics of the virtual sensor can be tuned as per the desired high-frequency response.
(iv) One might also encounter a case where large array of sensors cannot be installed on the structure due to space limitations. Virtual sensor fusion is deemed useful for such cases.
(v) Installation of large and heavy sensor can modify the physical properties of the primary structure. Virtual sensor fusion does not modify the properties of the primary structure as the sensor dynamics are simulated virtually.

A major disadvantage of using virtual sensor fusion is that it requires additional check for stability. One need to ensure the stability of the inner loop in addition to overall system (see Section 3 for details). Other disadvantages include reduced accuracy and observability at higher frequencies.

3. Control architecture

A generalized framework for virtual sensor fusion is shown in Fig. 2. In the figure, $K$ is the controller to be designed, $G_u$ is the plant, $G_v$ is the virtual sensor, $H_l$ is the low pass filter, $H_h$ is the high pass filter, $r$ is the reference signal (equal to zero in case of isolation system), $u$ is the control input to the plant, $y$ is the output to be regulated, $d$ is the disturbance acting at the output of the plant and $n$ is the measurement noise. A real sensor (inertial sensor is used in the present study) is used at low frequencies to provide good performance while a virtual sensor is used at high frequencies to ensure stability of the closed loop system. The virtual sensor is the output of a virtual plant, $G_v$, designed to dominate the control command at high frequency. It does not need to mimic a physical quantity of the real plant. The sensors are augmented with filters such that the
control input is dominated by the real sensor at lower frequencies and by virtual sensor at higher frequencies. It is assumed that the order of the filters $H_L$ and $H_H$ are chosen in such a way that $G_v H_L \gg G_v H_H$ at low frequencies while $G_v H_H \gg G_v H_L$ at high frequencies even in the presence of lightly damped modes. A new sensor is constructed by fusing the signals from the inertial and virtual sensors. Based on the block diagram, the output to be regulated is equal to

$$y = \frac{1 + KG_v H_H}{1 + L} d + \frac{KG_v}{1 + L} r - \frac{KG_v H_H}{1 + L} n$$

where $L = K(G_v H_H + G_v H_L)$ is the loop gain. A system is said to have good tracking performance when the output of the system, $y$, tracks the reference input signal, $r$. A system is also said to have good disturbance rejection when the output of the system, $y$, is unaffected by the disturbance, $d$, acting on the system. It is observed that good tracking performance or disturbance rejection can be obtained if a large value of the gain is chosen for the controller $K$ at low frequency. In classical control architecture, increasing the gain might lead to gain crossover frequency near the spurious resonances of the system. This results in the phase drop of the open-loop gain, $L$, beyond $\pm \pi$ which renders the closed loop system unstable. However, such problems are bypassed if we use virtual sensor fusion. This can be demonstrated by observing the control input to the plant. The control input, $u$, is given by

$$u = \frac{-K H_L}{1 + L} d + \frac{K}{1 + L} r - \frac{K H_L}{1 + L} n$$

(2)

The control input at the low frequencies can be approximated as

$$u = \frac{-K}{1 + KG_v} d + \frac{K}{1 + KG_v} r - \frac{K}{1 + KG_v} n$$

(3)

It can be seen that at low frequency, the control input solely depends on the measurements from the sensor mounted on the actual structure (inertial control). Similarly, it can be shown that the control input at higher frequencies (obtained by substituting $H_L \approx 0$ and $L \approx KG_v H_H$ in Eq. (2)) can be written as

$$u = \frac{K}{1 + KG_v H_H} r$$

(4)

The control input at high frequency depends only on the virtual sensor. Thus, the instability that might occur due to the spurious resonances of the system at the higher frequencies is avoided as they do not appear in the feedback loop. The stability of the closed loop system is usually investigated by observing the open loop gain response of the system. When the controller is designed based on the nominal model of the plant, the open loop gain of the system can be written as

$$L = KG_v$$

(5)

The robust stability of the system is guaranteed when the phase of the open loop is away from $\pm \pi$ at the gain crossover frequency. The spurious resonances (which are not accounted in the nominal model) results in a phase drop. There can be a case where increasing the gain results in phase to be $\pm \pi$ at the gain cross over frequency. Even with a lowpass filter there will be phase drop due to the spurious resonances and instabilities may be encountered when the spurious resonances are
lightly damped. In addition, the introduction of lowpass filters also undermine the control effectiveness in the frequency range of interest as it essentially reduces the control bandwidth. In case of virtual sensor fusion, the open loop gain of the system is given by

\[ L = K(G_hH_{ii} + G_vH_k) \]  

(6)

It can be seen that the open loop gain at higher frequency is independent of the plant dynamics and hence, the spurious resonances are by-passed. This avoids any potential phase drop in the open loop frequency response.

The stability of closed loop system is not sufficient to ensure the stability of virtual sensor fusion because of the inner-loop. The control signal \( u \) and \( y \) are related by the following transfer function

\[ G_{inner} = \frac{KH_k}{1 + KG_sH_{ii}} \]  

(7)

The stability of the above transfer function should also be checked in addition to the overall stability of the closed loop system. Actually, in the frequency range below the merging, an additional constrain might be imposed on \( K \) for ensuring the stability of the internal loop, because the two loops do not have the same gain at low frequency. However, if the stability of the full system (Eq. (1)) is conditional, the stability of the internal loop is automatically guaranteed. Any classical method can be adopted for designing \( K \). The open loop gain is dependent on the controller. Hence, the performance of the system will vary with the choice of the controller.

4. An example of active vibration isolation using virtual sensor fusion

In this section, we demonstrate the application of virtual sensor fusion for vibration isolation. The payload to be isolated is constituted of two masses \( m_1 \) and \( m_2 \), linked by a stiffness \( k_2 \) and a dashpot \( c_2 \) in order to represent the flexibility of the payload (Fig. 3). The bottom spring–mass–dashpot system represents the system to be isolated while the top represents sensor dynamics. The input of the controller is the inertial motion of the top mass, \( x_2 \), and the output is the control force, \( u \). The dynamic equations of motion of the system under consideration can be written as

\[ m_1s^2x_1 + (k_1 + c_1s)(x_1 - w) + (k_2 + c_2s)(x_1 - x_2) = u \]  

(8)

\[ m_2s^2x_2 + (k_2 + c_2s)(x_2 - x_1) = 0 \]  

(9)

where \( s \) is a Laplace transform variable. From Eq. (8), motion of mass \( m_1 \) can be written as

\[ x_1 = \frac{u + (k_1 + c_1s)w + (k_2 + c_2s)x_2}{m_1s^2 + (c_1 + c_2)s + (k_1 + k_2)} \]  

(10)

Substituting Eq. (10) in (9), we get

\[ x_2 = G_1u + G_2w \]  

(11)

where

\[ G_1 = \frac{k_2 + c_2s}{(m_1s^2 + (c_1 + c_2)s + k_1 + k_2)(m_2s^2 + c_2s + k_2) - (k_2 + c_2s)^2} \]

\[ G_2 = \frac{(k_1 + c_1s)(k_2 + c_2s)}{(m_1s^2 + (c_1 + c_2)s + k_1 + k_2)(m_2s^2 + c_2s + k_2) - (k_2 + c_2s)^2} \]

Similarly, the motion of mass \( m_1 \) can be expressed as

\[ x_1 = G_3u + G_4w \]  

(12)

where transfer functions \( G_3 \) and \( G_4 \) can be obtained by substituting Eq. (11) in (10).

The transfer function from \( u \) to \( y \) (\( G_u \)) in Fig. 2 is equal to

\[ G_u = \frac{k_2 + c_2s}{(m_1s^2 + (c_1 + c_2)s + k_1 + k_2)(m_2s^2 + c_2s + k_2) - (k_2 + c_2s)^2} \]  

(13)

The system to be isolated has a mass of 20 kg. The natural frequency and damping ratio are 2 Hz and 1%, respectively. The mass, natural frequency and damping ratio corresponding to the sensor dynamics are taken as 0.5 kg, 500 Hz and 1%, respectively. The merging frequency \( (\omega_n) \) of the filters is set as 50 Hz. The filters are chosen to be complementary to avoid zeros that might creep in due to merging [22]. Fifth order complementary filters are used in the present study whose transfer functions are given by
The frequency responses of the filters are shown in Fig. 4. A lead-lag compensator is used as controller, \( K \). A lead compensator provides phase lead at higher frequencies. It shifts the root locus of the system to the left half plane and thus improves the stability and responsiveness of the system. A lag compensator introduces phase lag at the lower frequencies and reduces the steady-state error. Lag ensures sufficient phase margins at the lower crossover frequency while the lead does so at the higher crossover frequency. A lead-lag compensator cascades a lead compensator with a lag compensator. It combines the advantages of both the compensators. A typical transfer function of a lead-lag compensator is given by

\[
K(s) = \frac{(s - z_1)(s - z_2)}{(s - p_1)(s - p_2)}
\]

where \( p_1 \) and \( z_1 \) are the pole and zero of the lead compensator while \( p_2 \) and \( z_2 \) are the pole and zero of the lag compensator. They typically follow the relation \( |p_1| > |z_1| > |z_2| > |p_2| \). The transfer function of the controller used in the present study is

\[
K = \frac{1.5791 \times 10^5(s + 23.84)(s + 2)}{(s + 238.4)(s + 0.2)}
\]

The virtual sensor is chosen in such a way that its response near the merging frequency has the same gain and same slope as the real plant. This avoids the undesirable zeros that might appear due to merging. It is assumed that we have a good model of the plant near the merging frequency. One of the simplest choices for virtual sensor \( (G_v) \) is the model of the system to be isolated. In the current example, \( G_v \) is assumed to be the reduced order model of the system (obtained by neglecting the sensor dynamics) to be isolated. That is,

\[
G_v = \frac{1}{m_1s^2 + c_1s + k_1}
\]

The comparison of the frequency response of the plant before fusion, \( G_u \), and the plant after fusion \( (G_v H_H + G_u H_L) \) is shown Fig. 5. It can be seen that there is no phase degradation due to sensor dynamics in the plant after fusion. The comparison of the transfer functions from inertial control, virtual sensor control and their fusion to \( x_2 \) is shown in Fig. 6. It reas-
sures the fact that inertial control is dominant at low frequency while virtual sensor control becomes dominant at high frequency in virtual sensor fusion. The transmissibilities (i.e., the magnitude of the transfer function from $w$ to $x_1$) of the open and closed loop systems are compared in Fig. 7. The virtual sensor fusion provides good isolation performance below 10 Hz.
In this section we demonstrate the robust stability of virtual sensor fusion for the same system studied in the previous section. To this purpose, we will represent the real plant \( G_u \) as a perturbation of the virtual plant \( G_v \). In other words, the high frequency peak of \( G_u \) can be seen as spurious resonance introduced in the system due to sensor dynamics. This is treated as the unmodeled dynamics. To account for unmodeled dynamics (for example, phase lag and high frequency resonances), the plant \( G_u \) can be represented mathematically using multiplicative uncertainty model [35] given by

\[
\tilde{G}_u = G_v (1 + \Delta(s)W(s))
\]

where, \( \tilde{G}_u \) is a set of perturbed models of the plant; \( \Delta \) is a variable and stable transfer function satisfying \( \| \Delta \|_\infty \leq 1 \); and \( W \) is a stable weighting transfer function.

The weighting function, \( W \), is selected such that it covers all the unmodeled dynamics of the plant. The modeling errors are usually negligible at low frequency. These errors tend to increase with the frequency. Therefore, the obvious choice of the weighting function is a high pass filter. In the present case, the real plant has a spurious resonance at about 500 Hz with the peak magnitude less than 35 dB. The cutoff frequency of the weighting functions is set to 400 Hz. The magnitude of the weighting transfer function is adjusted to cover all the unmodeled dynamics. The weighting transfer function, \( W(s) \), is

\[
W(s) = \frac{70s^2}{(s + 2\pi \cdot 400)^2}
\]

The magnitude of the frequency response of real, nominal and perturbed plants are compared in Fig. 8. It can be seen that the perturbed plants cover the spurious resonance of the real plant. The nominal loop gain \( L_n \) of the plant can be obtained by substituting \( G_u = G_v \) in \( L \) (defined in Eq. (1)). That is,

\[
L_n = K(G_vH_L + G_vH_H) = KG_v(H_L + H_H) = KG_v
\]

The loop gain of the perturbed models of the plant \( L_p \) can be written as

\[
L_p = K(\tilde{G}_uH_L + G_vH_H) = K(G_v(1 + \Delta(s)W(s))H_L + G_vH_H) = K(G_vH_L + G_vH_H + G_v\Delta(s)W(s)H_L)
\]

\[
= L_n + KG_v\Delta(s)W(s)H_L
\]

The robust stability analysis can be represented graphically in the complex plane. The graphical representation of the robust stability analysis for virtual sensor fusion is shown in Fig. 9. The blue line in the figure corresponds to the Nyquist plot of the nominal loop gain \( L_n \). Each point on the blue curve corresponds to the complex frequency response of \( L_n \) at a particular frequency \( s = j\omega \). The critical point in the Nyquist plot is \(-1\), as the closed loop system becomes unstable when
loop gain is equal \(-1\). The point closest to the critical point determines the gain and phase margins of the system. Hence, the red circle with the unity radius defines the stability limit. The magnitude of uncertainty, \(U_r\), in the loop gain of the perturbed model is frequency dependent. Based on Eq. (21), it can be written as

\[
U_r = |KG_v W(s)H_u|
\]  

\((22)\)
The points satisfying this magnitude criteria transforms to a circle in the complex plane. This is represented by the black dotted circles. Each circle corresponds to the uncertainty disk at a particular frequency whose radius is equal to $U_r$ [36]. The stability margin is defined as the minimum angle with respect to the real axis at which uncertainty disk intersects the unit radius circle centered at origin on the Nyquist plot. It can be seen that even in the presence of uncertainties, the stability margins of the system are not much affected in virtual sensor fusion. To summarize, the algorithm for virtual sensor fusion is given in Algorithm 1.

**Algorithm 1. Algorithm for virtual sensor fusion**

**Input:** Nominal plant transfer function $G_u$

1. Select the transfer function for the virtual sensor, $G_v$, based on the response desired at high frequency (can also be taken as nominal model of the plant)
2. Select the degree of the complementary high and low pass filters ($H_H$, $H_L$). Usual choice is 2- or 3-order filter. Select the merging frequency below which we have a good model of the plant
3. Design the complementary filters
4. Design a lead-lag compensator for the plant ensuring high gain at low frequencies and sufficient margins at high frequencies.
5. Plot the loop gain for virtual sensor fusion and check if sufficient gain and phase margins are achieved.
6. Construct the weighting transfer function ($W$) such that the perturbed plant, $	ilde{G}_u = G_v(1 + \Delta(s)W(s))$, covers the unmodeled dynamics of the real plant.
7. Plot the Nyquist diagram of the loop gain with the uncertainty disk having radius $|KG_vWH|_1$ for all frequencies. Check if the critical point $(-1, 0)$ lies outside the disk of uncertainties. Also, check if the minimum phase margin is assured. Minimum phase margin can be obtained as the minimum angle at which the uncertainty disk intersect the unity gain circle.
8. If the robust stability margins in Step 6 are not achieved, reduce the merging frequency and repeat Steps 2 to 6.

Note that higher order filters results in higher amplitude of the filters near the merging frequency. This may affect the closed loop performance of the system near the merging frequency. The order of the filter needs to be high enough such that the control is fully dominated by the sensor of interest and low enough to ensue good closed loop performance.

6. **Experimental validation**

This section presents an experimental implementation of the virtual sensor fusion technique. The aim of the experiment is to actively isolate a pendulum from the ground motion.

6.1. **Test setup**

The experiment using virtual sensor fusion was carried out on a pendulum system whose different parts are shown in Fig. 10. It represents a simple lever system with beam acting as a lever (part 2) and a wedge as fulcrum (part 4). The masses of the beam and inertial sensor are supported by a spring (part 3). The motion of the host structure (i.e. the tip of the beam, on the other side of the spring) was isolated from the ground motion using virtual sensor fusion. A voice coil actuator was used to control the host structure motion (part 6). A customized high-resolution interferometric inertial sensor [37,38], developed in-house, was used for measuring inertial motion of the host structure (part 1). The inertial ground motion was also measured using a similar sensor. The sensor on the pendulum had two sensing units – loop sensor used for feedback and monitor sensor used for monitoring purpose. The interferometer provided two quadrature signals. The inertial motion is related to the phases of those quadrature signals. The resolution of the interferometric sensor used was $10^{-12}$ m/$\sqrt{Hz}$ at 1 Hz. The controller was implemented in real-time using dSpace MicroLabBox, which was also used for data acquisition (part 5). The signals were measured with a sampling frequency of 1 kHz. The duration of the measurement is set to 2000 s. The transmissibilities are calculated as the quotient between the cross-power spectral density of the input and the output; and the self-power spectral destiny of the input. A 200 s hanning window is applied on the measured signals when calculating the cross-power spectral density and the self-power spectral density.

6.2. **Control strategy**

The control objective of the experiments is to have good isolation of the tip of the beam from the base excitation at low frequency. The system has spurious resonances at high frequencies, against which the stability of the system needs to be ensured. A good model of the plant is available up to 7 Hz. In the experiments, first order complementary filters were used for virtual sensor fusion (higher order filters were not realized at the time of the experiments). The high/low frequency roll-
off of a high-/low-pass filter depends on the order of the filter. This implies that a higher order filter will have more attenuation per decade compared to a lower order filter. The use of first order filter was not having enough attenuation and the spurious resonances were present in the open loop gain of the virtual sensor fusion near the merging frequency. These spurious resonance near the merging frequencies were attenuated using notch filters. Hence, in order to use first order filter, one needs to have good knowledge of the plant near the merging frequency to achieve the desired level of attenuation. The merg-
The merging frequency for the virtual sensor fusion was taken as 5 Hz. Appropriate notch filters were augmented with the complementary filters in the vicinity of the merging frequency. We would like to highlight that these modifications to the complementary filters would not be required if higher order filters are used, which provides the desired level of attenuation and also prevents the spurious resonances from appearing in the open loop frequency response. Reduced order model of the plant, capturing dynamics up to 7 Hz followed by roll-off, was used as the virtual sensor. A lead-lag compensator was used for the design of controller, $K$. The transfer functions from inertial control times low pass filter ($G_{u,H_l}$), virtual sensor control

![Fig. 11. Comparison of the transfer functions from inertial control, virtual sensor control and their fusion to host structure motion.](image)

![Fig. 12. ASD of the host structure motion measured using interferometric inertial sensor with and without active control.](image)
times highpass filter ($G_{vHH}$) and virtual sensor fusion ($G_{uHL} + G_{vHH}$, i.e., the sum of low frequency inertial control and high frequency virtual sensor control) to the host structure motion are compared in Fig. 11. A lot of fluctuations are observed in the magnitude and phase response of the inertial control ($G_{uHL}$) above 20 Hz which can affect the stability of the system at high frequency. On the other hand, the virtual sensor fusion control ($G_{uHL} + G_{vHH}$) is found to be smooth and devoid of any such fluctuations at high frequency. Thus, ensuring the robustness of the system at high frequency.

6.3. Results

The amplitude spectral densities (ASDs) of the host structure as recorded by the interferometric sensor with and without control are shown in Fig. 12. It is observed that the ASD measured with the loop sensor is lower than that measured with the monitor sensor. The differences in the loop and monitor sensor readings are attributed to two factors. First, the two sensors have different noise floors. The second reason being the mismatch in the resonance frequency of the two sensors. Around 0.3 Hz, the extra reductions are not observed in the monitor sensor. This is due to fact that its resonance frequency is slightly different than that of the in-loop sensor. In other words, the sensitivity of the monitor sensor is not as good as that of the in-loop sensor at 0.3 Hz. The noise of the monitor sensor dominates its output when the controller is activated and the actual motion of the frame is not precisely measured by the monitor sensor around this frequency. The noise of the loop sensor drives the actuator which in turn forces the host structure to follow the noise. The virtual sensor fusion is able to attenuate the motion of the host structure by ten times around 0.1 Hz. This demonstrates the effectiveness of the proposed strategy.

The transmissibilities between the host structure and ground motions with and without control are compared in Fig. 13. The magnitude of control ON transfer function is higher than the control OFF transfer functions near the merging frequency. In the vicinity of the merging frequency, there is increase in the controller gain as evident from the bumps in the filters frequency response near merging frequencies in Fig. 4. Nevertheless, good isolation performance is observed for the frequencies less than 3 Hz.

7. Concluding remarks

A new technique, termed as “virtual sensor fusion”, has been presented in which the signal from real and virtual sensors are fused in synergy to achieve good performance at lower frequencies while ensuring the stability of the system at high frequency.
frequencies. The real sensor is chosen as inertial sensor while the virtual is simply a stable transfer function exhibiting desired high frequency response. The real and virtual sensors are augmented with high and low pass complementary filters such that the control at low frequency is dominated by the inertial sensor and at high frequency by the virtual sensor. The merging frequency of the two filters is usually taken as the frequency below which the dynamics of the real plant are well represented by its model. Since the control action at high frequency is dominated by the virtual sensor, the effect of spurious resonances that might exist at high frequency (unmodeled dynamics) does not appear in the feedback loop. Hence, the stability and robustness of the system is ensured in the high frequency region. The effectiveness of the proposed control strategy is demonstrated by applying it to the active seismic vibration isolation system. A robustness analysis is also carried out by representing unmodeled dynamics as multiplicative uncertainties and evaluating guaranteed stability margins. Finally, the experimental validation of virtual sensor fusion is carried out on a pendulum system. Virtual sensor fusion is found to reduce the transmissibility by an order of 10 at lower frequencies while keeping the system robustly stable. The future work will focus on the design of higher order complementary filters through optimization to achieve desired trade-off between performance and robustness. This technique can be further generalized to multi-input multi-output (MIMO) systems using specially designed complementary filters.
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