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you through the poster design process and answer your 

poster production questions. To view our template 

tutorials, go online to PosterPresentations.com and 

click on HELP DESK. 

 

When you are ready to print your poster, go online to 
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Need assistance? Call us at 1.510.649.3001 

 
 

QUICK START 
 

Zoom in and out 
 As you work on your poster zoom in and out to 

the level that is more comfortable to you. Go 

to VIEW > ZOOM. 

 

Title, Authors, and Affiliations 
Start designing your poster by adding the title, the names of 

the authors, and the affiliated institutions. You can type or 

paste text into the provided boxes. The template will 

automatically adjust the size of your text to fit the title box. 

You can manually override this feature and change the size of 

your text.  

 

TIP: The font size of your title should be bigger than your 

name(s) and institution name(s). 

 

 

 

 

Adding Logos / Seals 
Most often, logos are added on each side of the title. You can 

insert a logo by dragging and dropping it from your desktop, 

copy and paste or by going to INSERT > PICTURES. Logos 

taken from web sites are likely to be low quality when 

printed. Zoom it at 100% to see what the logo will look like 

on the final poster and make any necessary adjustments.   

 

TIP: See if your school’s logo is available on our free poster 

templates page. 

 

Photographs / Graphics 
You can add images by dragging and dropping from your 

desktop, copy and paste, or by going to INSERT > PICTURES. 

Resize images proportionally by holding down the SHIFT key 

and dragging one of the corner handles. For a professional-

looking poster, do not distort your images by enlarging them 

disproportionally. 

 

 

 

 

 

 

 

 

Image Quality Check 
Zoom in and look at your images at 100% magnification. If 

they look good they will print well.  
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QUICK START (cont. )  
 

How to change the template color theme 
You can easily change the color theme of your poster by going 

to the DESIGN menu, click on COLORS, and choose the color 

theme of your choice. You can also create your own color 

theme. 

 

 

 

 

 

 

 

You can also manually change the color of your background by 

going to VIEW > SLIDE MASTER.  After you finish working on 

the master be sure to go to VIEW > NORMAL to continue 

working on your poster. 

 

How to add Text 
The template comes with a number of pre-

formatted placeholders for headers and 

text blocks. You can add more blocks by 

copying and pasting the existing ones or by 

adding a text box from the HOME menu.  

 

 Text size 
Adjust the size of your text based on how much content you 

have to present.  

The default template text offers a good starting point. Follow 

the conference requirements. 

 

How to add Tables 
To add a table from scratch go to the INSERT menu 
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select rows and columns.  

You can also copy and a paste a table from Word or another 

PowerPoint document. A pasted table may need to be re-

formatted by RIGHT-CLICK > FORMAT SHAPE, TEXT BOX, 

Margins. 

 

Graphs / Charts 
You can simply copy and paste charts and graphs from Excel 
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how the original document has been created. 

 

How to change the column configuration 
RIGHT-CLICK on the poster background and select LAYOUT to 

see the column options available for this template. The 

poster columns can also be customized on the Master. VIEW > 

MASTER. 

 

How to remove the info bars 
If you are working in PowerPoint for Windows and have 

finished your poster, save as PDF and the bars will not be 

included. You can also delete them by going to VIEW > 

MASTER. On the Mac adjust the Page-Setup to match the 

Page-Setup in PowerPoint before you create a PDF. You can 

also delete them from the Slide Master. 

 

Save your work 
Save your template as a PowerPoint document. For printing, 

save as PowerPoint or “Print-quality” PDF. 
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When you are ready to have your poster printed go online to 
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will be receiving a PDF proof for your approval prior to 

printing. If your order is placed and paid for before noon, 
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services are offered. Go to PosterPresentations.com for more 
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Fig 3 RF Comparison results. left: results for BRCA dataset, right: results for LUSC dataset. The precision of the 
models is approximated from the coefficient of variation CV (in percentage) of the AUC values. a. measure of 
CV as function of number of trees included in the models  b. variation of CV over resampling. c. prediction 
runtime (median) in seconds     

 

Machine learning approaches are heavily used to produce models that will one day 

support clinical decisions. To be reliably used as a medical decision, such diagnosis 

and prognosis tools have to harbor a high-level of precision. Random Forests (RF) 

have been already used in cancer diagnosis, prognosis, and screening. Numerous 

Random Forests methods have been derived from the original random forest 

algorithm from Breiman et al. in 2001. Nevertheless, the precision of their generated 

models remains unknown when facing biological data. The precision of such models 

may be therefore too variable to produce models with the same accuracy of 

classification, making them useless in daily clinics. 

 

Background 

Objectives 

Materials and Methods 

Main classification question 

The difference between paired Tumor / Normal samples will be used as a strong 
classification parameter, allowing for strong modeling only. 

Datasets  

     RNA-seq TCGA datasets: 

 - BRCA -Breast Invasive Carcinoma-  (182 samples x 9560 genes) 

 - LUSC -Lung Squamous Cell Carcinoma-  (96 samples x 9262 genes) 

Random Forest based methods included  in the comparison 

Two families of methods: oblique and orthogonal, see figure 1 (bottom-left). 

Experiments 

• The experiments were carried out over 15 algorithms to classify paired normal-
tumor patients from each dataset. 

• Each of the selected gene expression signature is assessed for performance on 
each training partition and on each classification model for each algorithm  In 
total: 50 x 25 = 1250 models for each signature for each algorithm 

• All of the experiments were performed multiple times using the same random 
training partitions and the same signatures, everyone running on the same 
computational nodes for all the algorithms 

• The R implementation of each algorithm was used 

• The complete comparison protocol used in this study was displayed in figure 1. 

 

 

 

Empirical comparison of Random Forest based strategies, looking for their precision 
in model accuracy and overall computational time. 

Differences/Similarities of the methods in the classification performance of the models 
built on different gene expression signatures 

1University of Liege, GIGA-Research, Laboratory of Human Genetics, Liege, Belgium 
2 University of Liege, GIGA-Research, Medical Genomics, BIO3, Liege, Belgium 

3University Hospital (CHU), Center of Human Genetics, Liege, Belgium 
4University Hospital (CHU), Department of Medical Oncology, Liege, Belgium 

Debit A1,2, Poulet C1, Josse C1,4, Jerusalem G4, Van Steen K2,  Bours V1,3 

Towards an accurate cancer diagnosis modelization: 
Comparison of Random Forest strategies 

Fig 1. Comparison pipeline of RF algorithms. step I: a stable feature selection (FS) is performed multiple 
times. The stability indexes are calculated over the resulted ranking sequences. The number of biomarkers 
maximizing the indexes is selected to generate the combinations of biomarkers. The number of trees needed 
to get a stabilized prediction error (OOB Error)  is also calculated for each method. Step II: a random 
selection of 3 combinations per length is performed, and these partitions are used to build the models. Step 
III: A comparison is performed, involving the construction of k=25 models for each signature, each partition, 
and each method. The calculation of their performance (AUC), and computational times (modeling and 
prediction) are then assessed. 
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(d) 

(b) 

(c) 
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Fig 2. Results for the stability of the FS (BRCA-TCGA dataset): a. stability indexes for the feature selection are 
calculated for a different number of variables included in each ranking sequence and for an increasing amount 
of trees. The most stable feature selection is obtained using 200 variables and 2000 trees (vertical red line) . b. 
stability indexes using 2000 trees for the first 200 variables identifies the most important and most precise 
amount of important variables (30 for BRCA)  indicated with red line. c. ranking distribution of the first 200 
variables. d. prediction error (OOB error) calculated for the methods based on the selected variables coming 
from steps a, b, and c. The error is stable after 500  trees (red line) for all the methods.   

 

Discussion & Conclusion 

Except for PPforest (CV > 19%), all RF methods are almost stable and accurate (CV ϵ 

[0,2]%), and dataset dependent 

Some methods are more robust than others: PPforest (CV > 17), other methods (CV ϵ 

[0,2.5]%)  resistance to sampling perturbation  important in clinics 

To select the best RF method for a given dataset, we take the  trade-off between stability, 

robustness, and runtime.     

Take home message:  

Each algorithm should be tested over new datasets for their precision.   
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