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Breast Cancer

Luminal A (~40%)

Luminal B (~20%)

Triple-negative 
basal-like (15-20%)

HER2-enriched (10-
15%)

Normal-like

Source: 

ER+ and PR+
HER2-

Low-levels Ki-67
Grow slowly

Best prognosisER+, PR+
HER2+, HER2-

High-levels Ki-67
Grow slightly faster

Worse prognosis
ER-, PR-

HER2-
BRCA1 gene mutations

Younger and African-American women

ER-, PR-
HER2+

Grow faster than luminal cancers
Worse prognosis

ER+, PR+
HER2-

Low-levels Ki-67
Good prognosis
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Freres P. et al. 2014. Neoadjuvant Chemotherapy in Breast Cancer Patients Induces miR-34a and miR-122 Expression
Hamam R. et al. 2017: Circulating microRNAs in breast cancer: novel diagnostic and prognostic biomarkers
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Image source: applikeysolutions.com

Random Forest

SVM

Deep Learning

Unsupervised clustering

Genetic Algorithm
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Image source: redbubble.com 8
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Observation

Decision Threshold

≥ 0.5< 0.5

1 tree = Multiple decisions
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Training set / OOB set
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1 tree = Multiple decisions
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1 Forest = Multiple trees
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Unknown Sample

One Tree prediction procedure 13



Unknown Sample

Multiple Trees prediction procedure

Healthy Tumor Healthy
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Unknown Sample

1 Forest = 1 Model

Healthy Tumor Healthy

Majority voting = Healthy
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Towards the best model

• Multiple models are built for the same classification
or prediction task.

• Prediction obtained on a model can assess it’s
classification power: the “AUC”.
– High AUC value = Better prediction.
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Profiling cohort (n=86)
41 Primary Breast Cancer PBC
45 Controls

Validation cohort (n=196)
108 PBC
88 Controls

# miRNAs: 188

• 25 important miRNAs
• #combinations = 2^25 -1 

~ 33M

• Best Signature:
miR-16, let-7d, miR-103, 
miR-107, miR-148a, let-7i, miR-
19b, and miR-22*

Best signature performances

AUC = 0.81
Sensitivity = 91%
Specificity = 49%

The screening tool can be used as a complementary tool to the mammography test 
to get a best diagnosis test of Breast Cancer 
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[P. Freres et al. 2015]

~ 20 hours

~ 2-3 months
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Runtime improvement 

Best AUC value

Best specificityBest sensitivity
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Runtime improvement 

Best AUC value

Best specificityBest sensitivity
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List of 25 most important variables 
coming from the FS process
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Variable (set 
of variables)

Most 
important 

PCs

Variability 
of the data

AUC 
value

Loadings (contribScore)

capture Correlation 

?
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0.84
R = 0.78
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0.84

R = 0.73
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List of 25 most important variables 
coming from the FS process

40



Variable (set 
of variables)

Variability 
of the data

AUC 
value
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?
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5400
combinations



300 500 1K 2K

3K 4K 5K 6K

7K 8K 9K 10K
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4477
(74%)

923
(26%)

PRPE_Score >= 0.0475
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Linear model
Pearson correlation

300K

Linear model
Pearson correlation

300K

Log transformation of the absolute value of PRPE score improve the correlation coefficient



• Without applying the PRPE-based filter

• Using the PRPE-based filter

Using of the same 300k combinations and the same random partitions 

PRPE-based filtering method finds the same most performant combinations with the same 
AUC values 



Method Total
#combinations

#processed
combinations

#eliminated
combinations

Processing timeϯ
(min)

Exhaustive* 300k 300k 0 4578

PRPE-based 300k 42074 257926 675

* The method used in [P. Freres et al. 2015]
Ϯ Using 1000 jobs launched as parallel tasks on Lemaitre2 (CECI’s cluster), 50 jobs are allowed to be run in parallel. Each single job 
deals with 300 combinations.

PRPE-based method reduces drastically the processing time
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Thanks for your attention

56



((machine learning AND breast cancer) AND 
(diagnosis OR prognosis OR prediction))

((machine learning AND breast cancer AND 
circulating  miRNA) AND 

(diagnosis OR prognosis OR prediction))
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Applied filters
Published in the last 5 years*
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Healthy Tumor Healthy

Healthy
61



Tumor Healthy

Vector of Classes / vector of probabilities

AUC value / specificity/ sensitivity
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.  .  .Model 1 Model 2 Model p

Mean AUC values
Mean specificity values
Mean sensitivity values

Optimal model(s)
. . .
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• Explain the GINI index and the Information 
Gain, and the MDA and MDG

• Some method of feature selection
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