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Abstract— This survey paper discusses the fundamentals of 

power systems modelling in the presence of large amounts of 

converter-interfaced generation (CIG). By referring to real-life 

events characterised by anomalous dynamics associated to the 

presence of CIG, the concepts of narrow versus broad band 

signals are first recalled along with the limitation of the meaning 

of apparent power, power factor and reactive power. In this 

regard, the adequacy of the phasor representation of voltages and 

currents waveforms is thoroughly discussed. Then, with respect 

to the central subject of control of power converters, a revised 

definition of grid-following and grid-forming converters is 

provided along with a thorough discussion of their associated 

controls and a comprehensive classification for both classes of 

converters. Several applications inspired by actual case studies 

are included in the paper in order to provide realistic application 

examples. 

Index Terms—Power systems analysis, modelling, signal 

processing, power electronics, distributed generation, control. 

I. INTRODUCTION 

It is well known that power systems are large, nonlinear, 
multi-time-scale, hybrid (discrete-continuous) and complex 
systems. As such, they are usually analysed for specific 
problems with relatively simplified models under appropriate 
assumptions. One of the most common of such assumptions 
when dealing with large power system stability dynamics is the 
quasi-sinusoidal state. In other words, power system dynamics 
taking place within time windows from less than a second to 
several seconds are represented by time-varying voltage and 
current phasors. As explained further below, this very 
reasonable hypothesis is based on the assumption that 
synchronous generators are the dominant dynamic component 
of the power system. On the other hand, electromagnetic 
transient models rely on far more detailed representation 
solving the underlying electrical circuits’ differential equations 
with no a-priori assumption on the quasi-sinusoidal state of the 
system. They are usually used for smaller systems and/or for 
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relatively short simulation time windows where high-fidelity on 
the voltage/current waveforms is needed. 

The increased penetration of converter-based renewable 
power sources and HVDC in power systems challenges the 
above decomposition of power system studies into phasor-
based vs electromagnetic-transient-based, so that intermediate 
solutions are becoming necessary in several cases. Indeed, it is 
now conceivable that a large percentage of generation in a 
power system may not be based on synchronous generators and 
thus the dominant dynamics may change [1] as already 
documented by system operators [2-4]. This situation could 
trigger larger frequency excursions and much faster control 
actions that affect the shape of the voltage and current 
waveforms resulting in the phasor approximation introducing 
too large approximations. Naturally, the phasor approximation 
will still valid for steady-state power systems studies and may 
be revised when dealing with time-domain power systems 
models coupled with the design of converter-interfaced 
generation (CIG) controls. 

At the same time, there is a significant research activity into 
the dynamics, control and stability of systems with significant 
penetration of CIG, i.e. power generation systems connected to 
the electric grid by means of fully controllable power converters 
(e.g., [5]) and HVDC systems. While many publications deal 
with the impact of decreasing system inertia [6-8] or low short-
circuit ratios in weak areas [9], relatively fewer have discussed 
in detail the converter control laws (e.g. [10-13]) along with 
analysing the interaction of several, high-capacity converters 
located close to each other and connected with transmission 
lines. 

With respect to other surveys, e.g., [8, 14-17], this paper has 
the goal to discuss specific aspects related to the fundamentals 
of power systems modelling in the presence of large amount of 
CIG. In this respect, section II is devoted to the modelling 
needs: it focuses on the problem of power systems’ reduced 
inertia, recalls the concepts of narrow versus broad band signals 
and discusses the interaction between CIG and synchronous 
machine controls and the limitation of the concepts of apparent 
power, power factor and reactive power. In addition, as the 
increased penetration of CIG challenges legacy protection 
systems, the section discusses the potential mis-operation of 
protection systems. Then, section III illustrates several real-life 
events characterised by anomalous dynamics associated to the 
presence of CIG. Section IV discusses in detail the adequacy of 
the phasor representation of voltage and current waveforms 
usually adopted in power systems. In particular, this section 
illustrates the representation limits of phasors in the presence of 
broad-band signals, it discusses the behaviour of the largely 
adopted Park transform in the presence of broad-band signals 
and, then, inspired by the theory on analytic signals, the section 
discusses two approaches to model broad-band signals beyond 
the concept of static phasors. Section V is devoted to discuss 
converters’ control. The section first provides revised 
definitions of grid-following and grid-forming power-
electronics-based units in large grids. Then, it discusses the 
power controls of both grid-forming and grid-following 
converters, providing a relevant classification for both classes 

and examples. Section VI shows and discusses application 
examples with respect to the modelling aspects discussed in the 
previous sections of the paper. The main goal of this section is 
to make reference to application examples associated to power 
systems of significant size and complexity. Section VII 
provides the concluding remarks of this survey paper. 

II. SELECTED NEEDS IN POWER SYSTEMS MODELLING IN 

THE PRESENCE OF CIG 

A. Interaction of CIG and synchronous machine controls 

Traditionally, power system dynamics are associated with 
synchronous generators and their controls responsible to 
maintain frequency and voltage through speed governors (for 
active power control) and automatic voltage regulators (for 
reactive power control). The increased penetration of CIG has 
a considerable impact on these controls. In the first place, the 
reduced capacity of synchronous generators poses a challenge 
on the efficiency of their controls to maintain proper standards 
in frequency and voltage. It is thus required that the CIG should 
participate in system controls [1]. At this point it becomes 
essential to distinguish the radically different ways in which 
conventional and CIG can handle system frequency and voltage 
controls. These differences become important as the 
participation of both types of generation becomes comparable 
and, eventually, the system transitions from primarily 
synchronous-machine-based to mostly converter-based 
systems. 

In synchronous machines, the frequency is linked to the 
rotor speed (𝜔) and the associated moment of inertia (𝐽) and 
kinetic energy (𝐸𝑘) of the rotating mass. System load variation 
is initially served through this kinetic energy creating a 
frequency transient sensed by the speed governors that adjust 
the mechanical power to match the electric load and thus 
restoring frequency close to its nominal value (secondary 
frequency regulation acts much later and it does not affect the 
initial response). Due to the high inertia of synchronous 
machines, system frequency variations remain limited in 
interconnected systems, thus allowing a phasor approximation 
for most transients without considerable error. 

CIG has a much smaller reservoir of energy in the form of 
electric field energy (𝐸𝑑𝑐) stored in the converter DC side 
voltage (𝑉) and capacitance (𝐶). Thus, the equivalent to AC 
frequency (rotational speed) for active power control (load 
balancing), is the DC voltage. The respective energy formulae 
are recalled here below. 

𝐸𝑘 =
1

2
𝐽𝜔2                     𝐸𝐷𝐶 =

1

2
𝐶𝑉2                  (1) 

Usually the stored energy for each device is normalized as 
the ratio of energy over rated power (say 𝑃𝑁) and is thus 
expressed in seconds: 𝐻 = 𝐸/𝑃𝑁. Whereas for synchronous 
machines 𝐻 has a value of 3-5s, for CIGs the corresponding 
value is in the order of milliseconds. 

For primary frequency control, the essential dynamics are 
those of conventional generator prime mover controls, since 
renewable energy resources (RESs), such as wind and 
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photovoltaic, need to either operate de-loaded (thus 
continuously spilling energy) or rely on energy storage, such as 
batteries, when needing to increase their generation to meet 
load. 

Voltage regulation is very similar in synchronous 
generators and CIG. The main difference is the limiting 
conditions under which voltage control is no longer possible. In 
synchronous generators this is a complex process involving 
over-excitation and under-excitation limiters. In CIG, the limits 
are set by the maximum converter current and are thus 
dependent on active power generation and nominal power 
factor. Due to their distributed nature, CIG can provide several 
valuable ancillary services through their voltage/reactive power 
control that include, but are not limited to, local voltage support, 
reactive power support for voltage stability enhancement, 
active and reactive load modulation.  

The damping of electromechanical oscillations between 
synchronous generators (small signal rotor angle stability) is 
influenced by voltage regulation, thus also by CIG when 
present. In cases of unstable oscillations, power system 
stabilizers of synchronous generators can be replaced by similar 
converter controllers modulating active and/or reactive power 
[18]. 

B. Reduced inertia 

As already discussed above, the fundamental change 
brought by the adoption of RERs is the replacement of 
synchronous machines with power electronic interfaced 
devices. This concept obviously applies to photovoltaic 
generation but also to wind turbines where the current trend is 
to adopt the so-called full-converter solutions [19]. Such a 
transformation has two types of consequences. 

 The early response of the system is driven by the 
characteristics of the closed loop control of the CIG while, 
in the past, it was determined by the natural response of the 
synchronous machines. 

 The design of the power converters’ controls determines the 
system dynamics (in particular, the system frequency) as 
well as the inertial response of the system with respect to 
the frequency dynamics. 

In the traditional approaches adopted to model power 
systems, the response of the system was considered to be driven 
by the (large) inertia of the synchronous machines able to 
significantly filter (or limit) the rate-of-change-of-frequency 
(RoCoF) and the corresponding frequency nadir in case of 
contingencies. In power systems where the majority of the 
power generation is provided by power electronic converters, 
this behaviour depends on the converter control characteristics.  

In case the converters are designed to be frequency 
followers, their inherent contribution to the system inertia is 
null as the converters simply adapt to the frequency of the 
system as determined by other generators. However, it is 
possible to adjust the active power with respect to the frequency 
derivative to mimic an inertial effect [20] even though the 
amount of available energy reserve of CIGs is limited as 

discussed in the previous subsection. The device can offer 
inertial support by deriving energy from an auxiliary source 
making use of very fast converter controls, which are 
essentially keeping the DC voltage constant. Such an auxiliary 
energy source can be the kinetic energy of a wind turbine 
generators asynchronously connected through the converter. It 
should be noted, however, that this response is limited by the 
allowable excursion of speed of the wind turbine shaft and is 
influenced by other wind generator controls, such as the 
maximum power tracking as well as the power rating of the 
converter [21-23]. Furthermore, as pointed out in [24], the 
frequency measurement filtering may largely mitigate this 
inertial effect. Other devices may use supercapacitors for the 
same service. The resulting available inertial response of CIG 
can be useful in a first stage of synchronous machines 
replacement in order to compensate for the system loss of 
inertia. In particular, the use of converters capable of operating 
as grid-forming devices, has been advocated as a possible 
means to go beyond a mere mitigation of the problems caused 
by decreased inertia. In fact, the new degrees of freedom 
offered by these devices allow for the re-design of power 
systems controls introducing a new paradigm for operation and 
control aspects [25]. Thus, for very large penetration of CIGs, 
a radically different active power control is possible without 
relying on the rotating mass inertia to keep system energy 
balance.  In such cases, frequency (which can still be used as 
the proxy signal for sharing active power) may become much 
more volatile without affecting the security of service. In this 
respect, the transient current and voltage AC waveforms are 
expected to be severely modified in the foreseeable future 
making the used phasor approximations questionable. 

C. Narrow vs broad-band signals 

In order to have a clear understanding of the difference 
between narrow- and broad-band signals, it is worth defining 
their characteristics. Narrow band signals are characterised by 
a discrete spectrum where the energy is concentrated in a single 
frequency component; therefore, their bandwidth is zero. 
Broad-band signals are instead characterised by a continuous 
spectrum of generic bandwidth and their energy cannot be 
computed by adding the energy of a finite set (i.e., bins) of 
signal components. 

During electromechanical transients in power systems 
triggered by large contingencies, the electrical power may be 
transmitted over a continuous spectrum that is no longer 
concentrated on the sole fundamental component [26] (i.e., a 
narrow band signal, see section IV.A for further details). 
Therefore, traditional modelling approaches relying on the 
phasor representation derived from the Fourier Transform (FT) 
may exhibit limits to properly identify the characteristics of 
signals associated to power grid voltages and currents, as well 
as the associated transmitted/injected powers. This shortcoming 
is essentially due to the fact that the FT is projecting the 
analysed signals over a functional basis uniquely composed by 
steady-state sinusoidal functions. The literature on signal 
processing (e.g. [27]) has addressed this limitation by the theory 
of analytic signals suitably coupled with a more generic 
transformation like the Hilbert transform (HT).  
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With the intent to provide to the reader a different 
perspective with respect to the use of the traditional phasor 
modelling approach, sections IV.A, IV.B and IV.E provide a 
comprehensive discussion on the analysis of signals 
representative of operating conditions of modern power grids 
when analysed using the two above-mentioned techniques. 

D. On the meaning of apparent power and power factor 

An important concept in measurement theory is that 
representational measurements need to be based on the physical 
components being measured [28] and complying with all the 
principles and laws of engineering science. Since few power 
theory models consider explicitly the voltage change at the 
receiving end of a delivery system as a result of compensation, 
or do not address directly the waveform distortion by harmonics 
components that can be considered as superimposed sinusoidal 
waveforms [29], they cannot approach being representational 
measurements. The measurement of reactive power in real 
systems is particularly problematic [30], delivering no net 
energy in a fundamental frequency wavelength, taking a non-
physical unit (VArs) and relying on a non-physical geometric 
model for its definition in terms of power and apparent power 
[31].  

It has been shown [32] that compensation by a power 
electronics compensator or inverter, can be by current transfer 
from one wire to another (instantaneous power) and/or by 
storage and return of current from and back into a wire within 
the duration of a wavelength. A subsequent paper [33] showed 
that conforming to engineering laws requires all system 
potentials to be referred to a common frame of reference. 
Another approach, based on applying the HT and independent 
of the concept of reactive power, identifies the adaptive 
compensation required as a result of the changed load voltage 
[34].  

Steady-state analysis of a power system can be simplified 
by using superposition of its Thévenin equivalent circuits and 
several techniques are available to measure or derive the 
Thévenin parameters. Applying the possibility of compensation 
of a load at a point of common coupling (PCC) of an 𝑚-wire 
network with a finite number of ℎ harmonic components and 
represented by its Thévenin equivalents, provides for transfer 
not only between the wires but also between harmonics. 
Rigorous compliance with Kirchhoff’s voltage and current laws 
can be maintained using linear algebra in the Hilbert space, 
projecting orthogonally one vector onto another. The currents 
𝐼𝑆,ℎ in the lines without (or before) compensation can be 

resolved into the active current components 𝐼𝐴,ℎ in phase with 

their respective voltages 𝑉𝑇ℎ,ℎ at the Thévenin point, and all 

other current components 𝐼𝐶,ℎ. Then, the magnitude of the 

power sent out is ‖𝑽𝑇ℎ′‖‖𝑰𝐴′‖ and the apparent power 𝑆 of the 
power system is calculated as ‖𝑽𝑇ℎ ′‖‖𝑰𝑆′‖, where ‖𝑽𝑇ℎ′‖ is 
the resistance-weighted voltage vector at the Thévenin point 
and ‖𝑰𝑆′‖ is the norm of resistance-weighted current vector 
without compensation [32]. The power system and approach to 
measurement are illustrated in Fig. 1.  

 

Figure 1.  Identifying power and apparent power in the Thévenin equivalent 

of an m-wire power system with waveform distortion by harmonics h. 

The loss incurred by delivering only 𝐼𝐴 from the source to 
the PCC is the minimum possible loss, and the total loss of 
delivering 𝑰𝑆 = 𝑰𝐴 + 𝑰𝐶  comprises the minimum loss and the 
avoidable loss that can be eliminated by compensation.  Then 
the power factor 𝑝𝑓 = 𝑃/𝑆 is also the index of the losses 
without or before compensation of the power system supplying 
the load at the PCC, 𝑝𝑓 = ‖𝑰𝐴′‖/‖𝑰𝑆′‖, and after compensation 
the 𝑝𝑓 = 1.  

The change in delivery losses by compensation is not given 
simply by the loss component associated with 𝑰𝑪 since ‖𝑰S

′ ‖2 =
‖𝑰A
′ ‖2 + ‖𝑰C

′ ‖2 +  2 < 𝑰A
′ , 𝑰C

′ > and in most cases the term  
2 < 𝑰A

′ , 𝑰C
′ >  has real value (in Watts), with the implication 

that the vectors are not orthogonal, else the value would be zero. 

The calculations of power delivered and power loss are 
based entirely on measurements at the PCC of wire voltages and 
currents and the Thévenin equivalent impedances. The 
calculations are done easily for multi-wire systems using linear 
algebra, with rigorous attention to the reference points of 
voltage measurements, especially from a common null 
reference at the Thévenin point.  

This approach identifies the apparent power as the active 
power that, for the same losses, could be dispatched from or 
delivered to the Thévenin point by injecting into or drawing 
from the power system the optimum line currents. Accordingly, 
apparent power has the same unit, Watt, as active power, which 
resolves an inconsistency in the conventional definition using a 
power triangle.  

Further, conventional reactive power is defined only for 
fundamental frequency, sinusoidal (steady state) signals in a 
single phase or balanced 3-phase system with negligible 
delivery system resistances and inductances, and is inconsistent 
with the definitions of power factor and apparent power in the 
general case. Therefore, it is quite likely that power system 
simulation or control based on reactive power as conventionally 
defined or calculated might give results and responses that are 
inconsistent with a physical model of the power system. 

This general power theory [35] can be applied to 
unbalanced systems in the presence of phase displacement and 
harmonic distortion, even to a multi-wire DC system, and 
hybrid AC and DC systems. 

Use-cases include the injection of power into an unbalanced 
network, as is common with distributed generation at low and 
medium voltage levels. It can be shown that injection of equal 
currents at conventionally defined pf into a feeder unbalanced 
by intermediate loads does not always incur the minimum 
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delivery loss. Instead, the optimum injection of currents by an 
inverter-based source eliminates the avoidable loss and 
achieves delivery with the minimum loss. 

In addition to converter applications, this new approach to 
identifying active currents, power factor and apparent power 
opens up new possibilities in compensator and inverter design, 
power system analysis, metering and tariffs, the revision of 
standards documents, and in education and research. 

E. Impact on existing protection schemes 

As more CIG is supplying electricity to the power system, 
the legacy protection and control systems have become 
inadequate. Already, some relay mis-operations have been 
reported in the vicinity of utility size wind and PV farms. The 
reason for this is that conventional generators have 
fundamentally different fault characteristics than CIG. Inverter 
fault currents are primarily determined by inverter controls. 
First, inverters limit the fault current to values comparable to 
max load current. As a matter of fact, field data show that the 
fault current level depends on wind and solar conditions during 
the fault and in some cases the fault current may be lower than 
the nominal load current [36]. Oversizing inverters can provide 
higher fault currents, assuming there is storage, but there is an 
economic and practical limit to this. In addition, the duration of 
the fault current provided by inverters is limited to the first two 
cycles and then reduces to a value practically identical to the 
maximum load current. The reduced fault currents make the 
conventional over-current protection schemes unreliable and 
difficult to coordinate. Many other protection functions depend 
on a large separation between max load current and fault current 
for proper coordination and reliable protection, i.e. directional 
overcurrent, impedance protection, and other such protection 
schemes. In addition, many protection functions require 
detection of fault direction (such as directional overcurrent, 
distance protection). These relays require a polarizing quantity 
that is present at sufficient value during the fault. In 
conventional systems, negative or zero sequence components 
provide a reliable polarizing quantity. Inverters, on the other 
hand, do not produce zero sequence and the negative sequence 
components since they are suppressed by inverter controls. 
Lack of zero/negative sequence components will lead to 
malfunctioning of these relays. Negative sequence current 
control in wind turbines interferes with the proper functioning 
of conventional protection devices [37].  Some, phase balance 
relays use the negative sequence quantities to detect unbalanced 
faults. These relays will mis-operate if generation sources are 
inverter interfaced generation [38]. It has been shown that 
power swing blocking relays and out-of-step protection will 
mis-operate in the vicinity of wind-generation interfaced with 
inverters to the power system [39]. Reference [40] summarizes 
the effects on conventional protection due to the lack of 
negative sequence components in inverter fault currents. Some 
countries try to address this issue by including in national norms 
the requirement that inverters should produce negative 
sequence quantities during a fault. We believe this measure 
must be a temporary measure; the engineering community 
should seek better protection methods that are immune to the 

inverter fault current characteristics and we offer a proposal 
later on in this paper.  

Another reality in systems with high penetration of CIG is 
that the system topology will be changing much more often and 
more drastically than in conventional systems due to the 
variability of renewable resources that are behind the inverters. 
If a protection scheme is designed to coordinate well with other 
protection schemes for a particular network topology, it may 
not be well coordinated if there is a drastic topology change. To 
cope with these issues different approaches have been 
proposed: model-based adaptive relaying, incremental distance, 
traveling wave, active power line carrier, and others. Yet these 
approaches have not been tested under real field conditions and 
more importantly they do not address the impact of inverter 
interfaced generation. Model-based adaptive relaying is 
promising but present proposals are very complex since they 
require a sophisticated infrastructure to monitor the conditions 
and changes in the system and depend on use of legacy 
protection functions [41]. Specifically, they seek to change the 
settings of legacy protection functions according to prevailing 
conditions. This approach inherits all the shortcomings of 
legacy protection when applied to systems with high 
penetration of CIGs. The complexity brings into question the 
ability to re-coordinate relay settings with the required speed 
once a network condition has changed. In addition, there exist 
several protection gaps with or without the presence of CIGs. 
For example, we do not have 100% reliable protection for down 
conductors/high impedance faults [42]; distributed CIGs make 
the problem more complex as they provide additional backfeed 
to keep the down conductor energized creating serious safety 
concerns. In distribution systems, millions of inverters 
interfaced distributed generation units such as photovoltaic 
(PV) systems will be integrated into the power grid. This 
paradigm shift in the operation of power distribution systems 
causes bidirectional power flows and low short circuit current 
generation. Therefore, conventional over-current protection 
schemes will not be effective solutions anymore [43]. Several 
methods have been proposed to address the problem, some of 
which are discussed in [44]. For instance, distance/impedance 
protection is utilized for power distribution systems with 
distributed generation in [45]. However, distance relays face 
difficulties in power distribution systems with short lines, 
dynamically changing in-feeds from installed PV systems and 
substantially unbalanced lines. Some of the challenges of 
application of distance protection for power distribution 
systems are discussed in [46]. The directional over-current relay 
with adaptive settings is another possible approach [47]. 
However, they may fail to operate in the case of fault scenarios 
that generate low short circuit currents, specifically when 
multiple microgrids connected to the distribution system 
operate in the islanded mode. Communication-assisted 
protection schemes have also been proposed to operate either 
based on the pilot protection strategy or differential protection 
strategy. In schemes based on the pilot protection strategy such 
as [48] directional relays exchange the local decisions with 
other relays to make the final decision. These protection 
schemes may fail to operate correctly in the case of low short 
circuit currents or lack of negative sequence components in the 
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fault currents. In schemes based on the differential protection 
strategy such as [49] the sampled values are exchanged, and 
each relay makes the final decision based on the collected 
sampled values. Although this strategy is more sensitive to the 
short circuit compared to the pilot protection strategy, it still 
operates based on pre-defined settings. Therefore, only fault 
scenarios that generate over-currents larger than the threshold 
values can be detected. Also, these schemes require frequent 
update of the setting values upon the change in the topology of 
the network. In summary, proposed schemes are complex, they 
do not appear to meet the time requirements for effective 
protection (need decisions in a few cycles) and they do not 
address the new challenges that have been created by the fault 
current characteristics of CIG. Recent concerns for cyber 
security necessitate that the protection and control system must 
be also cyber secure. New approaches are needed that will 
remove protection gaps, provide a robust and cyber-secure 
protection and control system for systems with high penetration 
of inverter interfaced generation. 

F. Interaction among CIG and power systems stability 

CIG is characterized by different control layers: inner 

control layers (PWM and typically current control), medium 

control layers (transformations and synchronization) and 

external control layers (control of dc and ac voltages) as shown 

in Fig. 2 with an indication of the approximate frequency range 

of operation in relation to the fundamental AC frequency 𝑓1 
and power converter switching frequency 𝑓𝑠. 

Once assumed that these layers are correctly designed to be 

stable also when they operate all together (i.e. that no unstable 

interactions arise among them), the connection of the power 

converter to the electric grid, where other power converters are 

connected together with electrical machines which constitute 

classical components of the grid, can give rise to new stability 

challenges as well as impact classical power system stability. 

These issues are briefly reviewed in the following not in the 

microgrid perspective, as done in [50], and consequently not 

in the perspective of a fully power-electronic-powered-grid but 

in the context of a bulk power system with growing converter-

based generation. In this sense the control layers of different 

power converters interact among them through the grid [51], 

which is still a system stability problem. The power converter 

control loops impact also voltage, angle and frequency 

stability, i.e. classical power system stability issues. It is worth 

noting that a significant difference between the stability 

scenarios of a microgrid and of the bulk power system is that 

in this second case the interaction with synchronous-based 

generation will be dominantly of concern.   
In fact, the multiple-timescale control systems of power 

electronic converters will impact the converter and system 
stability, when connected to the electric grid, by cross couplings 
with electromechanical dynamics of electrical machines and the 
electromagnetic transients of other power converters connected 
nearby and the power network itself. As a consequence, 
abnormal resonances across a wide frequency range can occur 
[51]. 

 

Figure 2.  Different Control layers and their frequency of operation. 

The small-signal dynamics of power electronic converters 

can potentially introduce negative damping in the power 

system [52], which in turn destabilizes the natural frequencies 

of the passive components in power system, leading to 

resonance instabilities. This phenomenon’s frequency can vary 

from sub-synchronous to harmonics of several kHz, depending 

on the converters’ control bandwidth and specific electric grid 

conditions [51]. 

The synchronization [53,54], and external control layers 

[55] may bring negative damping in the low frequency range, 

while the inner control layers impact on the stability in the high 

frequency range. The accurate analysis of resonance 

instabilities requires special attention to the modelling of 

power electronic converters and adapting it depending on the 

observed phenomenon [56]. 
The synchronization can impact the stability of microgrids 

[57] if the dynamics of the PLLs are slow (i.e., with low 
bandwidth). On the contrary in bulk power system it is 
reasonable to use PLLs with low bandwidth since they can well 
attenuate grid disturbances and the grid is not loaded as much 
as for the microgrid case. Nevertheless, the reaction time of grid 
connected converters might have a large impact on system 
stability in a different sense. The fault-ride-through behavior of 
converters has been largely debated in recent years, and 
especially the necessity for a fast-current injection during fault 
conditions. As an example, National Grid UK has recently 
requested to an expert group associated with the development 
of the UK grid code (GC100) to investigate new converter 
control strategies allowing almost instantaneous reaction ahead 
of the use of a dedicated synchronization unit. More 
specifically, a sufficient near instantaneous reactive current 
injection is requested in order to maintain the retained voltage 
to a sufficient level and ensuring network stability [58]. 

Fig. 3 conceptually explains the difference in the converter 
behaviour regarding current injection at the occurrence of a grid 
fault, shown in the reports provided by NGESO [58]. The 
dynamic behaviour of the converter labelled as virtual 
synchronous machine (VSM), and which will be discussed 
separately in this paper in section V, is compared to the 
response of a standard converter using a PLL. The reaction of 
the VSM (and generally of a grid-forming converter) to a grid 
fault is a consequence of the emulated behavior of voltage 
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source behind reactance, which results in a near to 
instantaneous injection of reactive power without the need for 
identification of the voltage phasor. On the contrary, state-of-
the-art grid connected converters adopting PLLs or similar 
synchronization techniques, do introduce an unavoidable delay, 
due to the necessity for an accurate estimation of amplitude and 
phase of the instantaneous grid voltage for the proper injection 
of the required amount of current. Therefore, driven by the need 
for enhancing the performances of grid-connected converters in 
reducing their reaction time following a grid event, studies have 
shown that there are physical limitations to the highest PLL 
bandwidth of grid-following (GFL) converters [53,59]. To this 
extent, a trade-off for the design of PLL bandwidth has to be 
made between power quality and stability of the grid. 

 

Figure 3.  Different reaction times of converter control strategies 

investigated by NGESO [58]. 

The concept of grid-forming (GFM) converters, initially 
introduced for micro- and islanded grid applications, has been 
recently proposed for applications in wide interconnected 
systems, and it will be discussed in section V. Studies have 
shown that, in contrast to GFL converters using PLLs [53,59], 
power-synchronization based algorithms are particularly 
suitable for weak grid applications [60-62]. 

Even though this synchronization principle eliminates the 
need for a dedicated synchronization unit, and consequently of 
the stability issues caused by the PLL, large transient 
disturbances like grid faults, might cause instability typical of 
SMs such as angle instability. In fact, due to the intrinsic 
voltage source behavior of a GFM converter, the occurrence of 
a grid fault might provoke converter overcurrent, jeopardizing 
the integrity of the hardware components. The countermeasures 
taken for limiting converter currents might destabilize the 
power synchronization loop, due to the mismatch in the power 
balance caused by the unavoidable reduction of the maximum 
power that the converter is able to inject during the fault. 
Several techniques have been proposed in the literature in order 
to limit the maximum converter currents, and prevent the 
converter from instability issues by properly handling the 
behavior of the outer power synchronization loop under fault 
conditions [61,63,64]. The topic of current-limitation when 

grid-forming units are used to interface generation to the grid is 
a new topic which still needs to be deeply investigated and since 
no mature solution exist, it is expected that few of them will be 
proposed in the future years. 

III. REAL-LIFE EXAMPLES OF POWER SYSTEMS DYNAMICS 

INVOLVING BY CIG 

This section illustrates real-life events characterised by 
anomalous power systems dynamics involving the presence of 
CIG. The events analysed here provide actual examples of the 
role that CIG may play in power systems behaviour subsequent 
to large disturbances and set the base for the quantitative 
analysis contained in sections IV, V and VI. 

A. Event of September 28, 2016, Australia [3] 

On September 28, 2016, multiple tornadoes in South 
Australia (SA) tripped multiple 275 kV transmission circuits, 
and resulted in multiple faults in quick succession. The series 
of voltage dips from the faults triggered protection on several 
wind farms to runback about 456 MW of wind generation. The 
reduction in wind farm output was compensated by an increase 
in power imported from Victoria (VIC) via the Heywood 
interconnector. However, the Heywood import reached a level 
that tripped the interconnector on loss of synchronism 
protection. The loss of power infeed from the wind farms and 
import from VIC resulted in the SA frequency falling so fast 
that load shedding schemes were unable to arrest the fall, 
resulting in a blackout [3, 65]. The combined inertia of the 
thermal generating units was around 3,000 megawatt seconds 
(MWs). 

Fig. 4 shows a separation in the measured frequency 
between the two areas in the period immediately before the loss 
of the Heywood Interconnector. This was caused by the 
growing angular difference between the respective voltage 
phase angles, resulting in a loss of synchronism between SA 
and the remainder of the Australian grid. 

  

Figure 4.  Frequency and its rate of change at various locations in SA. 

Adapted from [3]. 

 The Australian Energy Market Operator expressed 
reservations about the accuracy of frequency measurements, 
which were probably not a true reflection of power system 
frequency, given the large and almost step changes in voltage 
phase angles in SA following separation. Those sudden angle 
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changes, along with the rapid changes in load due to possible 
operation of the UFLS scheme, have resulted in inaccuracies in 
short-term frequency measurements. Although the various 
available PMU measurements showed consistent frequency 
evolutions, it is not clear whether the underlying concept of 
phasor measurement was still applicable. 

B. Event of August 25, 2018, Australia [4] 

On August 25, 2018, an event saw the loss of the AC 
interconnector QNI between Queensland (QLD) and New 
South Wales (NSW) regions, followed by the loss of the AC 
interconnector between SA and Victoria (see Fig. 5).  

The event started with a lightning strike on the double-
circuit 330-kV QNI line. This triggered a series of reactions 
creating faults on each of the two circuits of QNI at 13:11:39. 
The QLD and NSW power systems then lost synchronism, 
islanding QLD two seconds later. At that time, 870 MW were 
flowing from QLD to NSW. QLD experienced an immediate 
supply surplus, resulting in a rise in frequency to 50.9 Hz, while 
NSW experienced a supply deficit, resulting in a reduction in 
frequency. 

In response to the reduction in frequency, the SA–VIC 
interconnector at Heywood experienced rapid changes in power 
system conditions that triggered the Emergency Tripping 
scheme. The latter responded as designed and separated SA, 
which was exporting 165 MW to VIC. The corresponding 
surplus caused the frequency to rise in SA. At the time of the 
event, the loading level in SA was around 22.5 GW and 22.7 % 
of that power was provided by non-synchronous generators 
(mostly PVs). 

The measured frequency signals are shown in Fig. 6. The 
average RoCoF, measured for data measurement durations of 
at least 1 s, are indicated in Fig. 7. The highest sustained RoCoF 
level measured in this manner during the event was around 
+0.65 Hz/s in SA, immediately after separation from VIC. It is 
worth noting that the values assumed by the RoCoF are strongly 
influenced by the algorithm used to measure this quantity. 

Small-scale inverters interfacing PV units installed before 
Oct. 2015 are compliant with the standard AS 4777-2005. As a 
consequence, they trip if the frequency falls outside the range 
of operating values. Small-scale inverters installed after Oct. 
2016 are compliant with the standard AS/NZ4777.2-2015 and 
they must not disconnect when the frequency is within the range 
47-52 Hz and, as frequency rises from 50.25 Hz toward 52 Hz, 
they should reduce their output linearly from the pre-
disturbance output at 50.25 Hz, reaching zero at 52 Hz [66]. 
Moreover, active power output should be held at the lowest 
until frequency has returned to the range 49.85-50.15 Hz. Units 
installed meanwhile may be compliant with either standard.  

In areas undergoing over-frequency, a combination of 
disconnections and power output reductions led to a net 
increase of the load helping to mitigate the frequency rise. In 
areas undergoing under-frequency, only disconnection of some 
“old” inverters was observed. Yet, a small fraction of inverters 
compliant with the new requirements disconnected while they 
should have remained in operation. 

 

Figure 5.  Affected transmission links during the event of August 25, 2018 

in Australia. 

 

Figure 6.  Measured frequency signals. Adapted from [4]. 

As regards transmission-connected PV plants, they should 

respond to over-frequency by reducing their active power 

output with a droop value between 2 and 10 %, and holding the 

lowest output until frequency returns to acceptable values. No 

under-frequency response is required. 

Therefore, in QLD and SA, where frequency rose, the 

output of PV plants decreased while no noticeable variations 

were observed in other regions. In QLD, most of the reduction 

in generation was observed after peak frequency was reached. 

Some inverters even started to trip as frequency remained above 

50.5 Hz for more than 10 minutes. In SA, the single PV plant 

in operation was not able to control the frequency overshoot 

following the Heywood trip, due to a large delay of about 4 s 

from frequency measurement to plant reaction. 

SA has two transmission-connected battery systems. Only 

one, with a capacity of +100 MW/-80 MW, was in operation, 

charging at -38 MW prior to the event. This battery has a 

proportional power response to frequency deviations (100 

MW/Hz). Its rapid response helped limiting the frequency 

excursions. However, its response to the initial under-frequency 

contributed to the tripping of the interconnector by increasing 
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the power transfer from SA towards VIC. Since then, the 

tripping scheme has been revised. 

 

 

Figure 7.  Regional Frequencies and RoCoFs during the event. Adapted 

from [4]. 

C. Event of August 16, 2016, California, USA 

On August 16, 2016, a fault induced a total of 1,178 MW of 
PV power interruption. The faults were caused by a fire that 
started at the Cajon Pass in California, USA and moved towards 
a major transmission corridor with three 500-kV lines and two 
287-kV lines. There were multiple faults over a period of time: 
thirteen on the 500-kV system and two on the 287-kV system. 
The fault that induced the loss of 1,178 MW occurred at 
11:45am and was successfully cleared in less than three cycles. 
As a result of the fault, the solar PV plant inverters ceased 
output. Specifically: (a) the majority of inverters trip 
instantaneously based on frequency measurements obtained 
from PLLs; it was determined that these inverters are 
susceptible to erroneous tripping due to frequency changes; this 
response accounted for 700 MW of the lost generation; and (b) 
a number of inverters that tripped were configured to cease 
current injection if the voltage goes above 1.1 pu or below 
0.9 pu; the inverters were returned to pre-disturbance level at a 
slow ramp rate; this response accounted for about 450 MW of 
lost generation. Approximately 66% of lost generation were 
restored within five minutes. 

The frequency during the above described event is shown in 
Fig. 8 and the waveform distortion is shown in Fig. 9. These 
figures provide evidence of the response of the inverters. The 
phase shift observed in the waveforms generates a large 
instantaneous frequency change in most frequency tracking 
algorithms and in this case triggered the inverters responses. 
Note that the frequency evolution in Fig. 8 does not show the 
spikes since it was obtained with PMUs that show average 
frequency over longer windows. Note also that the voltage 
during the fault dropped below 0.6 pu triggering the ride-
through function which in this case did not return to the pre-
disturbance values fast enough. 

 

 

Figure 8.  Western Interconnection Frequency During the 11:45am PST 

Fault [67]. 

 

Figure 9.  Distortion of Sine Waves During the 11:45am PST Fault [67]. 

D. Event of October 9, 2017, California, USA 

On October 9, 2017, a fire in California (Canyon 2 fire) 
caused two transmission line faults 2 minutes and 14 seconds 
apart on a 220-kV and a 500-kV transmission line, respectively. 
The faults were successfully cleared but the disturbance caused 
the loss of 900 MW of solar PV resources in about six PV plants 
[68]. The majority of inverters trippings was caused by fast 
transient overvoltages (sub-cycle) and instantaneous protecting 
actions. A significant number of inverters entered momentary 
cessation following the fault events. Note that, in this case, no 
instantaneous tripping occurred due to instantaneous fast 
frequency changes; the instantaneous tripping was due to 
transients. The activation of the ride-through function was also 
a contributing factor as the return to pre-disturbance operation 
was characterized by a long delay and a slow ramping. 

E. Lessons from these examples 

Both California events were caused by inverter controls 
and, more specifically, protection settings including 
instantaneous frequency/transients and ride-through function 
settings. These cases provide useful information for better 
design of inverter controls. Although some of the incidents 
resulted from severe system splits, the above examples of large 
frequency excursions foreshadow situations likely to occur 
more frequently and, in more systems, owing to the decreasing 
kinetic energy storage in synchronous machines. All four 
examples illustrate the need for better signal processing 
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techniques to extract relevant information in the presence of 
rapid frequency changes and/or transiently distorted sinusoidal 
waves. Otherwise it is likely that the security and dependability 
of protections fitted to the inverters will worsen, causing 
trippings that aggravate the severity of the initiating fault. In 
parallel, attention must also be paid to modelling both legacy 
and recent (or future) protections of converters in order to 
account for their response to faults. The same applies to their 
controls, as stressed by the examples of slow recovery of the 
active power of converters that have ridden through faults.  

IV. ADEQUACY OF SIGNAL PROCESSING TECHNIQUES 

A. Phasor representation limits 

Recent studies (e.g. [69]) discussed the limitations of the 

time-scale separation associated to the use of a quasi-stationary 

power grid models relying on phasors when the grid hosts large 

amount of CIG. In this respect, this section provides a detailed 

analysis of these limitations. 

1) Models of power systems signals 

Time-domain steady-state sinusoidal signals (i.e., with 

amplitude 𝐴0 and frequency 𝑓0 that do not vary with time) 

associated with power systems voltages and currents 

represented as in (2), can be mapped by means of a bijective 

transformation onto complex quantities called phasors. This 

refers to the FT and it is usually realized by means of the 

discrete Fourier transform (DFT) applied on a finite time 

window 𝑇 of 𝑥(𝑡), 𝑡 ϵ [𝑡0, 𝑡0 + 𝑇]  (e.g. [70]). 

𝑥(𝑡) = 𝐴0𝑐𝑜𝑠(2𝜋𝑓0𝑡 + 𝜑0)
𝐷𝐹𝑇
⇔ 𝑋 = 𝐴0𝑒

𝑗𝜑0  (2) 

In (2) we supposed the time window 𝑇 to contain an integer 

number of periods 1 𝑓0⁄ . However, in power systems voltage or 

current signals are rarely in steady-state, since they are 

characterized by time-varying parameters associated with 

broad- and/or narrow-band transient disturbances and/or 

permanent components. A more generic model of the signal 

𝑥(𝑡) is the one given by (3) and adapted from [71]: 

𝑥(𝑡) = 𝐴0(𝑡) (1 + 𝜀𝐴0(𝑡)) 𝑐𝑜𝑠 (2𝜋𝑓0(𝑡)𝑡 + 𝜑0 + 𝜀𝜑0(𝑡)) + 𝜂(𝑡) +

+𝛾(𝑡) + 𝜈(𝑡)  (3) 

where: 

 the fundamental component amplitude 𝐴0(𝑡) and 

frequency 𝑓0(𝑡) are varying with respect to time. 

 𝜀𝐴0(𝑡) represents the fundamental component amplitude 

fluctuations (e.g., amplitude modulations). 

 𝜀𝜑0(𝑡) accounts for the presence of phase modulations; 

 𝜂(𝑡) models narrow-band disturbances like harmonics 

and/or inter-harmonics. Therefore, it can be expressed as 

𝜂(𝑡) = ∑ 𝐴ℎ(𝑡) (1 + 𝜀𝐴ℎ(𝑡)) 𝑐𝑜𝑠 (2𝜋𝑓ℎ(𝑡)𝑡 + 𝜑ℎ + 𝜀𝜑ℎ(𝑡))ℎ  

being ℎ = 𝑓ℎ/𝑓0 the harmonic and/or inter-harmonic 

component order, 𝐴ℎ(𝑡) is the harmonic and/or inter-

harmonic component amplitude with initial phase 𝜑ℎ 

where time-varying quantities 𝜀𝐴ℎ(𝑡) and 𝜀𝜑ℎ(𝑡) model 

any amplitude and phase/frequency fluctuations of these 

last components. 

 The term 𝛾(𝑡) in (3) may represent DC decaying 

components while 𝜈(𝑡) accounts for the so-called grid 

noise (for example, thermal, corona, partial discharges). 

It is worth observing that the signal model (3) significantly 

differs from (2) as well as from the definition of phasors 

provided by the IEC/IEEE Std. 60255-118-1 [72]. Indeed, this 

standard has tried to solve the above discrepancy by introducing 

the following signal model.  

𝑥(𝑡) = 𝐴0(𝑡)𝑐𝑜𝑠(2𝜋𝑓0(𝑡)𝑡 + 𝜑0)
𝐷𝐹𝑇
⇔ 𝑋(𝑡) = 𝐴0(𝑡)𝑒

𝑗Φ0(𝑡)  (4) 

Since in (4) the instantaneous phase Φ0(𝑡) takes into 
account both the frequency and initial phase, setting a constant 
initial phase implies that instantaneous phase variations are 
only due to the power system frequency variations avoiding the 
possibility of having multiple couples of frequency and initial 
phase producing the same instantaneous phase Φ0(𝑡). The 
same observation holds also for (3). Although the signal model 
(4) accounts for time-varying amplitude and frequency of the 
fundamental component of power systems signals, it still 
significantly differs from the model (3). Indeed, the model (4) 
works pretty well when the DFT spectrum of the signal can be 
approximated by a finite set of bins given by the fundamental 
component and the harmonic ones [73]. In the presence of large 
power systems dynamics (including those associated to lack of 
system inertia) the model in (4) is still not entirely appropriate 
as it cannot account for rapid variations of signal parameters 
with a satisfying level of accuracy. 

2) Spectrum of signals characterised by high RoCoF 

Regarding signal dynamics with respect to frequency 
variations, reduced inertia systems may experience RoCoF 
values of several Hz/s (high RoCoF can be also seen locally in 
a low inertia area connected to a high inertia area where a large 
disturbance is taking place). An example of this type of 
dynamics was experienced during the South Australian system 
blackout that took place on September 2016 (see section III.A 
for further details). Fig. 10 shows the frequency recorded by 
phasor measurement units (PMUs) installed in that area during 
the whole event. The frequency experienced a complex 
dynamic with a maximum RoCoF in the order of 10 Hz/s with 
an average weighted ROCOF of -6.25 Hz/s within the time 
interval from t=3.7 and t=3.9s (see also Fig. 4). Let us 
synthesize and analyse a broad-band signal (e.g., a node 
voltage) that, starting from a steady state frequency 𝑓0 = 50𝐻𝑧, 
experiences a decreasing frequency ramp 𝑅 = −6.25𝐻𝑧/𝑠, 
namely 𝑣(𝑡) = 𝐴0𝑐𝑜𝑠(2𝜋(𝑓0 − 𝑅𝑡)𝑡) (we assume 𝐴0 = 1). 
Fig. 11 shows the spectrum of 𝑣(𝑡) computed by means of a 
DFT applied over a window of 1 s, leading to a spectrum 
granularity of 1 Hz. It is worth observing that the broad-band 
spectrum of this signal does not extend beyond 100 Hz. 
Therefore, the sampling frequency of the signal does not affect 
the results shown in Fig. 11 as long as it does not produce any 
aliasing effect (for this specific simulation, we adopted a 
sampling frequency of 10 kHz). Fig. 11 shows that only 32% of 
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the signal energy1 is within the range between 48 and 52 Hz 
while the rest of the signal energy is spread in a continuous 
spectrum extending well beyond the fundamental component. 
In other words, we are in the presence of a broad-band signal 
that cannot modelled by means of a phasor at a fixed frequency. 
This preliminary analysis is further developed in the next 
section. 

 

Figure 10.   Frequency estimated by PMUs during the South Australian 

blackout on September 2016. 

 

Figure 11.   Normalised spectrum of a signal characterised by a ROCOF of -

6.25 Hz/s computed by means of a DFT applied over a window of 1 s. 

Adapted from [26]. 

B. Phasor analysis in the presence of broad-band signals 

The previous section has discussed the adequacy of the 
phasor model to represent broad-band signals. This section 
extends the development by discussing the appropriateness of 
phasor representation to compute the instantaneous electric 
power in the presence of broad-band signals. In particular, we 
use a DFT-based technique to estimate the instantaneous power 
transfer during severe electromechanical transients and this 
application makes use of the IEC Std. 61000-4-7 [74] as it is 
one of the most updated guide on harmonics and interharmonics 
measurements for power supply systems. More specifically, the 
investigation focuses on the estimation of the instantaneous2 
three-phase power transfer in the presence of a broad signal 
spectrum using a simple 2-bus system shown in Fig. 12. For this 
analysis, we perform dedicated off-line simulation using the 
EMTP-RV [75]. The simulations refer to the simple model 
shown in Fig. 12  consisting of a time-varying 3-phase voltage 
generator supplying a 400 MW load through an overhead 
transmission line. The voltage source can generate any generic 
waveform and is characterized by a nominal voltage of 380 kV 

 

1 We remind that the energy of a signal 𝑥(𝑡) is defined as ∫ (𝑥(𝑡))
2−∞

−∞
𝑑𝑡 although,  

for time-limited signals like windowed ones, it is computed as ∫ (𝑥(𝑡))
2𝑡2

𝑡1
𝑑𝑡 being 

𝑡1, 𝑡2 the bounds of the signal time window. 

(phase-to-phase) at 50 Hz. We consider a 100 km aluminium 
conductors steel reinforced overhead line modelled using a 

standard -circuit line model. The load, instead, is modelled by 
means of a constant impedance tuned to absorb a rated power 
of 400 MW with a 0.9 (lag) power factor when supplied in 
nominal conditions (i.e., with a sinusoidal voltage at 50 Hz and 
380 kV). We set the voltage at the generator and the load 
impedance and we analyse the corresponding voltage and 
current signals supplying the load (i.e., node B in Fig. 12).  

The proposed phasor-based analysis is inspired by the IEC 
Std. 61000-4-7 [74]: by means of sliding windows of 200 ms, 
the observation interval is shifted sample-by-sample and, for 
each window, the FT is approximated by means of the DFT. 
The adopted window length determines a 5 Hz resolution of the 
frequency spectrum that may lead to spectral leakage and low 
spectrum granularity. In order to mitigate these detrimental 
effects, the signal is windowed with the Hanning weighting 
function and the fundamental component parameters are 
determined by means of the so-called enhanced interpolated-
DFT [76]. Amplitude, frequency and phase estimates are used 
to approximate the time domain trend of the sinusoidal 
component in the considered observation interval. 

 

Figure 12.  Block diagram of the adopted EMTP-RV simulation model. The 

generator is characterized by nominal (phase-to-phase) voltage of 380 kV, 

and is connected to a 400 MW load through a 100 km overhead line. 

In this controlled experiment, we synthesize dynamic 
voltage waveforms that are applied to the system by the voltage 
source at node A of the two-node system shown in Fig. 12. In 
particular, we consider two cases: (i) a negative frequency ramp 
characterized by RoCoF of -5 Hz/s and (ii) an amplitude 
modulation characterized by 10% depth and 5 Hz modulating 
frequency. Reference [26] provides a similar analysis for other 
dynamic operating conditions and the reader can refer to this 
paper to see the broad applicability of the process here 
described. We simulate a plausible measurement system where 
the voltage and current waveforms are sampled at 10 kHz. The 
DFT-based analysis is applied to the voltage and current signals 
measured at node B (see Fig. 12). The obtained phasors are used 
to estimate the load three-phase instantaneous power and the 
associated error. In particular, the power error is calculated as 
the difference between the instantaneous power obtained from 
the time-domain voltage and current waveforms coming from 
the simulation and the instantaneous power obtained from 
reconstructed time-domain voltage and current waveforms 

2 The use of the instantaneous power is justified in order to avoid the non-unique 
interpretation of active and reactive powers associated with the use of a steady-state 

phasor representation of currents and voltages (see also section II.D). 
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obtained after the use of the interpolated DFT to estimate the 
fundamental frequency component of the signals under 
analysis. Figs. 13 and 14 show the results of the proposed 
analysis. In particular, the top graphs show the true voltage 
waveforms as provided by the EMTP simulations and the 
signals reconstructed using the phasor-based analysis. The 
middle graphs represent the resulting three-phase instantaneous 
power delivered to node B computed as the product between the 
time-domain voltage and current signals (true vs phasor-
reconstructed). The bottom graphs show the corresponding 
three-phase power errors, computed as the difference between 
the phasor-reconstructed instantaneous three phase power and 
the true one. 

 

Figure 13.  Analysis of two-bus system of Fig. 12 when the supplying voltage 
at node A experiences a negative frequency ramp of -5 Hz/s: a) true 

(simulated) and phasor-reconstructed phase-to-ground voltage waveforms, b) 

true and phasor-reconstructed instantaneous three phase power, c) error of 

the phasor-reconstructed three phase power. 

 

Figure 14.  Analysis of two-bus system of Fig. 12 when the supplying voltage 

at node A experiences a 10% amplitude modulation with modulating 

frequency of 5 Hz: a) true (simulated) and phasor-reconstructed single-phase 
voltage waveforms, b) true and phasor-reconstructed instantaneous three 

phase power, c) error of the phasor-reconstructed three phase power. 

Regarding the frequency ramp, Fig. 13 shows that, as the 
frequency deviates from its nominal value, the phasor analysis 
provides erroneous results due to spectral leakage. 
Furthermore, the true waveform experiences a frequency 
variation that is evident also in half a cycle that cannot be 
followed by a phasor reconstruction of the same signal. The 
consequence is that the maximum obtained power errors are in 
the order of 13 MW (i.e. 2.5% of the total power transfer). With 
regards to the amplitude modulation, Fig. 14 shows that the 
phasor representation does not enable to correctly interpret a 
signal whose fundamental component is modulated. Indeed, the 
obtained signal spectrum is largely biased by the interference 
produced by the modulating term, leading to imprecise and 
shifted in phase parameters estimation. Both voltage and 
current are inaccurately reconstructed, leading to a maximum 
power error above 200 MW (i.e., 40% of the total power 
transfer). 

C. Analysis of broad-band signals using the Hilbert 

Transform 

Given the limitations associated with a single-component 
phasor-based representation, this section summarizes a 
different approach for modelling broad-band signals that goes 
beyond the concept of static phasor based on the FT. The study 
is inspired by the theory on analytic signals and is based on the 
Hilbert transform (HT). More specifically, the method has been 
proposed in [26] and estimates the parameters of a generic 
signal under test by means of functional analysis [27]. 

We first recall the theoretical foundations of the method. 
Then, we describe the process to estimate the parameters of the 
functional basis. Finally, the performance of the proposed 
method is assessed by means of a dedicated time-domain 
simulation replicating a signal characterized by a negative 
RoCoF of -5 Hz/s (as in Section IV.A). 

Among the possible electromechanical transients, in this 
section we investigate the case of a power system signal, say a 
nodal voltage, whose frequency is decaying with a descending 
ramp trend. This is typical of the stages anticipating a severe 
system collapse like the one that took place in South Australia 
on September 2016 (see Figs. 4 and 10). As discussed in [26], 
a similar approach can be extended to the analysis of other 
power system transients, such as amplitude, phase and 
frequency modulations or steps.  

For the sake of nomenclature, we recall the fundamentals of 
the HT. For a generic time-varying signal 𝑥(𝑡), its HT ℋ[⋅] is 
defined as [77]: 

𝑥̃(𝑡) = ℋ[𝑥(𝑡)] =
1

𝜋
∫

𝑥(𝜏)

𝑡−𝜏
𝑑𝜏

+∞

−∞
  (5) 

The combination of the real signal 𝑥(𝑡) and its HT 𝑥̃(𝑡) 
form the so-called analytic signal 𝑥̂(𝑡):  

𝑥̂(𝑡) = 𝑥(𝑡) + 𝑗𝑥̃(𝑡)  (6) 

It is worth recalling that in signal processing the analytic 
signal defined by (6) allows to obtain a complex-valued 
function that has no negative frequency components in its 
spectrum. 
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By making reference to (3), a generic frequency ramp can 
be modelled as a function of the ramp rate 𝑅 as:  

𝑥(𝑡) = 𝐴0 𝑐𝑜𝑠(2𝜋𝑓0𝑡 + 𝜑0 + 2𝑅𝜋𝑡
2) (7) 

The FT of such signal is reported in (8) and it does not allow 
to distinguish the fundamental component from the spurious 
contributions introduced by the time-varying frequency: 

ℱ[𝑥(𝑡)] =
𝐴

2√2
𝑒
𝑗[
𝜋(𝑓−𝑓0)

2

𝑅
−
𝜋

4
+𝜑0] +

𝐴

2√2
𝑒
−𝑗[

𝜋(𝑓+𝑓0)
2

𝑅
−
𝜋

4
+𝜑0] (8) 

On the other hand, the HT provides the analytic signal (9) 
that can be regarded as a dynamic phasor characterized by 
constant amplitude and rotating as the frequency ramp. 

𝑥̂(𝑡) = 𝐴0𝑒
𝑗(2𝜋𝑓0𝑡+𝜑0+𝑅𝜋𝑡

2) (9) 

 Note that (9) has been derived assuming that the HT of the 
product of two signals with non-overlapping spectra is equal to 
the product of the low-frequency term and the HT of the high-
frequency term [26]. 

It is worth pointing out that the analytic signal in (9) is a 
closed-form expression of the real-valued signal in (7). In other 
words, the HT may provide an exact match between the real-
valued time-domain signal and its analytic representation. 
Therefore, if we project the real-valued signal in (7) over a basis 
containing the analytic signal in (9), we would obtain a 
projection coefficient that unequivocally identifies the 
parameters of the signal in (7). By generalizing this reasoning 
to other non-stationary signals, it is possible to build a suitable 
dictionary that contains several of the so-called atoms, each 
representing a specific function. If we project any generic time-
domain signal 𝑥(𝑡) over such a functional basis, in principle, 
we would be able to obtain the mathematical formulation of any 
signal under investigation 𝑥(𝑡). 

Based on this idea, in the method proposed in [26] we define 
the analytic signals of several dynamics that are likely to take 
place in the power system context and we construct a dictionary 
𝐷 that contains their frequency-domain representations. In 
particular, the analytic atoms, i.e., the lines of the dictionary, 
are formulated as follows:  

𝑑 = 𝐷𝐹𝑇[(1 + 𝑔𝐴(𝑡)) ⋅ 𝑒
𝑗(2𝜋𝑔𝑓(𝑡)𝑡 +𝑔𝜑(𝑡))] (10) 

The functions 𝑔𝐴, 𝑔𝑓 and 𝑔𝜑 account for the time-variations 

of amplitude, frequency and phase of the fundamental 
component. It is worth pointing out that the use of analytic 
signals enables us to define atoms that are not pure sinusoidal 
components as they consist of modulated complex exponentials 
that better match the broad-band spectrum of the dynamics 
under investigation.  

The projection of the generic signal over the basis 𝐷 enables 
the identification of a mathematical model of the parameters' 
evolution that, de facto, enables the compression of the time 
domain information into few coefficients of (10). The 
performance of the projection depends on the number of 
possible realizations of (10) included in the basis although may 
become computationally demanding and numerically ill-

conditioned due to the high correlation between the elements of 
the basis. 

As an example, a set of disturbances inspired by [72] that 
are likely to take place in power systems are taken into account 
to build the dictionary 𝐷. More specifically, the frequency of 
the fundamental component is limited to a finite bandwidth 
between 48 and 52 Hz with steps of 0.01 Hz and, for each 
fundamental frequency, the following vectors are included in 𝐷 
(note that the modeler is free to restrict the dictionary to the 
components he considers to be relevant): 

 A steady-state sinusoid (𝑔𝐴 = 0, 𝑑𝑔𝑓/𝑑𝑡 = 0, 𝑔𝜑 = 0); 

 A sinusoid characterized by an amplitude modulation 

𝑔𝐴(𝑡) = 1 + 𝑘𝑎 cos(2𝜋𝑓𝑎𝑡), being 𝑘𝑎 = 10% and 𝑓𝑎 = 

[1,5] Hz with steps of 0.01 Hz (𝑑𝑔𝑓/𝑑𝑡 = 0, 𝑔𝜑 = 0); 

 A sinusoid characterized by a frequency ramp 𝑔𝜑(𝑡)  =

 𝑅𝜋𝑡2, being 𝑅 = [-7, 7] Hz/s with steps of 0.01 Hz/s (𝑔𝐴 

= 0, 𝑑𝑔𝑓/𝑑𝑡 = 0); 

 A sinusoid characterized by an amplitude step 𝑔𝐴 =
 𝑘𝑠ℎ𝑠(𝑡 − 𝜏), being 𝑘𝑠 = 10% and 𝜏 = [0, 200] ms with 
steps of 5 ms (𝑑𝑔𝑓/𝑑𝑡 = 0, 𝑔𝜑 = 0).  

The functional analysis is implemented via the 
Algorithm #1 and further details can be found in [26] and 
described next. Starting from the sampled signal 𝑥(𝑡), the user 
should be able to define its HT, ℋ[𝑥(𝑡)], in order to build the 
analytic signal 𝑥̂(𝑡). The analytic signal of the waveform under 
test is here computed by means of a complex filter 𝐻 that 
approximates the ideal HT (line 1 of Alg#1). Then, the 

spectrum of the analytic signal, 𝑋̂, is determined by means of a 
standard DFT (it is worth noting that this spectrum does not 
contain its negative image thanks to the properties of 𝑥̂(𝑡)) (line 
2 of Alg#1). Here, the DFT of the analytic signal is computed 
over overlapping windows of 200 ms. The DFT-spectrum is 
projected onto the dictionary 𝐷 in order to determine the 

projection vector 𝑃, being 𝐷† the Hermitian transpose of 𝐷 (line 
3 of Alg#1). The projection errors are defined as the difference 
between the spectrum reconstructed for each dictionary element 

and the actual analytic spectrum 𝑋̂. The residuals relative to 
these errors are computed (line 4 of Alg#1) and the vector of 𝐷, 
alogn with the relevant projection coefficients, minimizing the 
residuals are identified as the most representative of the signal 
components with respect to the dictionary 𝐷 (line 5 of Alg#1). 
The product of 𝐷 with the corresponding projection coefficient 
𝑛𝑐𝑜𝑒𝑓  gives the best estimate of the signal 𝑥̂ℋ(𝑡) (line 6 of 

Alg#1). The module of difference between the original signal 
and the 𝑥̂ℋ(𝑡) is the most relevant error metric quantifying the 
difference between the original signal and its best estimate. 

Algorithm #1: Functional basis analysis of generic signals 

1:  𝑥̂(𝑡) = 𝑥(𝑡) + 𝑗ℋ[𝑥(𝑡)] ≈ 𝐻[𝑥(𝑡)] 
2:  𝑋̂ = 𝐷𝐹𝑇[𝑥̂(𝑡)] 
3:  𝑃 = 𝐷†𝑋̂ 

4:   𝑁 = 𝑛𝑜𝑟𝑚[𝐷†𝑋̂𝐷 − 𝑋̂] 
5:  [𝑛𝑖𝑑𝑥 , 𝑛𝑐𝑜𝑒𝑓] = 𝑚𝑖𝑛[𝑁]  

6:  𝑥̂ℋ(𝑡) = 𝑛𝑐𝑜𝑒𝑓 ⋅ 𝐷(: , 𝑛𝑖𝑑𝑥) 

7:  𝑥𝐸(𝑡) =  |𝑥̂ℋ(𝑡) − 𝑥(𝑡)| 
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In order to assess the performance of such an approach, we 
analyse signals that represent voltage and current waveforms by 
making reference to the model in Fig. 12. As for the simulations 
carried out in section IV.A, we set the time-domain voltage 
waveform at the voltage source in node A and we use Algorithm 
#1 to estimate the parameters of the resulting voltage and 
current signals at node B, as well as the associated three-phase 
power. Then, we estimate the same signals’ parameters with the 
method based on the interpolated DFT adopted in section IV.A.  

Fig. 15 shows the results in case the generator outputs a 
voltage signal as in (7) with a frequency ramp rate of -5 Hz/s. 
As already seen in section IV.A, as the frequency deviates from 
its nominal value, the DFT cannot exactly reconstruct the 
voltage and current signals due to spectral leakage, leading to 
power errors in the order of 12 MW. Conversely, the functional 
analysis based on the HT is able to follow instantaneously the 
signal dynamics experienced during a frequency ramp, 
providing an almost-perfect signal and power flow 
reconstruction, characterized by errors lower than 10 kW. 

 

Figure 15.  Analysis of two-bus system of Fig. 12 when the supplying voltage 

at node A experiences a negative frequency ramp of -5 Hz/s: a) true 

(simulated), phasor-reconstructed and functional-analysis reconstructed 
phase-to-ground voltage waveforms, b) true, phasor and functional-analysis 

reconstructed instantaneous three phase power, c) error of the phasor and 

function analysis reconstructed three phase power. 

D. Base-band representation for modelling and simulation 

The common denominator of the signal analysis methods 
described in previous paragraphs is the idea to substitute the 
signal with a base-band representation in terms of a complex 
number. First examples of this approach are reported as 
dynamic phasor approaches and they are based on the idea of 
representing a signal by means of a frequency shifted complex 
representation [78-80]. One way to obtain such a description, is 
to shift the analytic representation 𝑥𝑎(𝑡) of a real signal 𝑥(𝑡) 
by an arbitrary frequency 𝜔𝑐. Assuming that the real signal is 

exactly described by the analytic signal 𝑥𝑎(𝑡) = 𝐴(𝑡) 𝑒
𝑗𝜃(𝑡), 

the frequency shift by 𝜔𝑐 can be expressed as follows: 

𝑥𝑎(𝑡) = 𝐴(𝑡) 𝑒
𝑗𝜃(𝑡)−𝑗𝜔𝑐𝑡+𝑗𝜔𝑐𝑡 = 

= 𝐴(𝑡) 𝑒𝑗𝜑(𝑡) 𝑒𝑗𝜔𝑐𝑡 = 〈𝑥𝑎〉(𝑡) 𝑒
𝑗𝜔𝑐𝑡 (11) 

where 〈𝑥𝑎〉(𝑡) = 𝑥𝑎(𝑡) 𝑒
−𝑗𝜔𝑐𝑡 is shifted in frequency with 

respect to 𝑥𝑎(𝑡) and 𝜑(𝑡) = 𝜃(𝑡) − 𝜔𝑐𝑡. 

〈𝑥𝑎〉(𝑡) is a frequency shifted complex representation, 
which can be used in the numerical simulation of dynamical 
models. To calculate the derivative of such a variable as it is 
often required in dynamical models, the chain rule can be 
applied:  

𝑑

𝑑𝑡
〈𝑥𝑎〉(𝑡) =

𝑑

𝑑𝑡
(𝐴(𝑡) 𝑒𝑗𝜑(𝑡)) 

=
𝑑

𝑑𝑡
(𝐴(𝑡) 𝑒𝑗𝜃(𝑡)−𝑗𝜔𝑐𝑡)  

=
𝑑

𝑑𝑡
(𝐴(𝑡) 𝑒𝑗𝜃(𝑡))𝑒−𝑗𝜔𝑐𝑡 + (𝐴(𝑡) 𝑒𝑗𝜃(𝑡))

𝑑

𝑑𝑡
𝑒−𝑗𝜔𝑐𝑡 (12) 

=
𝑑

𝑑𝑡
(𝐴(𝑡) 𝑒𝑗𝜃(𝑡))𝑒−𝑗𝜔𝑐𝑡 − 𝑗𝜔𝑐(𝐴(𝑡) 𝑒

𝑗𝜃(𝑡))𝑒−𝑗𝜔𝑐𝑡 

= (
𝑑

𝑑𝑡
𝑥𝑎(𝑡)) 𝑒

−𝑗𝜔𝑐𝑡 − 𝑗𝜔𝑐  𝑥𝑎(𝑡) 𝑒
−𝑗𝜔𝑐𝑡 

Following the same logic as before, this can be rewritten as: 

𝑑

𝑑𝑡
〈𝑥𝑎〉(𝑡) = 〈 

𝑑

𝑑𝑡
𝑥𝑎(𝑡) 〉  − 𝑗𝜔𝑐  〈𝑥𝑎〉(𝑡)  (13) 

Therefore, the exact derivative of the simulation variable 
〈𝑥𝑎〉(𝑡) can be calculated if the analytical representation 𝑥𝑎(𝑡) 
and its derivative are available. In case 𝑥𝑎(𝑡) is approximated, 
also the simulation variable 〈𝑥𝑎〉(𝑡), its derivative and 
eventually the dynamical model is an approximation. 

The frequency shifted complex representation 〈𝑥𝑎〉(𝑡) is 
commonly denoted as baseband representation or complex 
envelope. The baseband representation holds all the 
information about the original signal except for the center 
frequency 𝜔𝑐 and it is complex valued like the phasors used in 
quasi-stationary electrical simulations. The difference is that 
the models based on this representation and the approach 
described before do not neglect dynamics, which is why it is 
commonly referred to as dynamic phasor. 

If the real signal is measured and it is not given in 
mathematical terms, there exist several approaches to extract a 
complex valued approximation. Two of these are Fourier and 
Hilbert transforms. 

The Fourier approach is well suited for multi-component 
signals that feature several narrow band bins in the frequency 
domain. Each of these bins is mapped to one complex phasor. 
This approach comes mostly from the power electronics area 
thanks to the concept of generalized state space averaging. In 
this approach, the complex phasor is approximated by a Fourier 
coefficient that is dynamically changing with time. A key role 
is played by the observation window 𝑇. In formulae: 

〈𝑥〉𝑘(𝑡) =
1

𝑇
∫ 𝑥(𝜏)
𝑇

𝑡−𝑇
∙ 𝑒−𝑗𝑘𝜔𝑐𝜏𝑑𝜏 (14) 
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A signal can then be approximated by a set of complex 
numbers each one corresponding to a different central 
frequency or bin, which is advantageous whenever we deal with 
signals with significant distortion. 

The HT, as described earlier, is the natural choice if the 
complex representation of a single-component narrowband is 
required. Often, it is applied in combination with mode 
decomposition, which makes it possible to process each mode 
separately. The combination of Hilbert and mode 
decomposition is widely known as Hilbert-Huang transform 
[81]. The difficulty of the Hilbert-Huang transform is that it is 
empirical and not analytically defined as the Hilbert and Fourier 
transform. 

In any case, whatever approach is used for the formulation, 
the base-band representation offers a very powerful modelling 
framework that performs an optimization of the time step 
selection whenever we perform simulation at run time. As a 
result of the definition of the derivative operator explained 
earlier, an easy translation of a model in the classical time-
domain to the base-band domain can be performed determining 
a new set of models that can be adopted for large system 
simulation. 

Models defined in this domain can also be combined using 
classical simulation methods, such as nodal analysis, to create 
an open solver able to fully exploit the flexibility of this 
representation. The main element of flexibility is the fact that a 
model defined in this domain has the capability to serve 
different level of details without reformulating the equations.  

Let us suppose now to use such an approach to develop a 
time-domain simulator. A key feature of this kind of simulator 
is the role played by the time step compared with classical 
solvers. The time-step serves as an automatic adapter for the 
model that can span from quasi-stationary to classical EMT 
analysis [82]. The concept can be exemplified with reference to 
a simple linear capacitor model described with a resistive 
companion approach [83]. Each simulation step of the capacitor 
model in the new domain is represented by the following 
equation (see also Fig. 16): 

〈𝑖𝐶〉(𝑘) =
1+𝑗𝑏

𝑎
〈𝑣𝐶〉(𝑘) + 〈𝑖𝐶,𝑒𝑞𝑢𝑖𝑣〉(𝑘 − 1) (15) 

where: 𝑎 = ∆𝑡 2𝐶⁄ , 𝑏 = ∆𝑡𝜔 2⁄  and 〈𝑖𝐶,𝑒𝑞𝑢𝑖𝑣〉(𝑘 − 1) =
1+𝑗𝑏

𝑎
〈𝑣𝐶〉(𝑘 − 1) + 〈𝑖𝐶〉(𝑘 − 1). 

 

 

Figure 16.  Discrete-time resistive companion representation of a capacitor. 

It is interesting to make note the following. 

 When the time step grows indefinitely the model tends to 
disregard the dynamic component and becomes a standard 
steady state phasor. 

 When the time step tends towards a very small value, the 
model converges to the classical representation of a 
capacitor in resistive companion adopted for EMT 
simulation. 

Whenever the models are linear, the discrete time 
representation in the resistive companion circuit is numerically 
stable, while the selection of the time steps affects only the 
accuracy of the results. In this process, the model changes 
automatically as a function of the time step depending on the 
level of dynamics we want to track in the simulation. 

As result, for slowly changing dynamics, the time steps can 
be chosen to be significantly large (for a classical grid in the 
range of several millisecond); while during fast transients the 
time step can be reduced to keep the accuracy under control. 
The value of this approach can be proved with the support of 
some examples [84,85]. 

Let us consider first the CIGRE MV benchmark grid with 
high penetration of PV sources [86] and let us apply a change 
of load power at the end of the feeder from 100% to 150% of 
the nominal value. Such a transient determines significant 
oscillation in the feeder current as reported in Fig. 17. It is 
interesting to observe that the base-band solvers (in the figure 

indicated with DP) executed with 100 s time step presents 
results very similar to a classical EMT simulation with resistive 

companion executed at 50 s. Vice versa, using a classical static 
phasor representation the accuracy is compromised. 

 

Figure 17.  Feeder current during load transient (comparison of three 

simulation approaches). 

Other interesting results are reported in Figs. 18 and 19 
showing the simulation of a simple resistive inductive circuit 
fed with a sinusoidal source at 60 Hz. The central frequency is 

still selected at 50 Hz. With a time-step of 100 s, both EMT 
and DP present very accurate results. Once the time step is 
increased to 10 ms only the DP preserves the accuracy showing 
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how dynamically the time step can be executed and then 
supporting the simulation of large systems with a reasonable 
computational effort. By applying multiple central frequencies, 
it is possible also to perform detailed dynamic analysis of 
systems in the presence of power electronics switching at 
relatively high frequency (kHz range). 

 

Figure 18.  Voltage across the inductor with source at 60 Hz, time step at 100 

s and central frequency at 50 Hz. 

 

Figure 19.  Voltage across the inductor with source at 60 Hz, time step at 10 

ms and central frequency at 50 Hz. 

 

Figure 20.  Simulation of a single-phase inverter switching at 10 kHz. 

Voltage measured at output of an LC filter. 

Results in Fig. 20 are obtained by using 8 central 
frequencies. The DP simulation is still faster thanks to an 
increased time step and the exploitation of a very large sparse 

matrix describing the model. Sparsity effects also increase with 
the size of the model. 

E. Analysis of Park’s transform in the presence of broad-

band signals 

The Park’s transform forms the basis for the reference frame 
representation of three-phase AC systems. It originates from, 
but is not limited to, synchronous machine theory and it consists 
of the following time-dependent transformation from the abc 
phase quantities to the dqo reference frame currents/voltages:  

𝑖𝑑𝑞𝑜 = 𝐾 𝑖𝑎𝑏𝑐                  𝑣𝑑𝑞𝑜 = 𝐾 𝑣𝑎𝑏𝑐               (16) 

where the 3x3 transformation matrix is defined as: 

𝐾 =
2

3
 [

sin 𝜃 sin(𝜃 − 2𝜋/3) sin(𝜃 + 2𝜋/3)
cos 𝜃 cos(𝜃 − 2𝜋/3) cos(𝜃 + 2𝜋/3)
1/2 1/2 1/2

]            (17) 

and 𝜃(𝑡) = 𝜔𝑡. 

Choosing 𝜔 to be the system base electrical frequency in 
radians per second (𝜔𝑏 = 2𝜋𝑓) the dq frame is rotating at this 
constant speed and the d- and q-axis projections form the real 
and imaginary parts of a phasor in the base system frequency. 
The zero-axis component (i.e., the homopolar one) corresponds 
to the zero sequence of the classical positive, negative and zero 
sequence circuit representation. 

If the three-phase system is balanced and in sinusoidal 
steady state, the phasor will be constant in the dq frame if the 
frequency is equal to 𝜔𝑏.  Otherwise, the phasor in the dq frame 
will be a rotating one at the slip frequency 𝜔𝑏 − 𝜔. In the 
presence of negative sequence component, the phasor will 
consist of a constant part and a component rotating at double 
the synchronous speed in the dq frame. If a DC, or a second 
harmonic is present in the abc system, a component rotating at 
synchronous speed will appear in the dq frame. 

Reference frame theory is a powerful tool to represent time 
varying phasors. However, the user has to keep in mind that 
circuit equations are not purely algebraic equations, but include 
also the time derivative of current/voltage components 
associated to the time-varying transformation. For small 
frequency variations and balanced sinusoidal conditions, these 
derivatives can be neglected giving an approximate algebraic 
phasor representation. However, if this condition is not satisfied 
(i.e., in the presence of broad-band signals), the transformation 
provides results that have to be carefully interpreted and, in 
case, compensated. 

V. CLASSIFICATION OF CONVERTERS’ CONTROLS 

A. Definitions of grid-following and grid-forming converters 

 The concept of grid-following and grid-forming converters 
has been introduced in [87] by establishing an equivalence with 
the current/voltage nature of the source created by the 
converter. The idea of grid-supporting had also been introduced 
and divided in grid-supporting/grid feeding converter (GSGF) 
and grid-supporting grid-forming (GSGF) [88] when the 
converter provides ancillary services for the grid.  However, 
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this definition is less useful since it is not based on a 
fundamental difference between the sources. More recently in 
[89] a precise definition of the grid-forming converter applied 
to transmission system has been provided. In what follows, the 
main distinction between grid-following and grid-forming 
converter is recalled and specified. 

1) Grid-following converters 
A grid-following unit is based on a power converter whose 

injected currents are controlled with a specific phase 
displacement with respect to the grid voltage at the PCC. As a 
consequence, the knowledge of the fundamental frequency 
phasor of the grid voltage at the PCC is needed at any time for 
the correct calculation of the converter reference currents, 
whose amplitude and angle with respect to the grid voltage 
phasor are properly modified by outer control loops so as to 
inject the required amount of active and reactive power or 
control the RMS voltage. 

2) Grid-forming converters 
A grid-forming unit is based on a power converter which 

controls magnitude and angle of the voltage at the PCC. As a 
consequence, the knowledge of the fundamental frequency 
phasor of the grid voltage at the point of connection is not 
strictly necessary. Depending on the characteristics of the 
network to which the converter is connected, an isolated system 
or a slack bus, it is possible by means of additional outer loops 
to adapt the injected instantaneous active and reactive power 
also to provide voltage and frequency support. In an isolated 
system, a grid-forming unit could behave itself like a slack-bus. 
When connected with other power sources, through an 
inductive line, the grid-forming converter is controlling the 
active power by the modification of the angle. The voltage 
magnitude is independent of the active power control. 

B. General considerations of active power control in a 

voltage source converter 

The main aim of a voltage source converter (VSC) is to 
convert AC power to a DC power and vice-versa. There are 
several possible topologies. However, in what follows, the 
possible variants are assimilated in a variable set of three phase 
voltages 𝑣𝑚1, 𝑣𝑚2, 𝑣𝑚3  which are modulated from a DC bus 
voltage. There are also different types of controls. In any case, 
a set of three-phase signals in the VSC control homothetic to 
𝑣𝑚𝑎,𝑟𝑒𝑓 , 𝑣𝑚𝑏,𝑟𝑒𝑓 , 𝑣𝑚𝑐,𝑟𝑒𝑓, as shown on Fig. 21, can be defined 

explicitly. The role of the low-level control is to drive the 
switches of the converter in order to get the average values of 
𝑣𝑚𝑎 , 𝑣𝑚𝑏 , 𝑣𝑚𝑐 on a switching time of the transistors in the VSC 
equal to their respective references 𝑣𝑚𝑎,𝑟𝑒𝑓 , 𝑣𝑚𝑏,𝑟𝑒𝑓 , 𝑣𝑚𝑐,𝑟𝑒𝑓. 

The VSC is usually connected to the PCC with a simple 
inductance. In what follows, the resistance of such inductance 
is neglected. 

 

Figure 21.  Generic topology of the VSC. 

The general organization of the control depends on the 
choice made for the type of active power control. To develop 
this idea, a single phase quasi static model of the AC part of the 
VSC is presented in Fig. 22 with the following phasor variables: 

 Grid voltage: 𝑉̅𝑔 = 𝑉𝑔𝑒
𝑗𝛿𝑔 

 Modulated voltage:  𝑉̅𝑚 = 𝑉𝑚𝑒
𝑗𝛿𝑚 

 Grid current:  𝐼 ̅ = 𝐼𝑒𝑗(𝛿𝑔−𝛽) = 𝐼𝑃̅ + 𝑗𝐼𝑄̅      

  

Figure 22.  Single phase quasi static model of the VSC connected to the grid. 

The angle 𝜓 is defined as: 𝜓 = 𝛿𝑚 − 𝛿𝑔 and the active 

power at the point of common coupling is simply: 

𝑃 = ℜ(𝑉̅𝑔𝐼
∗̅)
 
= 𝑉𝑔𝐼𝑔𝑐𝑜𝑠𝛽 = 𝑉𝑔𝐼𝑃 (18)    

In steady state, a formulation based on voltage phasors is 
possible. In a simplified form, by neglecting resistance 𝑅 in Fig. 
22, this gives the well-known expression: 

𝑃 = ℜ(𝑉̅𝑔 (
𝑉̅𝑚−𝑉̅𝑔

𝑗𝑋
)
∗

)
 
=
𝑉𝑔𝑉𝑚

𝑋
𝑠𝑖𝑛(𝛿𝑚 − 𝛿𝑔) (19)      

These two expressions are the basis of the two different 
types of power control in the converters.  

C. Grid-following converters control 

In the first formulation, the active power is linked with the 
active current 𝐼𝑃 injected at the PCC. The generic active power 
control scheme is represented in Fig. 23. A power controller 
defines a reference for the active current 𝐼𝑃𝑟𝑒𝑓. A current loop 

is implemented in order to get the active current equal to its 
reference in steady state. The model of the system is represented 
by a single gain given by 𝑉𝑔. 
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Figure 23.  Principle of the active power control with the current. 

This model can be considered as valid for the active power 
controller design as long as the grid voltage is stiff enough. 

Fig. 24 recalls the classical structure of the grid-following 
control. The grid angle is estimated thanks to a phase locked-
loop (PLL) and included in the Park’s transformation used in 
control. The active current reference, 𝑖𝑑,𝑟𝑒𝑓, is generated by an 

outer active power loop. The reactive current reference, 𝑖𝑞,𝑟𝑒𝑓, 

is the output of a reactive power or voltage control loop(s). 

 

Figure 24.  Main scheme of a grid-following control. 

D. Fundamental considerations on grid-forming converters 

The aim of this section is not to propose a review of the 
various types of grid-forming control (to this purpose the reader 
may refer to [90]) but to introduce some fundamental thoughts 
about this control and clearly characterize the influence of the 
choice of the control on: 

 the management of the active power which is, till now, the 
major aim most of the power electronic converters;   

 the type of grid frequency support which is provided by the 
converter. 

 the solicitation on the DC bus source.  

The grid-forming control is linked with (19). As observed 
from (19), the active power is sensitive to the modulated voltage 
angle 𝛿𝑚. Hence, as shown on Fig. 25a, the control has to 
generate an angle reference 𝛿𝑚,𝑟𝑒𝑓 for 𝛿𝑚 to control the active 

power. Since, the grid voltage angle 𝛿𝑔 represents a disturbance 

for the active power control, a compensation of this disturbance 
can be included in the control [91]. This control requires that an 

estimate of the grid angle 𝛿𝑔 is available. 

It is worth noting that the real control is implemented in time 
domain, so the proposed control has to generate a time-domain 
angle.  Let’s define the time domain angles associated with the 
phasor angles as in (20).  

𝜃𝑔 = 𝜔𝑔𝑡 + 𝛿𝑔      𝜃𝑚 = 𝜔𝑚𝑡 + 𝛿𝑚 (20)      

where 𝜔𝑔 is grid frequency, 𝜔𝑚 the modulated voltage 

frequency. It results in the equivalent time-domain control 

shown in Fig. 25b with an estimate (𝜃̃𝑔) of the time domain grid 

voltage angle suitably included. Several solutions can be 
implemented for this power controller.  A possible one is 
presented in Fig. 26 [91,92] where the controller is an integrator 
that eliminates the steady state error on the power. The gain 𝑚𝑝 

modifies the closed loop dynamics. A first order filter is added 
to mitigate the noise on the measurement and it will also have 
another role as explain further. 

 
a) Phasor domain 

 
b) Time domain 

Figure 25.  Active power control with the modulated angle voltage. 

 

Figure 26.  Linear active power controller (scheme A). 

In the following, this type of control is named scheme A. 
From this control, it is possible to deduce several variants. All 
the variants, in general, worsen the accuracy of the active power 
control but, at the same time, they bring new functionalities. A 
second possible variant, scheme B, is presented in Fig. 27a. The 
summing junction has been moved to the left and an estimate 
of the grid frequency is now used. The control is defined in per-
unit and, therefore, a conversion has to be integrated in the 
control to generate the frequency in [rad/s]. 𝜔𝑏 is equal to the 
nominal grid frequency. 

The control shown in Fig. 27a can be rearranged as in 
Fig. 27b. This structure is known as virtual synchronous 
machine [93,94]. As it can be noticed, the first-order filter 
introduced above is linked to the inertial effect. Despite a 
different vocabulary, the fundamental concept for the control is 
the same.  The control parameters can be easily identified and 
result in the following equation. 

𝜔𝑐 =
𝐾

2𝐻
, 𝑚𝑝 =

1
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 (21)      
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This second formulation highlights the inertial effect which 
is brought by this control. However, in steady state, the result is 
the same as with the previous control, scheme A: 𝑃 = 𝑃∗.  Since 
for both controls the active power is regulated in steady state, it 
is possible to add a classical frequency control. 

 
a) First representation: droop control representation 

 
b) Second representation: virtual synchronous machine 

Figure 27.  Active power control (scheme B). 

With this scheme, for a given value of 𝐻, a link is 
established between 𝑚𝑝 and 𝜔𝑐:  

𝐻 =
1

2𝜔𝑐𝑚𝑝
 (22)      

This formula will be used further in the examples section. 
The third variant is very similar to what is found in the literature 
[87].  The estimate of the grid frequency is replaced by a 
constant value: 𝜔𝑠𝑒𝑡 (see Fig. 28). 

 

Figure 28.  Scheme C for the grid-forming control. 

The inertial effect brought by this control is similar to the 
previous controller, however, the steady state behavior is 
different.  Indeed, since in steady state the modulated voltage 
frequency 𝜔𝑚 is equal to the grid frequency 𝜔𝑔, it yields:  

Δ𝜔𝑚 = 𝜔𝑔 − 𝜔𝑠𝑒𝑡 (23)      

𝑃 = 𝑃∗ +
1

𝑚𝑝
(𝜔𝑠𝑒𝑡 − 𝜔𝑔) (24)      

This static equation highlights a correlation between 𝑃 and 
the grid frequency: as soon as the grid frequency changes, the 
active power is adjusted [95]. This is a primary frequency 
support, which is inherent to this type of control. Hence, 𝑚𝑝 has 

to be adjusted with respect to the frequency support 
requirement but, at the same time, it has also an influence on 
the response of the power control loop. Depending on the 
chosen inertial value, it may be needed to add a derivative 
action in the loop to stabilize the closed-loop system.  

Fig. 29 presents the general structure of the grid-forming 
control for schemes B and C presented as a virtual synchronous 
machine configuration.  It is worth noting that the voltage 
magnitude control has been also added. In some situations, a 
very simple reference on the 𝑑 axis is sufficient to control the 
voltage at the PCC. In power transmission systems, the 
Thévenin equivalent grid input resistance is low compared to 
the reactance, so a damping transient resistance has to be added 
to damp the natural 50 Hz poles of grid [95,96]. In case of 
overcurrent, a virtual impedance can also be adjusted to limit 
the current. Note that these schemes can be applied either on a 
Modular Multilevel Converter (MMC) or VSC connected to the 
grid with an LC filter provided that the internal current and 
voltage loop are correctly tuned [97-99]. 

 

 

Figure 29.  General structure of the grid-forming control. 

This section has introduced three main grid-forming 
controls. Simulation results presented in the next sections 
illustrate the properties of these different controls.  

E. Examples 

In the simulation model, the grid forming converter is 

supposed to be connected to an external system represented by 

a Thévenin equivalent as shown on Fig. 30. The SCR can be 

modified by adjusting the grid inductance (𝐿𝑔), the resistance 

(𝑟𝑔) is considered to be negligible. The magnitude of the 

voltage source is constant.  In a first step, the grid frequency is 

considered constant. 

. 

 

 

Figure 30.  Connection of the  grid-forming converter to a Thévenin 

equivalent.  
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The aim of scheme A is only to control the active power. 

The value of the gain mp can be modified to adjust the 

dynamics of the system as shown on Fig. 31 where a step is 

applied on the active power reference.  

 

 

Figure 31.  Dynamic response of a grid-forming control (scheme A) for 

various values of mp.  

The value of 𝜔𝑐 has been chosen to be 30 rad/s. This control 

reveals excellent robustness against grid impedance variations 

as demonstrated in [91,92]. As highlighted in Fig. 32, this 

control mitigates the sensitivity of the grid-following converter 

with respect to the variation of SCR [60,100]. 

 

a)  

b)  

Figure 32.  Comparison of grid-following and grid-forming control (Scheme 

A) for two SCR values: a) SCR = 5, b) SCR = 1.3. 

In scheme B, an inertial effect is provided. The gain 𝑚𝑝 

cannot be chosen with respect to the dynamics anymore since 

the product 𝜔𝑐𝑚𝑝 is relative to the inertial effect as already 

reported. Hence, to maintain a given inertial effect, the value 

of 𝜔𝑐   has to be adjusted when modifying 𝑚𝑝. Fig. 33 shows 

the results for a value of 5s. It shows that the increase of 𝑚𝑝 

may induce large overshoots. It is possible to find a value for 

𝑚𝑝 that results in an appropriate overshoot. However, the 

response time for the active power may be slightly slower than 

scheme A. 

 

Figure 33.  Effect of the choice of 𝑚𝑝 on the dynamics of a grid-forming 

control (Scheme B) H = 5s.  

In scheme C, the gain 𝑚𝑝 is relative to the frequency 

support. As previously explained, its value has to be 

coordinated with the other sources connected to the same grid 

in order to provide a good load sharing in case of frequency 

support. Increasing the inertial effect is possible only by 

decreasing 𝜔𝑐. This has a large effect on the stability as 

highlighted on Fig. 34. It is the reason why this type of control 

has often been referred as zero inertia (VSMOH) [101]. 

However, a derivative effect can be added on the active power 

in order to stabilize the system [61]. 

 

 

Figure 34.  Effect of the increase of 𝐻 on the stability of the system (scheme 

C). 

In many applications, an LC filter is added between the 
converter and the connection impedance as shown Fig. 35. The 
grid forming control is unchanged, however, a specific design 
of the current and a voltage loop have to be implemented to 
control the internal dynamics of the filter [97]. Hence, the grid 
forming control is calculating a reference angle for the voltage, 
𝑒𝑔,  across the capacitor (𝜃𝑔 𝑟𝑒𝑓). 

 

Figure 35.  Connection of the grid forming converter with an LC filter. 
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and voltage loop.  It can be seen that the difference is 

negligible. 

 

 

Figure 36.  Comparison of the grid forming converter with 𝑅, 𝐿 or LCL 

connections (scheme B). 

The transient stability of the grid-forming control has been 

tested for various events which would induce an overcurrent in 

the converter. The current limitation is obtained first with a 

saturation on the current reference and then the introduction of 

a virtual impedance which increases the critical clearing time 

[102]. After the fault, the re-synchronization is operated with 

no external signals. As soon as the current decreases below a 

given limit, the virtual impedance is removed.  In Fig. 37, the 

different controls are compared after the bolted fault at the 

PCC. 

 

 

Figure 37.  Short circuit at the PCC. 

During the fault, it may be interesting to decrease the value 

of 𝑚𝑝 in order to enhance the critical clearing time. To 

highlight the inertial effect, a small variable frequency system 

has been implemented. The voltage source frequency (𝜔𝑒) is 
defined by the system presented in Fig. 38. It represents an 

equivalent electrical system with an inertia 𝐻𝑒𝑞 and a dynamic 

represented by a lead lag filter 𝑇𝑁 , 𝑇𝐷. A frequency support is 

implemented with a droop control.  

 

 
 

Figure 38.  Equivalent system for the definition of the voltage source  

frequency. 

In a first step, scheme A, and B are compared in terms of 

inertial effect. The outer loop for frequency support is not 

activated for the grid-forming control. To modify the grid 

frequency, a load variation is applied at the node located at the 

PCC (see Fig. 30). As it can be noticed on Fig. 39, scheme A 

does not provide any inertial effect whereas the power 

increases with scheme B to counteract the frequency variation. 

In a second step, schemes B and C are compared in terms of 

inertial effect. Since a droop effect is inherently embedded in 

the scheme C, the outer frequency loop is activated in the 

scheme B to have the same behavior. In Fig. 40, the simulation 

results are presented for both controls with the same value of 

inertia and the same droop. These results show that the 

dynamic behavior of these controls is very similar. 

 

 

 

 
 

Figure 39.  Comparison between schemes A and B in case of grid frequency 

variation. 

 

 
 

Figure 40.  Comparison between schemes B and C in case of grid frequency 

variation. 
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F. Synthesis on grid forming control 

Various conclusions can be drawn from the study of the 
three types of grid forming control which have been introduced. 
The first one is about the frequency support.  In scheme A, the 
modulated voltage angle is following the grid voltage angle 
thanks to the PLL. Hence, the active power is independent from 
the grid frequency variation which means that no frequency 
support is inherently brought by this type of control.   In scheme 
B, the PLL is only providing an estimate of the grid frequency 
and the inertial effect is added afterwards. In scheme C, the 
dynamic information about grid frequency is replaced by a 
constant value adding a frequency droop. It can be concluded 
that a very small difference in the control may have a very large 
influence on the general behavior of the power converter and, 
then, on the DC bus solicitation. Indeed, in the two last controls, 
since an inertial effect has to be provided, there is the need to 
understand the origin of the extra power provided by the 
converter in case frequency drop: either it comes from the DC 
source, or a suitable storage element placed on the DC bus. This 
question is even more important in case of a permanent 
frequency support induced by a droop control on the frequency.  

The second conclusion is about the question of active power 
dynamics when the grid frequency is fixed since it may be an 
important requirement especially for HVDC application.  It has 
been shown that, depending on the choice on the control, the 
response time can be chosen (scheme A) or a consequence of 
other choices. In scheme C, for example, the inertia is first 
chosen. Then, the gain 𝑚𝑝 is adjusted with respect to the load 

sharing capabilities and the derivative action is used to damp 
the dominant poles. The response time is then a consequence of 
these choices. In case of a back-to-back or HVDC application, 
the question of the DC bus voltage control is also relevant. 
Indeed, a poor response time on the active power would induce 
an even worse control on the bus voltage. 

A third point is about the use of PLL in the grid-forming 
control. Indeed, the PLL is often associated with the idea of a 
poor robustness in case of weak grids. This effect, which is 
noticed in case of a grid following converter, is not taking place 
for the grid-forming control since the role of the PLL is not the 
same.  

All the simulation models are available for the reader in 
open source (see [103]). It should be highlighted also that all 
the results obtained in simulation have been verified via the 
experimental setup described in [104]. In the existing literature 
other types of control have been proposed. The synchronverter 
is very similar to the VSM scheme.  The main difference is 
about the modulated voltage magnitude which is imposed as 
proportional to the modulated frequency, to mimic the emf of a 
real synchronous machine. Matching control [105] and virtual 
oscillator [106] propose very different algorithms to manage the 
modulated voltage. However, in the case of transmission 
system applications, the dynamics which are obtained are very 
similar to the droop control as reported in Migrate EU project 
[104].  

To conclude on the various types of grid forming control, 
here is a list of question which should be asked for all the 

possible solutions of control. What is the active power 
dynamics in case of a fixed frequency grid ? Is there an inertial 
effect ? Is the proportional frequency support compulsory or 
optional ? What is the robustness of the control with respect to 
the SCR ? How this grid forming converter is protected against 
over current ? Is this control implemented for 𝑅, 𝐿 connection 
and/or 𝐿𝐶 filter connection ? Some further questions can also 
be added such as the number of parameters to characterize the 
controls and also the ability to integrate some grid forming 
converters in large power system study. Even if it is always 
possible to improve existing controls, it can be noticed that 
classical VSM is already gathering many of the good properties 
possessed by this control. 

G. Effects of synchronization on small-signal stability  

As highlighted in Fig. 24, a dedicated unit identifying the 
grid voltage angle and calculating a proper phase shift of the 
converter currents for the injection of the defined amount of 
active and reactive power, is requested for the proper operation 
of a grid-following converter. Grid synchronization has been a 
crucial issue since the early stage of development of power 
electronics-based converters, and several techniques have been 
proposed. These can be classified into two main categories: 
frequency-domain and time-domain approaches. Frequency-
domain approaches are based on some discrete 
implementations of the Fourier analysis, such as the DFT and 
recursive DFT, while time-domain approaches are based on 
adaptive feedback loops, enabling an internal oscillator to track 
the component of interest of an external signal. The commonly 
adopted solution is the use of a PLL and the synchronous 
reference frame PLL (SRF-PLL) is among the most widely 
proposed techniques. 

Recent studies have shown the negative effects of 
synchronization units, often implemented by means of PLLs, 
on the small-signal stability of grid connected converters [53]. 
Fig. 41 shows the results of the Monte-Carlo based analysis 
performed in [53], and analyses the effects of the interactions 
among synchronization units of GFL converters operating 
nearby. It has been demonstrated that not only the stability 
margin of a GFL converter is reduced when other converters of 
the same type operate in its proximity, but also that the 
magnitude of the interactions among synchronization units of 
GFL converters are strongly accentuated by the decrease of the 
grid short circuit ratio (SCR). 
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Figure 41.  Results of the Monte-Carlo analysis performed in [53] in order to 

study the effects of the interactions among synchronization units of grid-

following converters operating nearby: (a) SCR=4, (b) SCR=3. 
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 On the contrary, according to the general control structure 
presented in Fig. 42, a grid-forming converter is able to self-
synchronize to the grid without the need of a dedicated unit. As 
a consequence, the issues related to the PLL common to GFL 
converters are completely avoided in GFM converters. 
Furthermore, the study illustrated in [60], demonstrates that, 
due to their intrinsic behavior as voltage source behind 
impedance along with their ability of self-synchronization, 
GFM converters are actually suitable for weak grid 
applications. The results of the robust stability analysis 
performed in [60] by means of structured singular values are 
reported in Fig. 42. The μ-analysis is a useful tool for 
investigating control robustness, and it is particularly suitable 
for multiple-input multiple-output (MIMO) system analysis. 
The approach consists of including plant uncertainties in the 
stability analysis of a control by defining a frequency-
dependent uncertainty function, so that stability is assessed for 
a set of possible plants, rather than for a specific configuration. 
Possible causes for system uncertainties can be represented by 
neglected dynamics of sensors and actuators, parameter 
uncertainties, or unknown behavior of other components in the 
system. This turns to be particularly suitable for studying 
stability of grid-connected converters in power electronics- 
dominated systems. In fact, the equivalent grid impedance seen 
at the converter terminals is often modelled as a resistive 
inductive element, whose parameters are estimated according 
to indications about the 𝑋/𝑅 ratio and the short-circuit power 
at the connection point. However, although excursions of these 
parameters within defined ranges are often considered, the 
usually unknown frequency behavior of the other converters 
operating nearby might substantially affect the equivalent grid 
impedance seen by the converter. The approach allows 
calculating a factor (the so-called μ-factor), whose inverse can 
be interpreted as a stability margin for the investigated system. 
A μ-factor below the unity indicates that the control is robust 
against all the plants identified by the chosen uncertainty 
function. Fig. 42 shows the effects of the SCR on the calculated 
μ-factor for the case of a VSM connected to the grid by means 
of an LCL filter. The different curves shown in Fig. 42 show 
that the increase of the grid impedance causes a decrease of the 
highest peak of the μ-factor, indicating therefore an increase of 
the robust stability of the converter.  

 

Figure 42.  Results of the μ-analysis performed in [60], showing the effects of 

the SCR variation on the robust stability of a grid-forming converter. 

VI. APPLICATIONS 

The previous sections of the paper focused on the 
description of the main modelling challenges power systems in 
the presence of large amounts of CIG. The goal of this section 
is to transpose these analyses into application examples 
associated to power systems of significant size and complexity. 

A. Phasor analysis of power systems experiencing large 

contingencies 

In this section we would like to assess the appropriateness 
of a phasor-based representation to compute the electrical 
instantaneous power of a benchmark power grid during a 
contingency. We apply the same process illustrated in section 
IV.A to the dynamic model of the IEEE 39-bus power system, 
also known as 10-machine New-England power system 
represented in Fig. 43. The simulated power system is 
characterized by a nominal voltage of 345 kV, and consists of 
39 buses, 10 generators and 19 loads. The overall system 
installed capacity is 10 GW. In order to consider the effects of 
CIG, we modify the benchmark by replacing 4 conventional 
synchronous generators with wind farms, for a total wind 
installed capacity of 4 GW. Wind and load profiles are derived 
from real measurements. The open source network model used 
here is reproduced in Simulink and the simulations are run 
using the Opal-RT eMEGAsim real-time simulator. The model 
is available open-source [107] along with a thorough 
description of the data used in the model. 

In this case, we simulate the outage of generator G6, with a 
total tripped power of 800 MW that triggers a strong system 
dynamic response resulting in an average frequency nadir close 
to 47.5 Hz, peak values of RoCoF of +8 Hz/s and -7 Hz/s and 
an average RoCoF (from the pre-contingency state to the 
frequency nadir) of -0.5 Hz/s. The generator is tripped at 
t=180 s and the transient lasts for roughly 100 seconds. Fig. 44 
shows the results of the phasor-based analysis performed at bus 
21 (similar results hold for all the buses in the network) where 
we reconstructed the phase-to-ground voltages and the load 
currents using the same approach of section IV.A. Voltage and 
current simulated signals are used to estimate the three-phase 
instantaneous power absorbed by the load at node 21. As it is 
shown in Fig. 44, the phasor-reconstructed waveform of the 
voltage is inaccurate with respect to the simulated one due to a 
superposed frequency ramp and an amplitude modulation. As a 
consequence, during the whole transient, the phasor 
representation does not provide a truthful estimation of the 
instantaneous electrical power leading to errors in the order of 
400 MW (i.e., 40% with respect to the true 3-phase power 
absorbed by this load). This result is of course associated to the 
extreme system dynamic we are studying suggesting that, as the 
dynamical response is system dependent, a phasor-based 
analysis should be quantitatively benchmarked against the 
corresponding time-domain analysis in order to verify its 
appropriateness. 
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Figure 43.  Diagram of the modified IEEE 39-bus power grid simulation 

model [107] characterized by nominal voltage of 345 kV and total installed 

capacity of 10 GW. The model consists of 6 synchronous generators (blue 

circles), 4 wind farms (green circles) and 19 loads (orange arrows). 

 

Figure 44.  Analysis of the phasor-reconstructed signals during a contingency 

happening on the IEEE 39-bus system (outage of generator G6): a) true 
(simulated) and phasor-reconstructed phase-to-ground voltage waveforms, b) 

error of the phasor-reconstructed three phase power. 

B. Protection and control for systems with high levels of CIG 

The characteristics of systems with high penetration of grid 
interfaced inverters, GFL or GFM, are substantially different 
from conventional systems with primarily synchronous 
generators both in terms of fault current levels and fault current 
components, i.e., DC offset, negative and zero sequence 
components and duration. Specifically: (a) generators/step-up 
transformers generate fault current several times greater than 
rated currents and significant levels of DC offset, negative and 
zero sequence currents; legacy protection functions depend on 
these characteristics to reliably detect faults, coordinate the 
various legacy protection functions and protect the system; (b) 
fault current contributions from inverters are comparable to 

load currents and do not include, or produce much lower 
negative and zero sequence currents; many legacy relays 
require high fault current to detect a fault and use the negative 
or zero sequence component as a polarizing quantity to detect 
fault direction; these relays may malfunction under these 
conditions; and (c) many grid interfaced inverters connect 
variable amount of renewable energy resources to the grid 
resulting in frequent configuration changes altering the network 
topology; this reality makes the process of coordinating legacy 
relays very challenging and many times unsolvable resulting in 
mis-coordinated schemes. 

To address the above issues, the dynamic state estimation-
based protection (EBP) method (a.k.a. setting-less protection, 
see Fig. 45) has been introduced in [108]. It does not need 
complicated settings and no coordination is required with other 
protection functions. The EBP examines the consistency 
between the measurements and the dynamic model of the 
protection zone. The EBP has been inspired from differential 
protection which simply monitors Kirchoff’s current law of a 
protection zone. EBP extents this concept to monitor all 
physical laws obeyed by the protection zone, and therefore will 
not be affected by external variations such as frequent changes 
of sources, level of fault currents, content of fault currents 
and/or loads. Therefore, it is immune to the characteristics of 
inverter interfaced generation. 

 

Figure 45.  Conceptual Illustration of the Dynamic State Estimation Based 

Protection (EBP). 

In dynamic EBP protection, all existing measurements in 
the protection zone are utilized: currents and voltages at the 
terminals of the protection zone, as well as voltages and 
currents inside the protection zone (as in capacitor protection) 
or speed and torque in case of rotating machinery or other 
internal measurements including thermal measurements. These 
measurements should obey the physical laws for the protection 
zone (for example, physical laws such as KCL, KVL, motion 
laws, thermodynamic laws). This principle means that the 
measurements should satisfy the dynamic model of the 
protection zone as long as the protection zone is free of faults. 
When there is a fault within the protection zone, the 
measurements would not satisfy the dynamic model of the 
protection zone. This distinction is a powerful, secure and 
reliable method to identify internal faults and block any external 
faults. A systematic approach to verify whether the 
measurements satisfy the mathematical model is the dynamic 
state estimation. The resulting method is a dynamic state 
estimation-based protection (EBP). When an internal fault 
occurs, even high impedance faults or faults along a coil, for 
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example, the dynamic state estimation reliably detects the 
abnormality and a trip signal is issued. The method is immune 
to the presence or penetration level of CIGs. This basic 
approach has been presented for specific cases [109]-[114].  

The EBP method requires a high-fidelity mathematical 
model of the protection zone, the measurements and the 
dynamic state estimation algorithm.  

The dynamical model of the protection zone is a set of 

differential and algebraic equations. In general, it will be a 

multi-physics model, for example, for transformer protection, 

the model will be the electro-thermal model of the transformer. 

The proposed method starts with this model and utilizes a 

quadratization procedure which reduces any higher order 

nonlinearities to no more than second order by the introduction 

of additional variables, if necessary (if model is linear or 

quadratic this process is not needed). This transformation does 

not change the model. We refer to this model as the quadratized 

dynamic model of the protection zone (QDM). The form of the 

QDM is given below in matrix format. 

𝑖(𝑡) = 𝑌𝑒𝑞𝑥1𝐱(𝑡) + 𝐷𝑒𝑞𝑥𝑑1
𝑑𝐱(𝑡)

𝑑𝑡
+ 𝐶𝑒𝑞𝑐1   

0 = 𝑌𝑒𝑞𝑥2𝐱(𝑡) + 𝐷𝑒𝑞𝑥𝑑2
𝑑𝐱(𝑡)

𝑑𝑡
+ 𝐶𝑒𝑞𝑐2  (25) 

0 = 𝑌𝑒𝑞𝑥3𝐱(𝑡) + {

⋮
𝐱(𝑡)𝑇〈𝐹𝑒𝑞𝑥𝑥3

𝑖 〉𝐱(𝑡)

⋮
} + 𝐶𝑒𝑞𝑐3   

The first matrix equation expresses the through variables, 
𝑖(𝑡), of the protection zone; note that in a case of an electrical 
system the through variables are simply the currents at the 
terminals of the protection zone, for rotating machines it may 
also include torque, and for electro-thermal models it may 
include heat flow. The variables contained in the array 𝐱(𝑡) 
represent the state of the protection zone; for a purely electrical 
system, the state variables are the voltages at the various nodes 
of the system and the matrix 𝑌𝑒𝑞𝑥1 the resistive admittance 

matrix. The dynamics of inductors, capacitors, rotating mass 
and other such components are represented with the differential 
terms. Note also the states for rotating machines may include 
speed and for electro-thermal models will include temperatures. 
The second matrix equation represents the internal equations of 
the system; in case of an electrical system, these equations 
would be KCL and KVL for internal electrical nodes and/or 
electrical loops of the system. Finally, the third matrix equation 
represents the nonlinear relationships among the states of the 
protection zone. Detailed information can be found in [111] 
through [114]. 

The measurements are expressed as functions of the 

protection zone state, 𝐱(𝑡). These functions may include linear, 

quadratic and/or differential terms:   

𝐳(𝐱) = 𝑌𝑚𝑥𝐱(𝑡) {
⋮

𝐱(𝑡)𝑇〈𝐹𝑚𝑥
𝑖 〉𝐱(𝑡)
⋮

} + 𝐷𝑚𝑥
𝑑𝐱(𝑡)

𝑑𝑡
+ 𝐶𝑚  (26) 

where 𝒛(𝑡) are the measured quantities. These measurements 
may represent any measurable quantity of the system, for 
example voltage, current, speed, temperature. 

Any protection zone model can be casted into the above 
syntax. Models of transformers, lines, capacitor banks, motors, 
generators units have been developed using the QDM syntax. 
This syntax enables a full object orientation in all subsequent 
computations. 

Using the protection zone and measurement model in QDM 
syntax, the dynamic state estimation is performed by an 
algorithm that is identical for any protection zone (i.e., it is 
object-oriented). Three alternate approaches have been 
implemented and tested for the dynamic state estimation 
algorithm: (a) extended Kalman filter, (b) constrained 
optimization method where the constraints are the second and 
third matrix equations in (25), and (c) unconstrained 
optimization method where the above mentioned constraints 
are relaxed and enforced via penalty functions [110]. 

To illustrate the method and exemplify the merits of the 
approach, an example protection system is presented here. The 
example compares the performance of a high-end protective 
relay to the performance of the EBP for a circuit in a microgrid 
that includes many inverters and it is designed as a five-wire 
system (there phases, neutral and ground). The microgrid is 
shown in Fig. 46. The circuit under protection is the circuit 
between buses I and II. The circuit cross section is also given in 
the figure, showing the three phases, the neutral and the ground 
in the form of the conduit. 

 

Figure 46.  Example microgrid and circuit under protection. 

Assuming that two distance relays protect the indicated 
circuit at the two ends of the circuit, we simulate a single-phase 
to ground fault in the middle of the circuit and observe the 
response of the relays. The response is illustrated in Fig. 47. 
Note that, even if the fault is in the middle of the circuit, the 
distance relay “sees” the impedance way outside the relay 
characteristics (red star in Fig, 47). This wrong performance is 
the result of the inverter characteristics and the grounding 
design of the five-wire system. Note that if the model is 
simplified and symmetrical components are used, then the relay 
will see the impedance at zone 2 characteristic (blue star in Fig, 
47). This performance is still wrong since the fault is in the 
middle of the circuit and the relay should have seen the fault 
inside the zone 1 characteristic. 

Now we simulate the operation of the EBP for the same 
circuit and the same fault. The results are shown in Fig. 48. The 
figure illustrates the electric current waveforms (top two 

Phase CPhase N

Phase A Phase B
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traces), the residuals computed by the dynamic state estimation 
(mid traces) and the confidence level (bottom trace, probability 
that the measurements fit the dynamic model). Note once the 
fault occurs the confidence level drops to zero indicating an 
internal fault. Once the fault is detected the EBP relay uses user 
directives to trip the circuit (user defined delays and transfer trip 
if required). Note also in this case, the fault current before and 
after the fault are not very different as the inverters limit the 
fault current. 

 

Figure 47.  Performance of distance relay for a fault in the middle of the 

circuit I-II (see Fig. 46). 

This example illustrates that in the presence of inverters, 
legacy protection may mis-operate (in this case will not trip a 
fault in the middle of the circuit under protection) while the 
estimation-based protection will reliably detect the fault and 
trip the circuit, even if the fault current levels are quite low. 

 

Figure 48.  EBP Results: fault in the middle of circuit I-II (see Fig. 46). 

C. Case study on transient stability 

A three-machine nine-bus equivalent system [115] shown 
in Fig. 49 was used to validate the performance of the converter 
model developed in [116] along with its associated controls in 
a commercial transient stability analysis package. This system 

consists of 9 buses, 3 generators and 3 static loads. Though the 
size of the system is small, it is sufficient to showcase a variety 
of stability concepts. The power flow solution of this network, 
power consumed by the load at buses 5, 6 and 8 and the 
dynamic data is given in [115]. 

The results shown were a part of the work done in [117] and 
the reader can find more details in this reference.  Two different 
positive-sequence converter models were used in the 
simulation.  The first model is the one available in GE PSLF 
[118]. This model is referred to as the boundary current 
representation of the converter.  The second positive-sequence 
converter model is a controlled voltage source converter model 
developed in [116].   

With the loads treated as constant admittances, the load at 
bus 6 was increased by 10MW at t = 5s.  A comparison of the 
performance of the two positive-sequence converter models 
with a point on wave representation of a converter with all 
controls and phase-locked-loop representation using PLECS 
was conducted. 

 

Figure 49.  Three machine nine bus equivalent. 

In the first scenario, only the machine at bus 1 was replaced 
with a converter while the machines at buses 2 and 3 were 
retained as synchronous machines with associated governors 
and static exciter models. Fig. 50 shows the active power output 
of the converter at bus 1.  The PLECS response has been 
compared with both the voltage and boundary current 
representation of the converter in positive-sequence. The inset 
figure shows the response of the models at the instant of 
disturbance. It can be seen that both the proposed controlled 
voltage source representation of the converter model and the 
PLECS response capture the near instantaneous response 
achievable by the converter while the boundary current 
representation is unable to do so. The difference in the peak 
value between the voltage source representation response and 
the PLECS response can be attributed to the fact that the time 
step of simulation is much smaller in PLECS which allows for 
the change in the internally generated converter voltage upon 
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recognition of the disturbance. In the positive-sequence 
simulation however, at the instant of disturbance, the internally 
generated converter voltage is constant while the terminal 
voltage changes. 

Further, the dissimilarity can be attributed to the difference 
between the point on wave modelling in PLECS wherein a 
differential 𝑅 + 𝑠𝐿 model is used in PLECS for the filter 
inductor whereas in the positive sequence phasor model the 
filter is represented by its algebraic fundamental frequency 
resistance and reactance in the Thévenin impedance. 

 

Figure 50.  Comparison of the active power output at bus 1 between PLECS 

and the user defined model in PSLF with synchronous machines at buses 2 

and 3. 

The instantaneous 3 phase voltage and current waveforms 
at the converter terminals are as shown in Figs. 51 and 52 
respectively. These figures show that there is a negligible 
change in the terminal voltage while the converter current rises 
near instantaneously to meet the demand. 

The magnitude of the converter current output from PLECS 
is compared with the positive sequence simulations as shown in 
Fig. 53. It can be seen that the near instantaneous response 
achievable by the converter is captured by voltage source 
representation of the converter. 

The reactive power response is shown in Fig. 54. It can be 
immediately observed from this figure that the voltage source 
representation response is the more acceptable positive-
sequence phasor approximation to the point on wave 
simulation. From the inset of the figure it can be seen that the 
reactive power trajectory of the boundary current simulation is 
evidently inconsistent with the result from the PLECS 
simulation. The trajectory produced by the voltage source 
positive-sequence model, while not reproducing the slight 
oscillatory component of the electromagnetic response, is 
consistent with the PLECS simulation in the direction of its 
initial change. This difference in the response at the instant of 
disturbance justifies the use of the voltage source representation 
as the model of choice for the simulation of large systems. Due 
to the absence of any connection to ground at the terminal bus 
of the converter in the positive-sequence boundary current 
representation, the network solution results in an instantaneous 
large voltage dip at the instant of disturbance. This results in the 
initial change of reactive power in the direction opposite to the 
PLECS simulation. 

 

Figure 51.  Phase voltage waveforms at the converter terminal from PLECS 

 

Figure 52.  Line current waveforms at the converter terminal from PLECS 

 

Figure 53.  Comparison of the current output at bus 1 between PLECS and 

the user defined model in PSLF with synchronous machines at buses 2 and 3. 

 

Figure 54.  Comparison of the reactive power output at bus 1 between 

PLECS and the user defined model in PSLF with synchronous machines at 

buses 2 and 3. 
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It is to be noted that no PLL is represented in the positive 

sequence simulations and the time step used is ¼ cycle of 

60 Hz. The simulations pose no problem since the implicit 

assumption is that the PLL would have acted within this time 

scale.  

In order to examine an all CIG system, the machines at 

buses 2 and 3 were also replaced with both forms of the 

positive-sequence converter model. The same load increase of 

10 MW at bus 6 is simulated.  The active power outputs from 

the converters is shown in Fig. 55.  With the final steady state 

values being almost the same, the behaviour of the models at 

the instant of disturbance becomes the deciding factor. It can be 

seen that in an all CIG system too, the boundary current 

representation response instantaneously moves in a direction 

opposite to what would be expected while the response from 

the voltage source representation is as expected and it conforms 

to the power sharing characterized by the equation given below.  

𝑃𝑖∆(0
+) = (

𝑃𝑠𝑖𝑘

∑ 𝑃𝑠𝑗𝑘
𝑛
𝑗=1

)𝑃𝐿∆(0
+), 𝑖 = 1,2, … , 𝑛  (27) 

𝑃𝑠𝑖k = 𝑉𝑖𝑉𝑘(𝐵𝑖𝑘𝑐𝑜𝑠𝛿𝑖𝑘0 −𝐺𝑖𝑘𝑠𝑖𝑛𝛿𝑖𝑘0)  (28) 

where  

 𝑃𝑖∆(0
+) is the share of load change picked up by source 

at bus i; 

 𝑃𝑠𝑖k is the synchronizing coefficient between buses i and 

k; 

 𝑃𝐿∆ is the load change; 

 𝑉𝑖 is the terminal voltage magnitude at bus i; 

 𝐵𝑖𝑘 − 𝐺𝑖𝑘 is the grid admittance between buses i and k; 

 𝛿𝑖𝑘0 is the initial terminal voltage angle difference. 

 

Figure 55.  Active power output of the converters for an all CIG system with 

increase in active power load. 

The above distribution of the power impact is based on 
electrical distance between the internal voltage source of the 
converter and the disturbance location and the equations above 
provide the instantaneous response of a converter at bus i for an 
impact at bus k. This test demonstrates that the voltage source 
converter model with the appropriate droop characteristics in 

the active and reactive control loops facilitates the response of 
the CIG to respond like a synchronous generator in response to 
power impacts. Large scale simulations of an all CIG case for 
the wind energy conversion systems has been conducted in 
[119] for a number of different disturbances using the 
controlled voltage source positive-sequence model and are not 
repeated here. 

D. Case study: zero and low-inertia approaches of an 

offshore wind power hub 

1) Context 

The wind at sea is a major resource of renewable energy yet 

to be exploited. More steady wind and no intrusion into 

densely populated areas are among the advantages of offshore 

wind farms over their onshore counterparts. While more and 

more wind farms are put in operation at moderate distances to 

shore  (allowing their connection through AC cables), there 

remains a huge potential for wind energy extraction from more 

distant locations in the seas/oceans. 

This opportunity prompted the setting up of a Danish, Dutch 

and German consortium to explore the possibility of 

developing a wind power hub in the North Sea [120]. 

Preliminary studies deal with the feasibility of building 

(initially one, subsequently several) artificial islands to gather 

the power from thousands of offshore wind turbines with a 

total capacity approaching 36 GW [121]. The length of the 

submarine cables makes HVDC transmission the only choice. 

The second purpose of such an offshore wind power hub 

(OWPH) is to allow for power exchanges between the onshore 

AC grids to which the islands would be connected (hence the 

term “hub”). These connections would make up an overlay DC 

grid connecting the (possibly asynchronous) AC networks 

The modelling, dynamics, control and stability of an OWPH 

is a topic of the multiDC research project, devoted to 

“Advanced control and optimization methods for AC and 

HVDC grids” (please refer to www.multi-dc.eu). Sample 

results from that project are presented here. 

2) Topology and converter types 

A generic OWPH structure is outlined in Figs. 56 and 57. 

Several artificial islands are considered in order to 

accommodate the large number of wind turbines, while 

keeping a reasonable distance between the wind turbines and 

the collecting islands.  

A first option is the multi-terminal HVDC grid sketched in 

Fig. 56 [122, 123]. One well-known issue is to deal with faults 

affecting the DC grid. Shutting down all the AC/DC 

converters, i.e. de-energizing the whole HVDC grid, cannot be 

envisaged. An alternative would be to operate it in 

disconnected sub-grids [123] and shut down only the faulted 

one, but this would restrict the hub functionality. Instead, DC 

circuit breakers could be used to selectively isolate the faulted 

cable, but relatively few experience has been gained. For the 

above reasons, the multiple point-to-point HVDC link 

http://www.multi-dc.eu/
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structure of Fig. 57 has been preferred in multiDC, in which 

AC cables connect the islands and allow power transfers 

between onshore grids. A faulted DC cable is isolated by 

shutting down the corresponding HVDC link. 

 

Figure 56.  OWPH: the multi-terminal HVDC grid option. Each island could 
be connected to the HVDC grid through several AC/DC converters (only one 

per island is shown for clarity). 

 

Figure 57.  OWPH: the multiple point-to-point HVDC link option. Each 

island could be connected to onshore grids through several HVDC links 

(only one per island is shown for clarity). 

As the AC islands host wind generators only, VSCs must be 

used in the HVDC links. The modular multilevel converter 

(MMC) technology is likely to dominate, for its lower 

switching losses. With initially no synchronous generator 

connected to the islands, two approaches are considered, 

referred to as zero- and low-inertia, respectively. 

3) Zero-inertia approach 

Zero-inertia obviously refers to the absence of any rotating 

machine. The offshore VSCs must operate in grid-forming 

mode. As explained in section V, grid-forming converter-

based generators are contemplated as substitutes to the 

synchronous machines of retired power plants [89]. A variant 

of grid-forming converters is already used in offshore wind 

parks connected through an HVDC link; the offshore VSC 

imposes the magnitude, frequency and phase angle of its 

terminal voltage. In the OWPH case, however, several high-

capacity grid-forming VSCs are connected to the same 

offshore AC grid. There is thus a need to synchronize them and 

coordinate their controls. In particular, in the absence of energy 

storage on the islands, any active power imbalance is quickly 

corrected by adjusting the power flows in the VSCs, according 

to the well-known frequency-power droop characteristic. To 

this purpose, each VSC dynamically adjusts the frequency of 

its modulated AC voltage in response to the difference between 

its active power and the reference given by the droop 

characteristic, as shown in scheme B in section V.C (see Figs. 

27 and 29). The VSCs easily synchronize with each other, 

which results in a steady-state frequency very close to its 

nominal value. 

Each grid-forming VSC behaves as an ideal AC voltage 

source behind an impedance (in the MMC case, the series 

impedance of the connection transformer). Therefore, after a 

large disturbance such as the outage of a wind farm or a DC 

link, one, several or even all VSCs might switch under current 

limit [102]. Further investigations are needed to study the 

impact of such limitations on the offshore grid voltage and 

frequency, as well as the process by which the VSCs would 

regain normal (non-limited) operation. The oversizing of some 

VSCs, to avoid the occurrence of such current limitations, 

would obviously come at a cost. 

4) Low-inertia approach 

In the low-inertia approach, the AC islands host synchronous 

condensers (SCs), as sketched in Fig. 58. Their purpose is 

twofold: (i) provide a local energy storage, in the form of 

kinetic energy in the rotating masses; (ii) provide a voltage 

reference. 

 

Figure 58.  OWPH: low-inertia approach with synchronous condensers 

(redundant and distributed over the islands). 

In this approach, the frequency in the islands is set by the 

SC rotor speeds. Their kinetic energy storage allows 

smoothing the impact of offshore disturbances on onshore 

grids, a feature not readily available in the zero-inertia 

approach. To illustrate this, consider a sudden drop of the 

power produced by wind turbines. In the first instants, the 

missing power is drawn from the kinetic energy of SC rotors, 

which decelerate. The corresponding frequency decrease is 

sensed by the VSCs, which in turn decrease their power export 

to the onshore grids, thereby restoring the balance between 

wind generator and VSC powers, and stopping the fall of the 

SC speed. Thus, the SCs act as energy buffers and attenuate 

offshore disturbances. The drawback of this approach is the 
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footprint of the additional machines on artificial islands where 

space can be very limited. 

The SCs, equipped with automatic voltage regulators, not only 

control the grid voltages but also provide a reference with 

which the VSCs synchronize. Indeed, in this approach, each 

VSC can operate in grid-following mode (see section V), 

tracking the grid voltage phasor with a PLL and adjusting the 

phasor of its injected current in accordance with the desired 

active and reactive powers. 

Following a large disturbance, the grid-following VSCs 

react as current sources and are less likely to switch under 

current limit, compared to grid-forming VSCs. In addition, the 

SCs can tolerate a higher and longer overcurrent than the 

IGBT-based VSCs. Through an outer control loop each VSC 

imposes an active power-frequency droop. The frequency 

deviation left by this control is slowly corrected by a “hub 

coordinator” with integral action on the frequency error. It can 

also redistribute the power changes on the various VSCs. 

There is a clear analogy with standard primary and secondary 

frequency controls, performed by speed governors and 

automatic generation control, respectively, although the 

OWPH dynamics are much faster. 

 

Figure 59.  OWPH: single-line diagram of the AC grid of one island 

Finally, through another outer control loop, each VSC 

imposes a reactive power-voltage droop, contributing to 

voltage control and relieving the SCs. 

5) Simulation results 

Sample simulation results from the multiDC project are 

presented hereafter, limited to the low-inertia approach. 

The test system includes three islands, as shown in Fig. 58, 

interconnected through 400-kV cables. The single-line 

diagram of one island is shown in Fig. 59. The 400-kV “local 

hub” collects the power of five wind farms through 66-kV 

cables. Each farm has a capacity of 600 MW and operates in 

maximum power tracking mode with unity power factor. It is 

represented by a single aggregate equivalent. Two  525-kV 

HVDC links are connected to the hub through grid-following 

VSCs with a capacity of 2000 MW each. A SC of 370 MVA 

nominal apparent power is also connected to the local hub. 

The results shown hereafter have been obtained with phasor-

mode (or RMS) simulation using the RAMSES software, 

[124]. This calls for a caveat, in line with the previous sections 

of this paper. The objective is to adjust the outer control loops 

(see Section V.A) of the HVDC-link VSCs so as to obtain 

acceptable damping, settling time and power disturbance 

attenuation. The focus is on the “slow” dynamics of: 

• the synchronous condensers and their excitation systems 

• the active and reactive power outer control loops of the 

HVDC-link VSCs, including their PLLs 

• the same for the wind farm equivalents. 

The “fast” dynamics of e.g. the cable network, the inner control 

loops of the wind farms and the HVDC-link VSCs are 

neglected, i.e. replaced by the corresponding equilibrium 

equations. To be valid, this simplification requires: (i) the time 

scales of the fast and slow dynamics to be enough separated, 

and (ii) the fast dynamics to be stable. The response times 

chosen for the HVDC-link VSCs are long enough, and the 

dynamics of wind farms and SCs are slow enough to make 

assumption (i) acceptable (this could not apply to the fast grid-

forming VSCs of the zero-inertia approach). On the other hand, 

assumption (ii) must be validated on a detailed EMT model of 

the whole system, for instance to check that no fast mode 

associated with the cable network is destabilized. Ideally, 

properly tuned controllers should damp the fast dynamics in 

such a way that the phasor-mode approximation yields an 

accurate response of the system over several seconds after a 

disturbance [125]. 

The simulations presented next deal with the outage, at t= 

1 s, of one of the six HVDC links, initially exporting 1461 MW 

from island 1. Fig. 60 shows the evolution of the SC rotor 

speeds. As expected, the HVDC link outage causes a power 

surplus and, hence, an increase of speed, i.e. of frequency. The 

hub coordinator brings frequency back to its nominal value in 

one minute. The overall evolution is not much different from 

that of a conventional power system, except that the initial rate 

of change and the maximum deviation of frequency (1.9 Hz) 

are large. This is due to the low inertia of the SCs. It is not an 

issue in so far as no load is served by the offshore grid. On the 

other hand, as mentioned in previous sections, the fast rate of 

change may limit the validity of some models. It may also 

require to adjust the wind farm protections. The deviation 

could be made smaller by a faster control of the VSCs. 

However, by so doing, the kinetic energy storage would be less 

exploited and the effects of the outage would propagate faster 

in onshore grids. 

This latter aspect is illustrated by Fig. 61 showing the 

active power received by the onshore terminal of the other 

HVDC link connected to island 1. To counteract the offshore 

power surplus, more power is injected into the onshore grids. 
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In this example, the hub coordinator shares the total change 

equally among the five links that remain in operation. The 

curves refer to different values of the inertia constant 𝐻 of the 

SCs (using flywheels for instance). It can be seen that the 

higher 𝐻, i.e. the higher the kinetic energy storage, the 

smoother the impact of the disturbance. 

The voltages of the three local hubs are shown in Fig. 62. 

The disturbance causes significant but acceptable spikes, after 

which the voltages are very well controlled. Fig. 63 shows 

similar spikes in the reactive powers of the three SCs, after 

which they almost recover to their pre-disturbance values. 

Indeed, through their reactive power-voltage droop control, the 

VSCs participate very actively and the excitation systems of 

the SCs are little solicited. 

 

Figure 60.  HVDC link outage: SC rotor speeds. 

 

Figure 61.  HVDC link outage: power received onshore. 

As previously mentioned, the phasor-mode simulation is 
aimed at rendering the system response over a time interval 
ranging from a few seconds (see Figs. 61-63) to one minute (see 
Fig. 60). On the other hand, the spikes observed in Figs. 61 and 
62 should be assessed with EMT simulation since they take 
place significantly faster than the dynamics usually considered 
in phasor-mode simulation. 

 

Figure 62.  HVDC link outage: voltages at local hubs  

 

Figure 63.  HVDC link outage: reactive powers of SCs  

Ongoing comparisons with EMT simulation indicate that 
the phasor approximation is suitable to reproduce the variations 
of the active power received by the onshore grids, in response 
to a rapid rescheduling of the power flowing through the hub or 
the outage of, respectively, an HVDC link, an offshore AC 
cable, a whole wind park, or an SC. This is of practical interest 
for the dynamic security assessment performed by operators of 
the onshore transmission grids. Indeed, it can hardly be 
envisaged to simulate an EMT model of the whole system, 
including the connected onshore grids. For the above-
mentioned contingencies, the simulation of that EMT model 
could be avoided. It would remain indispensable for the 
simulation of faults in the offshore grid (as it is most likely for 
faults in the onshore grids near the HVDC link terminals). 

The phasor models can also serve a reference for 
transmission system operators to specify the expected 
performance (e.g. settling times) of power electronic converters 
in their grid codes. 

VII. CONCLUSIONS 

Within the context of power grids where a large share of 
power generation is provided by CIG, the paper has discussed 
the fundamentals of power systems modelling. 
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Real-life events discussed in the paper have shown how the 
usual quasi-sinusoidal (quasi-steady) state of the system may 
not be necessarily a settled working hypothesis. This has 
several implications ranging from the simple adoption of 
phasors to model the physical quantities of the power grid, 
towards the definition of control functions of CIG and 
protection schemes. In this respect, the paper has first 
contextualised the problem of reduced inertia of modern power 
systems. Then, it has analysed the consequences on 
voltage/current waveforms exhibiting broad band signals 
characteristics and discussed the interaction between CIG and 
synchronous machine’s controls. A specific discussion has been 
provided regarding the behaviour of legacy protection systems 
and the potential upgrade these systems may need. A large part 
of the manuscript has been devoted to the discussion of the 
converters’ control as they do represent the main leverage 
element to be updated in order to guarantee a reliable and stable 
system dynamics. Clear definitions of grid-following and grid-
forming power-electronics-based units have been provided 
along with a comprehensive classification of these two families 
of converters’ controls. 

By relying on open-source simulation models, realistic 
application examples have been finally illustrated regarding the 
phasor analysis of power systems experiencing large 
contingencies as well as the behaviour of different protection 
and control systems of power grids experiencing high 
penetration of CIG. 

Modelers of power systems dynamics should pay attention 
when applying (or not) a phasor approximation to study 
systems characterised by high penetration of CIGs during large 
disturbances. A benchmark with a corresponding detailed time-
domain model may be necessary to compute the detailed 
behaviour of the CIG and their controls for the purpose of 
validating the assumptions on both signals and control models. 
Furthermore, studies are necessary in order to provide modelers 
with guidelines regarding the use of the phasor approximation 
vs other types of representation like analytical signals or 
detailed time-domain models. Finally, it is recommended that 
power systems operators pay attention when writing grid codes 
related to systems’ controls in the presence of high shares of 
CIG. 
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