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Summary. Fe lines are analysed in the spectra of the two extreme
metal-poor stars HD 19445 and HD 140283 on the basis of new
observational material. It is shown that the use of accurate
equivalent widths and very accurate oscillator strengths improves
significantly the quality of the analysis. In particular, these stars
are found to be more metal-deficient than precedingly thought.
This result may imply a significant revision of the adopted
abundance scale. It is shown that differential analyses of such stars
relative to the Sun are subject to important systematic errors due
to the very large difference between the stellar and solar equivalent
widths. Finally, the temperature criteria are analysed and it is
argued that the criteria linked to deep atmospheric layers, such as
the B—V colour or the hydrogen line wings, should not be used to
select a model representing satisfactorily the line-forming layers.
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1. Introduction

HD 19445 and HD 140283 are two of the best known extremely
metal-poor dwarfs. They have been analysed several times by
means of high dispersion spectroscopy. The first of these analyses
was published as early as 1951 and the last we are aware of
appeared in 1979 (see Table 1). Much progress has been done
during that period, but even the last analyses are in many ways
unsatisfactory, due mainly to the lack of reliable atomic data —
mostly oscillator strengths — combined with the extreme weakness
of the spectral lines which makes differential analyses relative to
the Sun quite uncertain. In fact, it is easily seen that the main
advantage of such differential analyses, i.e. the use of the solar
spectrum to derive oscillator strengths, is lost because of the fact
that all lines of useful strength in the stars are strongly sensitive to
damping in the Sun.

On the other hand, the rather poor quality of the available
spectral data prevents to make full use of any method, either
absolute or differential, and can even mask the drawbacks of those
methods. The main aim of this paper is to show how the quality of
such spectroscopic analyses can be improved by the use of very
accurate oscillator strengths and good spectral data.

* Based on observations carried out at the Haute Provence
Observatory, France

** Aspirant du Fonds National Belge de la Recherche
Scientifique

Table 1. Previous [Fe/H] determinations

Star [Fe/H] Source

HD 19445 —0.77 Chamberlain and Aller (1951)
—1.75 Aller and Greenstein (1960)
—1.75 Wallerstein (1962)
—2.07 Cohen and Strom (1968)
—1.18 Grabowski (1976)
—1.82 Peterson (1978)
—-19 Spite and Spite (1978)

HD 140283 —1.04 Chamberlain and Aller (1951)
—2.438 Baschek (1959)
—2.03 Aller and Greenstein (1960)
—2.00 Wallerstein (1962)
—235 Cohen and Strom (1968)
—1.38 Grabowski (1976)
—2.36 Peterson (1976)
—24 Spite and Spite (1978)
—2.60 Peterson and Carney (1979)

II. Observations and reductions

The spectrogrammes were obtained by C. Arpigny at the coudé
focus of the 1.52m telescope at the Haute-Provence Observatory
(OHP), France. They were taken on baked ITa-O plates, with a
reciprocal dispersion of 12.4 A mm ~! and a width around 0.5 mm.
Nine good spectra were obtained for HD 19445 and ten for
HD 140283. Two calibration plates were generally available for
each spectrogramme.

These spectrogrammes were recorded from 4000 A to 4900 A
with the Grant microphotometer at the Institut d’Astrophysique
de Liége. A calibration curve was recorded every 100 A on each
calibration plate. The wavelength and intensity reductions were
carried out with the HP 2100 computer at Liége. The different
spectra of the same star were finally co-added, giving a formal
signal-to-noise ratio of 100-200, with a resolution of approxi-
mately 0.25A. The equivalent widths were measured by plani-
meter and by least squares fitting of gaussian profiles, the latter
method allowing to take into account the effect of instrumental
blends. The final equivalent widths are means of the two
measurements.

Each step was carried out with the greatest care in order to
eliminate as far as possible any systematic or accidental error. As
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Fig. 1. Spectrum of HD 19445 in the region of H,. This spectrum is actually the weighted sum of nine photographic spectra

an example of the quality of the spectra obtained in the way
outlined above, we show in Fig. 1 a typical portion of the spectrum
of HD 19445.

III. Use of accurate oscillator strengths

We analysed the Fe1lines with excitation potential up to 2.6 eV by
using the very accurate oscillator strengths of the Oxford group
(Blackwell et al., 1979a, b, 1980a, 1982) which were shown to yield
very good results in solar analysis (Simmons and Blackwell, 1982,
and references therein).

However, Simmons and Blackwell found a discrepancy be-
tween the Fe abundance deduced from a group of lines with
excitation potentials around 2.2 eV and all the other groups (with
excitation potentials around 0.0, 0.9, 2.3, and 2.5eV). In fact, the
solar abundance deduced from the 2.2¢V lines is systematically
0.077 dex lower than the abundance deduced from the other lines.
(A logarithmic abundance scale is used throughout, with
logNy=12.)

In our stellar analysis, we found a very similar discrepancy,
which amounts to 0.073 +0.029 in HD 19445 and 0.086 +0.036 in
HD 140283. The very good agreement of the solar and stellar
values might suggest that this discrepancy comes from the atomic
data. However, Blackwell (1983, private communication) has
checked carefully the oscillator strengths of the lines in question (at
least those used in the solar analysis) and concludes that the errors
in the published oscillator strengths are of the order of one per cent
only. So, there is a genuine abundance anomaly for the 2.2 eV Fe1
lines in the solar spectrum at least, and probably in HD 19445 and
HD 140283 as well.

As asuggestion for a possible interpretation of the discrepancy,
we note that, while the lower and upper levels of the other Fe1lines
used in the analyses ionize in low-lying levels of Fe11 (a®D and a*F),
the lower and upper levels of the 2.2eV lines ionize in rather
excited levels (resp. a*P and a*D). Moreover, the lower and upper
levels of all the 2.2 eV lines analysed so far ionize in different Fen
levels. So, any departure from LTE in Fenm might induce an
anomaly in the strength of these lines, which would not occur if
their lower and upper levels ionized in the same Fem level (as
happens for all the other lines used in the stellar analysis and many
of them in the solar case).

In view of the discussion above, we have applied the following
correction to the oscillator strengths of the 2.2eV lines:

2.2eV 22eV
log(af) .4 ~log@) —0.077 )

ed measured

This correction does not mean that the 2.2eV oscillator
strengths are wrong, but is equivalent to group the lines according
to their excitation potentials and to analyse each group relative to
the Sun. In such a differential analysis, the discrepancy of the
2.2¢eV lines, being the same in the Sun and stars, would disappear.

IV. Test of stellar data

a) The very accurate oscillator strengths of the Oxford group can
be used to test the internal consistency of the stellar data. Since
these gf values are much more accurate than the stellar equivalent
widths, the latter are mostly responsible for the dispersion of the
abundances computed from different Fe1 lines. In Fig. 2, we show
the abundances deduced from a set of Fe1 lines as a function of
microturbulence, for HD 140283. It is seen that the dispersion is
lower when our data are used. The same test may be carried with
more recent sets of equivalent widths. HD 19445 has been analysed
by Peterson (1978) and there are 13 Fer lines with Oxford gf
values in common with our data. So, the comparison is completely
straightforward. With the model selected in Sect. VI and a
microturbulence of 1.5kms ™!, the dispersion of the abundances
amounts to 0.05 dex with our equivalent widths and 0.25 dex with
Peterson’s. The comparison is displayed in Fig. 3, where the
abundances computed from the individual lines are plotted versus
the line equivalent widths taken from Peterson (1978) and from
Table 2. Changing the microturbulence does not significantly alter
the comparison. Since for any reasonable choice of micro-
turbulence and stellar model, the dispersion of the results is much
lower when our data are used, we may safely conclude that they are
of higher quality. The same conclusion would be reached by
simply comparing the published dispersions. Our values are
between 0.05 and 0.06 dex, while Peterson’s are generally in the
range 0.15-0.30 dex (see Peterson, 1978, 1980, 1981).

b) For HD 140283, we have at our disposal three higher
dispersion photographic spectra, obtained in 1970 at Mount
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Fig. 2. Variation of line abundance with microturbulence for
HD 140283, computed with the 0.93/3.5/—3.0 model. Equivalent
widths are from Baschek (1959, upper part), Aller and Greenstein
(1960, middle) and this paper (lower part). The different sets are
vertically displaced by an arbitrary amount
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Fig. 3. The abundances deduced from Fe1lines plotted versus line
equivalent widths for HD 19445, Equivalent widths are from
Peterson (1978, part a) and this paper (part b)

Wilson Observatory by C. Arpigny. Their reciprocal dispersion is
44 Amm™1, corresponding to a resolution around 0.1 A. These
spectra have been reduced in the way outlined above and
co-added. In Fig. 4 we compare the equivalent widths measured
on these spectra with those from the OHP spectra. No important
systematic trend can be detected between the two sets of data. The
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Fig. 4. Comparison of equivalent widths from Haute-Provence
(OHP) spectra with those from Mount Wilson (MW) spectra for
HD 140283. Equivalent widths are in mA. Only lines with
W, <100mA are plotted

r.m.s. dispersion between these two sets amounts to 6.7mA. The
analysis of Fe1lines as outlined above indicates that the quality of
the OHP equivalent widths is roughly twice better than the quality
of Mount Wilson data. (The lower quality of the Mount Wilson
equivalent widths might be expected since the number of spectra is
smaller and since these spectra are slightly underexposed.) So, the
6.7mA dispersion between the two sets implies a 6mA dispersion
in Mount Wilson equivalent widths and a 3mA dispersion in
OHP data. The latter is compatible with the 0.05 dex dispersion in
computed abundances and with a signal-to-noise ratio better than
100.

¢) In summary, our data seem to be free of important
systematic errors and are of higher accuracy than previously
published data for the stars in question. The last conclusion may
seem surprising to the reader since we use photographic plates
and since their dispersion is, for example, five times worse than
Peterson’s Echelle spectra. However, the dispersion does not tell
anything about the quality of the data. What matters is: (1) the
resolution (2) the signal-to-noise ratio.

Although the dispersion of Peterson’s spectra is much larger
than ours, the resolution is about the same [0.17 A in Peterson
(1978) to 0.28 A in Peterson (1980)]. So, the higher quality of our
data is mainly due to the higher signal-to-noise ratio, coming from
the co-addition of nine or ten good spectra. We should also point
out that the large spectral range and the absence of vignetting in
the coudé photographic spectra make it much easier to draw the
continuum and may contribute significantly to the quality of our
data.

V. Method of analysis

The lines used in the analysis are shown in Table 2. They have
equivalent widths W, between 10 and 100 mA. Weaker lines were
discarded as having less accurate equivalent widths and stronger
ones were rejected to avoid uncertainties due to the poor
knowledge of the damping constants. All these lines have oscillator
strengths measured by Blackwell and his collaborators, therefore,
their excitation potentials lie between 0 and 2.6 eV. The damping
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Table 2. Weak Fe1 lines

HD 19445 HD 140283
4 x W, [FeH] W, [Fe/H], [Fe/H],
400525  1.56 86 —2.70 —3.03
4147.67 148 39 —2.30 26 —2.56 —3.00
418705 245 71 —-2.30 49 —2.76 —3.06
418781 242 N —-233 51 —-2.75 —3.04
421619 000 42 —247 38 —2.63 —3.07
422222 245 46 —240 29 —2.77 -3.07
423361 248 62 —245 47 —2.74 —3.03
4250.13  2.47 56 —2.79 —3.07
437594 000 61 —242 52 —2.68 -3.13
441513  1.61 88 —2.69 —3.03
442732 005 62 —2.33 51 —2.64 —3.09
443062 222 20 —-2.39 13 —2.67 —298
444235 220 41 —-236 23 —2.80 —-3.12
444773 222 39 —2.29 24 —2.67 —2.98
446166 009 53 —233 45 —2.57 —3.00
4489.75 012 18 —231 12 —2.60 -3.02
449457 220 33 —243 27 —2.83 —3.15
452863 218 65 —2.36 46 —2.76 —3.09
460295 148 31 —2.39 19 =275 —-3.10

Note: For HD 140283, index 1 corresponds to the model with 6, =0.88, while

index 2 corresponds to 0.=0.93

constants are computed by the “classical” Unsold formula (Gray,
1976), with an enhancement factor depending on the excitation
potential of the line, as determined by Simmons and Blackwell
(1982) from a fit of solar lines. These enhancement factors range
from 1 to 6 in Cq (1 to 2 in yg+C24).

The models used in the analysis are interpolated in a grid of
line-blanketed LTE models computed by Gustafsson (1982,
private communication) with the same computer programme as
the BEGN models (Gustafsson et al., 1975; Bell et al., 1976). Given
a stellar model and the atomic parameters of the line, the
abundance is computed in LTE by a programme (“ABOND?”)
written by M. Spite at Meudon.

a) Choice of a starting model

The temperature is by far the most critical parameter of the model
used in the analysis. We deduced a starting T, value from the
R—1 colour index of Johnson’s (1966) system. The adopted
temperature calibration is that of Peterson and Carney (1979),
which is close to Johnson’s (1966) one. The R — I observations and
the corresponding effective temperatures are collected in Table 3.

The starting metal abundance and surface gravity are much
less critical and, so, were chosen after a quick look at the weakest
Fe1 lines and at the Fe ionization equilibrium.

b) Determination of microturbulence and Fe abundance

For each model, the microturbulence is determined in order to
suppress the correlation between the deduced abundance and the
equivalent widths of the lines. For each line, the abundance is
computed for different microturbulent velocities v, increasing in
steps of 0.5km s~ L. For each value of v,, a straight line is fitted by

Table 3. Effective temperature from R—1 colours

Star R—I O Source
HD 19445 0.33 0.867  Johnson et al. (1968)
0.35 0.887  Carney and Aaronson (1979)
HD 140283 0.31 0.848  Johnson et al. (1968)
0.35 0.887  Carney and Aaronson (1979)
0.36 0.897  Carney (1980)

least squares in the (W, logA4) plane:
logA~a(v)W,+b(v,) . @

The microturbulence is then interpolated so that a(v,)=0. The
formal r.m.s. uncertainty on a(v,) gives the corresponding un-
certainty on the microturbulence, which ranges generally between
0.1 and 0.2km s~ 1. Of course, this uncertainty is only internal and
does not include any systematic errors, such as those coming from
a wrong placement of the continuum. Note that the deduced
microturbulence depends only slightly on the chosen damping
constants since the stronger lines were selected in order to make a
compromise between sensitivity to microturbulence and insensit-
ivity to damping.

We stress that the success of this procedure relies heavily on the
quality of the data, mainly oscillator strengths and equivalent
widths. For example, the use of previous sets of equivalent widths
showed a very poor correlation between abundance and equiva-
lent width for any reasonable choice of the microturbulence (see,
e.g., Fig.2), so that the latter could not be determined with
acceptable accuracy.
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Once the microturbulence is determined by the method
described above, the Fe abundance is obtained as a straight mean
of the individual line abundances, at the appropriate v,. The
adopted solar Fe abundance is that deduced by Simmons and
Blackwell (1982), corrected for the 2.2eV discrepancy, ie.
log Ag(©)="17.65. Since this value is obtained by a method very
similar to the present one, with the same set of oscillator strengths,
the stellar abundance relative to the sun is simply:

[Fe/H] =log Ar.(*) —log Ar(O). 3)

¢) Determination of effective temperature

The effective temperature of the star can be determined by
requiring the excitation equilibrium to be satisfied: lines of
different excitation potentials should give the same abundance.
While the accuracy of this procedure relies on the quality of the
oscillator strengths and equivalent widths, its reliability is based
on the following arguments.

(1) The excitation equilibrium is satisfied in the Sun when the
Holweger-Miiller (1974, hereafter HM) model is adopted (Sim-
mons and Blackwell, 1982). In other words, if the solar effective
temperature was determined via the excitation equilibrium, the
right value would be found, as long as the oscillator strengths of
the 2.2¢eV lines are corrected according to Eq. (1) (see, however,
Rutten and Kostik, 1982).

(2) Gustafsson’s solar model is fairly close to the HM model in
the line-forming region.

(3) If we accept the Fe abundance given by an LTE analysis,
we should equally accept the LTE excitation equilibrium, other-
wise there is some inconsistency in our procedure.

(4) Strictly speaking, if the excitation equilibrium is not
satisfied, the quantity [Fe/H] computed from LTE is not defined
since it depends on the excitation potential of the lines used in the
analysis.

d) Determination of surface gravity

The standard spectroscopic method for determining the surface
gravity of late-type stars is to use ionization equilibria: the ionized
lines being much more sensitive to surface gravity than the neutral
ones, the gravity is determined by requiring the equality of the
abundances deduced from the two stages of ionization.

Unfortunately, the Fen oscillator strengths are not known
with an accuracy comparable to the Fe1ones. Here we use the new
arc measurements of Moity (1983), which show good agreement
with the solar oscillator strengths of Blackwell et al. (1980b) and,
therefore, should be free of important systematic errors. The
damping constants used for the Fen lines are the unmodified
Unsold values. This choice is not critical since all the Fen lines
used in the analysis are rather weak.

In view of the uncertainties present in the determination of
surface gravity from the ionization equilibrium, and to check the
consistency of the analysis, we also determined the surface gravity
by a second method. This method uses the pressure sensitivity of
the strong lines situated on the damping part of the curve of
growth. We selected a set of five rather strong Fel lines with
oscillator strengths measured at Oxford. All these lines come from
levels of excitation potential around 1.5eV and, therefore, should
have nearly the same damping constants. By fitting the profiles
computed from the HM solar model — with the appropriate Fer
abundance deduced from the weak lines — to the observed profiles
at the centre of the disk (Delbouille et al., 1973), we deduced an

Table 4. Fen and strong Fe1 lines

A X W,(19445) W,(140283)
Fen

4178.86 2.58 25 16
4233.17 2.58 49 44
4416.83 2.78 24 13
4508.29 2.85 17 14
4515.34 2.84 22 8
4520.23 2.81 16 12
4555.89 2.83 14 10
4583.84 2.81 36
Fe1

4045.82 1.48 257 174
4071.75 1.61 155 117
4271.77 1.48 150 105
4383.56 148 222 133
4404.76 1.56 171 115

enhancement factor of about 1.5 over the Unsold Cg value, in good
agreement with Simmons and Blackwell (1982). In view of the
uncertainties of the procedure (due to uncertainties in the place-
ment of the continuum, weak lines blending the strong line
wings, ...), we adopt a rather large error bar and choose as the
enhancement factor a(C¢)=1.5+0.5.

Once the oscillator strengths and damping constants are
known, the surface gravity is determined in order that the
abundance deduced from the strong Fe1 lines agree with the
abundance deduced from the weak ones. The main uncertainty of
this procedure comes from the poor knowledge of the damping
constants. However, it has many advantages over the ionization
equilibrium method- most of them coming from the fact that lines
of the same ionization stage are compared, so that:

— the deduced gravity is independent of the (sometimes rather
uncertain) absolute scale of the oscillator strengths;

— it is much less model dependent (e.g., it depends less on the
adopted effective temperature);

— it is not directly affected by departures from LTE in the
ionization equilibrium. '

Furthermore, the fact that these lines are gravity sensitive
through the total gas pressure, and not through the electron
pressure, is sometimes advantageous.

The Feu lines and strong Fer lines used in this analysis are
shown in Table 4. Since most of the Fe 11 lines are rather weak, they
are not very sensitive to microturbulence, so that the uncertainty
on the deduced abundance comes primarily from the uncertainties
in oscillator strengths and equivalent widths. For such weak lines,
the relative uncertainty on the equivalent width is proportional to
W' (ie. the absolute uncertainty is constant). Therefore, the
uncertainty of a single abundance determination is roughly
proportional to W,” ! and the Fe 1 abundance is computed as the
mean of the individual values, weighted by the equivalent width of
each line.

On the other hand, for the strong Fe1 lines, the equivalent
width uncertainties come mainly from small blends and should be
independent of W,. Since the sensitivity of the deduced abundance
to the gravity is roughly proportional to W2, the error on an
individual logg determination goes as W/, Consequently, the
gravity should be best determined if the abundance deduced from
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the strong lines is a mean of the individual values, weighted by
mllz.

VI. Analysis of HD 19445

From the R—1I observations collected in Table 3, we chose
0.:=0.87 as a starting value. For each of the lines gathered in
Tables 2 and 4, we computed the abundance with the two
following models (notation: 6 /logg/[Fe/H]):

(1) 0.87/4.0/—2.3

(2) 0.87/4.5/—2.3
and for three values of the microturbulence: v,=1.0, 1.5, and
2.0kms™!. The microturbulence, Fe abundance and excitation
equilibrium obtained with these two models are shown in Table 5.
00, is found from the linear least squares fit:

logA~c—060,,.x- )

x being the excitation potential of the lower level and §=25040/T.

The errors quoted in Table 5 are the r.m.s. uncertainties on the
slope for v, and 60,,., and the standard deviation of the mean for
[Fe/H].

The abundances deduced from the Fem and strong Fe1 lines
are shown in Table 6. They were computed for each model at the
appropriate value of the microturbulence, as determined from the
weak Fe1lines. Here again, the quoted uncertainty is the standard
deviation of the mean. In Fig. 5 are plotted the abundances
computed from the three groups of lines, as a function of the model
surface gravity. The error bars take into account:

(a) the standard deviation of the mean,

(b) the error coming from the uncertainty on the
microturbulence,

(c) the uncertainty on the damping constant for the strong
lines.

It is seen that:

(1) despite the rather large uncertainty on the damping
constant, the strong Fe1lines are at least as good as the ionization
equilibrium for determining the surface gravity;

(2) the three criteria define an intersection area around
logg=4.25 and [Fe/H]= —2.35.

With these model parameters, the excitation equilibrium is
very well satisfied (Fig. 6a): §6,,.= —0.002+0.014. Within the
error bars, the excitation equilibrium gives the same effective
temperature as the R—I colour: the discrepancy found by
Peterson (1978) between these two temperature criteria has been

Table 5. Analysis of weak Fel lines in HD 19445

logg [Fe/H] 00exc
40 1.7240.14 —2.385+0.014 —0.012+0.014
45 1.4040.19 —2.343+0.014 +0.009+0.014

Table 6. Abundances from Fe it and strong Fe1 lines in HD 19445

logg [Fe/H] (strong Fe1) [Fe/H] (Fen)
40 —2.196+0.041 —2.43040.065
4.5 —2.421+0.033 —2.21140.064

[Fe|H]

-2.2

log g

Fig. 5. Determination of surface gravity for HD 19445, with
0o =0.87

-2.2|- a

[Fe|H]
24l . g

261

| | 1
0 1

X(eV)

Fig. 6a—c. Excitation equilibria for “absolute” analyses.
a HD 19445, 0., =0.87b HD 140283, 0, =0.88 ¢ HD 140283, 6.+
=0.93

completely removed by the use of accurate equivalent widths and
oscillator strengths. Note finally that the uncertainty on T,
coming from the least squares fit of the log A (%.,.) points amounts
to £90K, which is of the same order of magnitude as the T,
uncertainties of other methods, such as R —1 or ¥V —K colours or
hydrogen line profiles. A more detailed discussion of these effective
temperature criteria will be given below.

The following parameters are finally obtained for HD 19445:

:I;ff ~5780K
logg~4.25
[Fe/H]~ —2.36

v,~1.5kms™!.

VII. Analysis of HD 140283

As can be seen from Table 3, the situation is somewhat more
confused for this star. Not only the R—1I colours show a large
scatter, but the same is true for other colour indices such as U — B
or V—R, and there is also some discrepancy between different
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Table 7. Analysis of weak FeI lines in HD 140283

logg o, [Fe/H] 0exe
3.0 1.66 +0.07 —3.0784+0.012 —0.005+0.012
35 1.5140.08 —3.02940.011 +0.000+0.011

Table 8. Abundances from Fe i1 and strong Fe1lines in HD 140283

logg [Fe/H] (strong Fe1) [Fe/H] (Fen)
3.0 —2.923+0.086 —3.0714+0.036
3.5 —3.02340.066 —2.859+0.036

spectrophotometric scans. This situation makes the determination
of effective temperature by means of photometry somewhat
unreliable.

The abundances were computed with the starting model
0.88/3.5/—2.7. The results were the following: v,=1.67
+0.13kms™?, [Fe/H]= —2.7334+0.016, §0,,,= +0.053+0.011.
So, it appears that the temperature is overestimated by some 300 K
in the line-forming region (Fig. 6b). Note that a similar problem
was encountered by Cohen and Strom (1968) who did not find any
model representing satisfactorily the atmosphere of HD 140283
and, finally, carried out the analysis with two different models.

Since we decided to determine the temperature of the line-
forming layers by the excitation equilibrium, we recomputed the
abundances with the following models:

(1) 0.93/3.0/—3.0

(2) 0.93/3.5/—3.0.

The results of the weak Fe1lines analysis are shown in Table 7,
and the abundances computed from the Fe 11 and strong Fe1 lines
are gathered in Table 8. As an illustation of the microturbulence
determination, we show in Fig. 2 the abundances computed from
the individual lines plotted versus the microturbulence for differ-
ent sets of equivalent widths. With our data, a well defined “neck”
is seen around v,=1.6kms™1.

The ionization equilibrium points towards a lower surface
gravity (logg~3.0) than the strong Fe1 lines (logg ~3.5). How-
ever, these “strong” lines, which are actually the strongest Fe 1lines
in the spectral region considered, are not strong enough in
HD 140283 to be good gravity indicators. Indeed, they are more
sensitive to microturbulence than to damping. Therefore, the
0.5dex discrepancy is hardly significant. The extension of the
analysis to the near UV spectral region, where some stronger Fer
lines are present, will help to clarify the situation. At the present
stage, we propose the following parameters for HD 140283:

T ~5420K
logg~3.2
[Fe/H]~ —3.06

v,~1.6kms~ .

VIII. Systematic errors in differential analyses

The two stars analysed here are found to be much more deficient
than was generally thought on the basis of previous (mainly

differential) analyses. Typical recent values are [Fe/H] ~ — 1.9 for
HD 19445 and —2.4 for HD 140283. In this section, we compare
the present analysis with differential ones to determine the reason
of the discrepancy.

The typical differential analysis is the following. For each
selected line, the stellar abundance is deduced from the adopted
stellar model and measured equivalent width. The corresponding
solar abundance is computed for the same line from the solar
equivalent width and model. The comparison of the two values
gives [Fe/H] for each line. The main advantage of that procedure
is that it does not require the knowledge of the oscillator
strengths, the latter being deduced from the solar analysis.
However, in the case of very weak-lined stars, all the useful lines,
although weak in the stars, are strong enough in the Sun to be
affected by damping. The solar equivalent widths depend not only
on the oscillator strengths, but also on the damping constants,
which are not generally well known. If a wrong damping constant
is used, a wrong oscillator strength is deduced and the stellar
analysis may be affected by important systematic errors, increas-
ing with the overall stellar metallicity (for a given effective
temperature).

To illustrate these features, HD 19445 has been analysed by
different methods.

Method A
“Absolute” analysis

The Oxford oscillator strengths are used for the Sun and star, both
being analysed by using weak lines. Therefore, the lines used are
different in the Sun and star and [Fe/H] is obtained by comparing
the abundances found in the two cases. This method rests on the
hypothesis that the oscillator strengths are free of systematic errors
depending on the line strength. This is the method used in this

paper.

Method B
“Differential” analysis

For each line, the abundance is computed in the sun and star. The
Unsold value of the damping constant Cg is used.

Method C

Same as method B with a damping constant C¢ equal to 10 times
the Unsold value (a value typical of past analyses).

Method D

Same as method B with a damping constant equal to 510732, the
same for all lines. This method mimics the differential analysis with
a single curve of growth.

For each of these analyses, we use the same model parameters
Oc=0.87,logg=4.0, [Fe/H] = —2.3 and v,=1.5kms ™. For the
Sun, we use the HM model with v,=0.9 kms ™! at the centre of the
solar disk. The solar equivalent widths are taken from the
catalogue of Moore et al. (1966). The four analyses use the same set
of 16Fer1 lines. The resulting Fe abundances and excitation
equilibria are shown in Table 9.

In methods C and D, the Fe deficiency is underestimated by
about a factor two, due to the overestimate of the damping
constants. In method B, the slight underestimate of Cg is nearly
compensated by the systematic underestimate of the Moore et al.
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Table 9. Results of different methods of analysis for HD 19445

Method [Fe/H]

—2.36+0.01
—229+0.10
—2.05+0.11
—2.1540.10

00exc

—0.01+0.01
+0.07+0.06
+0.064+0.05
+0.13+£0.05

-26|. D

! L 1
0 1

X(eV)

Fig. 7. Excitation equilibria for “differential” analyses of
HD 19445. Method as indicated (see text)

equivalent widths. In all differential analyses, the excitation
equilibrium is wrong by several hundred Kelvins. This is due to an
excitation potential dependent error on the damping constants.
This error is more severe in case D since the Unséld formula
represents partly the variation of C¢ with excitation potential.
Finally, note that the use of Moore et al. equivalent widths
introduces a bad scatter in the results (Fig. 7). In fact, these
equivalent widths are affected by rather large systematic and

random errors, which can be partly avoided by using the Licge
atlas (Delbouille et al., 1973). However, part of the scatter is due to
the fact that many of these lines are badly blended in the solar
spectrum, which makes solar equivalent width determinations
quite uncertain.

So, we conclude that differential analyses of extreme metal-
poor stars relative to the Sun are subject to important systematic
errors due to the lack of accurate damping constants. Moreover, if
the analysis is carried out in the blue spectral range (which is the
spectral region in which most lines are found in the extreme metal-
poor stars), the crowding of the lines in the solar spectrum makes
many solar equivalent widths very uncertain.

An effect similar to the one found here was noted by Peterson
(1980) who found that [Fe/H] values deduced from Oxford
oscillator strengths are generally lower than those from solar g f
values. However, she attributed the discrepancy to either a wrong
choice of the solar Fe abundance or to a wrong choice of the solar
and stellar microturbulences. In the present case, these effects are
not able to solve the discrepancy since all these quantities are
determined rather than chosen arbitrarily. In view of the preceding
discussion, it is clear that an important part of the discrepancy is
due to the poor knowledge of the damping constants.

IX. Model atmospheres for metal-poor stars

We have seen in Sect. VII that there is some disagreement between
the effective temperatures derived from the colours and from the
excitation equilibrium for HD 140283. Generally, it is found that
different temperature criteria give systematically different effective
temperatures when applied to extremely metal-poor stars. The
case of HD 19445 is exemplating. For this (pedagogical) star, the
temperature criteria can be divided in two classes. The first class
criteria give an effective temperature around 5800 K: they are the
R—1TIand V—K colour indices and the excitation equilibrium. The
criteria of the second class give an effective temperature around
6050 K : these are the Hy and H, profiles and the B—Vand Geneva
colours properly corrected for blanketing (Magain, 1983). The
spectrophotometric scans confirm the discrepancy between the
red and blue colours (Fig. 8): if a model is selected so as to match
the red-infrared flux, it is seen that it does not reproduce
satisfactorily the blue flux: the star is brighter than the model for
455000 A.

As expected, the situation is less clear for HD 140283, mainly
due to the poor quality of the colours. However, there is again a
discrepancy between the excitation equilibrium, giving an effective
temperature around 5400K, and the hydrogen line profiles,
pointing towards an effective temperature close to 5700 K. The
spectrophotometry shows the same phenomenon as for HD 19445.

On closer examination, the situation is not as confused as one
could think at first sight. In fact, all the temperature criteria which
indicate a high effective temperature are sensitive to deep at-
mospheric layers, while the other ones are related to shallower
layers. On the other hand, it is well known that convection (as
predicted by the mixing-length “theory”) extends to higher layers
in the atmospheres of metal-poor stars, as compared with
“normal” stars of the same effective temperature and gravity. This
can be interpreted in terms of an increased transparency of the
atmosphere. Thus, the layers contributing to the bulk of the blue
flux and of the hydrogen line wings are much more affected by
convection in metal-poor stars than in solar composition stars. A
bad treatment of convection (e.g. the mixing-length “theory”)
should therefore lead to stronger effects in metal-poor stars than in
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Fig. 8. Continuous flux of HD 19445 (crosses) compared with
predictions from the theoretical (dashed line) and empirical (full
line) models

normal ones, and the criteria related to the deeper atmospheric
layers should not be used to deduce the effective temperature of
metal-poor stars for the purpose of chemical analysis. At the
present stage, the best ways to determine the temperature of the
line-forming layers seem to be the use of (1) the red-infrared flux
and (2) the excitation equilibrium, provided that accurate oscill-
ator strengths and equivalent widths are available over a large
range of excitation potential. After all, lines should be among the
best indicators of the physical state of the line-forming layers!

The analysis can then be carried with the model giving the
good excitation equilibrium and/or red flux, and one hopes that the
wrong treatment of convection does not affect the results too
much. Since this procedure is somewhat unsatisfactory, we shall
next investigate the effect of changing the structure of these deep
layers on the deduced quantities —microturbulence, Fe abundance
and surface gravity. The method used is to build an empirical
model designed to match the different observations and to carry
the whole analysis with this model, exactly in the same way as with
the theoretical model. For that purpose, we start from the
theoretical T() relation (z being the optical depth at 5000 A) of the
Gustafsson’s model which gives the good excitation equilibrium
and, so, should represent satisfactorily the outer layers. Then, the
temperature structure of the deeper layers is changed until the
model continuous flux and hydrogen line profiles match the
observations. Of course, for a given temperature structure, the
other model quantities, such as electron pressure, are computed
from the usual set of equations.

The Hy; and H, profiles were measured on our spectra. The
observed continuous fluxes are taken from Christensen (1978),
renormalized to the new Vega calibrations of Hayes and Latham
(1975) and Tiig et al. (1977). They are corrected for the line
absorption by measuring the integrated line equivalent width on
our spectra, for each scanner band between 4000 A and 5000 A.
The correction appears to be fairly small —at most 0.06 magnitude.
Of course, windows designed to measure strong absorption
features were disregarded. Redwards of 5000 A, only the cont-

Tk

8000

7000

6000]_

5000l HD 19445

HD 140283

| | | |
-2 -1 0 +1
tog Tspop

Fig. 10. Temperature structure of the theoretical (dashed line) and
empirical (full line) models

inuum windows are taken into account and the line absorption is
assumed to be negligible.

The observed continuous flux of HD 19445 is shown in Fig. §,
together with the model fluxes. The H, profile is shown in Fig. 9,
while in Fig. 10, the theoretical and empirical temperature struc-
tures are compared. It is seen that the observations can be matched
by changing only the layers deeper than =1, i.e. layers affected by
convection. This fact supports the interpretation of a wrong
treatment of convection as the cause of the discrepancy. However,
we do not argue that the empirical models presented here
represent the stellar temperature distributions better than the
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Table 10. Comparison of the analyses with theoretical and
empirical models

HD 19445 HD 140283
Theor. Emp. Theor. Emp.
v, 1.57 1.49 1.59 1.50
[Fe/H] —2.36 —242 —3.05 —3.10
logg 424 423 3.25 3.19
Table 11. Sources of error in [Fe/H]
Source a(HD 19445) o(HD 140283)
W, 0.01 0.01
v, 0.04 0.02
logg 0.02 0.05
Toet 0.10 0.08
T(z) relation 0.06 0.05

theoretical models, nor that they are the unique solution of the
observed discrepancy. Other tricks (all related to convection) are
equally able to increase the blue flux relative to the red one, e.g. the
introduction of temperature inhomogeneities or an increase of the
temperature gradient around 7540, = 1. The preceding discussion
is thus merely intended to show that (1) the reported discrepancies
can be removed by simply changing the temperature of the deep
layers and (2) the temperature criteria related to these layers
should not be used to deduce the temperature of the line-forming
layers.

Finally, the two stars are reanalysed with the empirical models.
The results are summarized in Table 10. As expected, the changes —
being confined to the deeper layers — do not affect much the derived
quantities. However, the metal deficiency is slightly increased, due
mainly to the increase of the continuous flux in the spectral region
considered.

The effective temperatures of the empirical models have been
estimated in the following way. If we suppose that the fraction of
the flux blocked by the lines is the same in the empirical model as in
the theoretical one, the effective temperature of the empirical
model T (E) is directly related to the effective temperature of the
theoretical model T.(T) by the relation

T(B)/ T T) = [ZLE) Z(T)]'*, )

where Z_is the integrated continuous flux of the model considered.
Both empirical models appear to be some 100 K hotter than the
corresponding theoretical models. If the theoretical models are
used, as in Sects. VI and VII, the effective temperature deduced
from the excitation equilibrium should not be viewed as the true
effective temperature of the star, but more exactly as the effective
temperature of the model which represents best the line-forming
layers.

X. Conclusion

In Table 11 are summarized the sources of error affecting the final
Fe abundance, as determined from the weak Fer lines, with the

estimated contribution of each of these sources to the total
uncertainty on [Fe/H]. The following sources of error are
considered:

(1) the random errors in the equivalent widths measurements,
giving the smallest contribution to the total error in both stars;

(2) the uncertainty on the microturbulence, as determined
following the method of Sect. IV;

(3) the uncertainty on surface gravity determined from the
ionization equilibrium and strong Fer lines;

(4) the uncertainty on effective temperature deduced from the
Fe1 excitation equilibrium;

(5) the uncertainty on the T(t) relation in the deeper layers.

The sum of these errors amounts to ~0.2dex, which is
therefore an estimate of the largest possible error on [Fe/H]. Of
course, some systematic errors are not taken into account, e.g.
possible departures from LTE, effect of temperature inhomogene-
ities or systematic errors in equivalent widths measurements. For
both stars, the dominant source of error in Table 11 is the
uncertainty on effective temperature. Two direct improvements of
the T, determination from the excitation equilibrium are possible.
First, one could use better equivalent widths to reduce the
dispersion of the points in the (y, 4) plane. This is not easy since
these stars are rather faint (their visual magnitudes are 8.1 and 7.2)
and considerable effort has already been made to obtain accurate
equivalent widths. A second — and more promising — possibility is
to measure accurate oscillator strengths for lines of higher
excitation potential. Again, this is probably difficult, but eagerly
needed.

A major uncertainty affecting the analyses of extremely metal-
poor stars comes from the lack of a good convection theory,
including temperature inhomogeneities and non-local effects, such
as convective overshoot. Before such a convection theory is
available, perhaps the best we can do is to use as many
observations as possible to build reliable empirical models. For
that purpose, accurate spectrophotometric observations are ur-
gently needed, including in the infrared.
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