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Résumé

Les avions de transport modernes volent généralement dans le régime d’écoulement
transsonique. Ce régime est caractérisé par des phénomènes d’écoulement complexes tels
que les ondes de choc en mouvement, les interactions choc-couche limite et les écoule-
ments séparés. Ces non-linéarités aérodynamiques peuvent avoir un impact significatif
sur la prédiction de l’instabilité aéroélastique du flottement, qui est d’une grande impor-
tance pour la sécurité et les performances des avions.

Cette thèse présente une nouvelle méthodologie de modélisation aérodynamique in-
stationnaire pour prédire le flottement transsonique de configurations 2D et 3D telles
que les ailes d’avion. L’idée principale de cette méthodologie est d’obtenir la réponse
de l’écoulement aux déformations périodiques de faible amplitude d’une structure sur
un intervalle de fréquences par l’interpolation de quelques modes d’écoulement domi-
nants. Ces modes d’écoulement peuvent être obtenus par une décomposition en mode dy-
namique (dynamic mode decomposition) de simulations Euler ou RANS instationnaires à
différentes fréquences d’oscillation ou par des simulations d’équilibre harmonique (har-
monic balance). La méthodologie peut ensuite être utilisée pour obtenir une matrice de
force aérodynamique généralisée dans le domaine fréquentiel, et une analyse de stabil-
ité aéroélastique peut être effectuée en utilisant des techniques d’analyse de flottement
standard de l’industrie telles que la méthode p-k.

La méthodologie est démontrée sur des configurations aéroélastiques transsoniques de
référence 2D et 3D. Elle met en évidence que les aspects non-linéaires des écoulements
transsoniques sont importants pour l’étude de la stabilité aéroélastique des ailes d’avion.
La méthodologie est appliquée avec succès pour calculer le flottement transsonique d’une
aile d’avion de ligne réaliste et ses performances sont comparées aux méthodes indus-
trielles standard. La méthodologie est plus précise que les méthodes panneaux principale-
ment utilisées dans l’industrie aérospatiale conduisant à des conceptions d’ailes plus sûres
tout en étant plus rapide que les simulations d’interaction fluide-structure de haute fidél-
ité, offrant ainsi une technique prometteuse pour résoudre les problèmes d’aéroélasticité
dynamique.
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Abstract

Modern transport aircraft generally fly in the transonic flow regime. This regime is charac-
terized by complex flow phenomena such as moving shock waves, shock-boundary layer
interactions and separated flows. These aerodynamic nonlinearities can significantly im-
pact the prediction of the flutter aeroelastic instability, which is of great importance for
aircraft safety and performance.

This thesis presents a novel unsteady aerodynamic modeling methodology for pre-
dicting the transonic flutter of 2D and 3D configurations such as aircraft wings. The
main idea of this methodology is to obtain the flow response to small amplitude periodic
deformations of a structure over a range of frequencies through the interpolation of few
dominant flow modes. These flow modes can be obtained by dynamic mode decomposi-
tion (DMD) of unsteady Euler or RANS simulations at different oscillation frequencies
or by harmonic balance (HB) simulations. This methodology based on dynamic mode
interpolation (DMI) can then be used to obtain a generalized aerodynamic force matrix in
the frequency domain, and aeroelastic stability analysis can be performed using industry-
standard flutter analysis techniques such as the p-k method.

The methodology is demonstrated for 2D and 3D benchmark transonic aeroelastic
configurations. It highlights that the nonlinear aspects of transonic flows are important
for studying the aeroelastic stability of aircraft wings. The methodology is successfully
applied to calculate the transonic flutter of a realistic airliner wing and its performance
is compared to standard industrial methods. The methodology is more accurate than the
panel methods primarily used in the aerospace industry leading to safer wing designs
while being faster than the higher fidelity fluid-structure interaction (FSI) simulations,
offering thus a promising technique for solving dynamic aeroelasticity problems.
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Chapter 1

Introduction

1.1 Context and motivation

The central theme of this thesis is the improvement of unsteady aerodynamic modeling
approaches for analyzing the aeroelastic stability of aircraft wings in the transonic flow
regime.

Why is it important to perform aeroelastic stability analysis?

As illustrated by Collar’s diagram shown in Figure 1.1, dynamic aeroelasticity is the study
of the interaction of inertial, elastic and aerodynamic forces acting on flexible structures
such as aircraft, wind turbines, turbomachinery blades, racing cars and bridges [1–4].
Although the methodology developed in this work can be applied to many of these ap-
plications, the thesis will focus on aircraft wings. The interaction between the forces
depicted in Figure 1.1 can cause several dangerous phenomena such as divergence, flutter
and limit cycle oscillations (LCOs), which can potentially lead to structural failure.

Elastic forces Aerodynamic forces

Inertial forces

Dynamic aeroelasticity

Static aeroelasticity

Flight dynamicsStructural dynamics

Figure 1.1: The aeroelastic triangle of forces. (Adapted from Bisplinghoff et al. [1].)

1



Divergence is a static aeroelastic phenomenon that involves the interaction of struc-
tural and steady aerodynamic forces and occurs when the aerodynamic loads exceed the
structural restoring forces.

Flutter is a self-excited dynamic instability resulting from an unfavorable coupling be-
tween inertial, elastic and aerodynamic forces. The flight condition at which this type of
instability first occurs is called the flutter point. At the flutter point, a small amplitude per-
turbation of the structure yields a self-sustained oscillatory response with a small constant
amplitude in time as illustrated by the black line in Figure 1.2. The energy dissipated by
the structure is equal to the energy extracted from the flow. The amplitude of the oscil-
lations grows exponentially in time beyond the flutter point. The system can also reach
finite amplitude oscillations known as limit cycle oscillations in the presence of stabilizing
aerodynamic or structural nonlinearities.

Time

M
ot

io
n 

am
pl

itu
de

Past the flutter point
At the flutter point
Before the flutter point

Figure 1.2: Response of an aeroelastic system around a flutter point.

During the design process, it is important to ensure that flutter does not occur within
the flight envelope of the aircraft because this aeroelastic instability may result in loss
of control and structural damage. In addition, performing an accurate flutter analysis at
an early stage in the design of a future aircraft reduces the risk of detecting flutter at the
aircraft certification stage, which would require costly modifications of the design.

Moreover, in the ongoing effort to build more efficient aircraft, minimizing structural
weight and maximizing aerodynamic efficiency generally lead to the design of flexible and
highly-loaded composite wings. Aeroelastic stability analysis thus plays an increasingly
important role in preliminary aircraft design. This thesis mainly focuses on the flutter
phenomenon in transonic flow.
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Why is it important to consider the transonic flow regime?

The transonic flow regime is of great importance for aircraft design. Most modern trans-
port aircraft such as those shown in Figure 1.3 experience transonic flow effects as they
generally cruise at free-stream Mach numbers of the order of 0.85 [5]. Moreover, some
high-performance military aircraft must also be designed to fly at high subsonic speeds
near Mach 1 during specific phases of their mission.

(a) Airbus A330-800 (b) Boeing 777X (c) Embraer E190-E2

Figure 1.3: Three examples of modern civil transport aircraft. (Images from the official
Airbus, Boeing and Embraer websites.)

What are the challenges of aerodynamic modeling in transonic flow regime?

The Mach number M, defined as the ratio of the flow velocity to the speed of sound,
is a useful parameter to describe different aerodynamic flow regimes as shown in Fig-
ure 1.4 [5–8]:

• In the subsonic flow regime illustrated in Figure 1.4a, the Mach number is less
than 1 everywhere in the flow. For slender bodies, the free-stream Mach number
M∞ is generally below 0.7 to 0.8. The streamlines are smooth (no discontinuity in
slope). Disturbances in the flow propagate both downstream and upstream and are
felt everywhere in the flow field.

• The transonic flow regime is characterized by the simultaneous coexistence of both
subsonic (M < 1) and supersonic (M > 1) flow regions near the body, as shown
in Figure 1.4b. If the free-stream Mach number is subsonic but close to 1, the
flow can become locally supersonic in some regions of the flowfield as it is acceler-
ated around the airfoil. The free-stream Mach number at which a local sonic point
(M = 1) first appears in the flowfield is called the critical Mach number, which
is typically in the range of 0.7 to 0.8 for aircraft wings. The free-stream flow be-
ing subsonic, the locally supersonic flow is decelerated below the speed of sound
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M∞ < 0.8

(a) Subsonic flow

∞

0.8 < M∞ < 1

M > 1

M > 1

(b) Transonic flow with M∞ < 1

1 < M∞ < 1.2

M > 1

M < 1
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(c) Transonic flow with M∞ > 1

Figure 1.4: Different flow regimes defined by the Mach number. (Adapted from Ander-
son [5].)
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through a shock wave that lies on the body and causes an abrupt change in pressure,
temperature and density.

The shock waves lying on the wing surface can perturb the viscous boundary layer
as the pressure increases abruptly across a shock wave. This high adverse pressure
gradient causes the boundary layer to separate from the wing surface behind the
shock wave resulting in high profile drag.

The positions of the shock waves depend on the flow conditions and the geometry of
the wing. In addition, the local supersonic flow regions grow or shrink in response
to the motion of the wing, which can occur close to a flutter point. In this case,
the shock waves move along the surface of the wing and their strength also varies
over time as illustrated in Figure 1.5. The supersonic flow regions and therefore
the shock waves may even vanish during part of the oscillation cycle. As the free-
stream Mach number increases, the supersonic flow regions become larger. The
shock waves become stronger and move towards the trailing edge.

Oscillating shock

Unsteady wakeOscillating structure

Figure 1.5: Illustration of the moving shock and the flow separation emanating from the
shock foot in the case of an oscillating airfoil. (Adapted from Giannelis et al. [9]).

• At a free-stream Mach number slightly above unity, a bow shock wave appears
ahead of the body as shown in Figure 1.4c. The flow is locally subsonic behind
this shock wave. The subsonic flow then expands into a supersonic flow. The flow
around the body is mostly supersonic. Two weak shock waves are formed at the
trailing edge. The shock-induced boundary layer separation is limited in this case.

These nonlinear phenomena occurring in the transonic flow regime can play an important
role in the aeroelastic stability of an aircraft wing [6, 10, 11].
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What are the challenges associated with the numerical computation of transonic flut-
ter?

The reliable and efficient calculation of unsteady aerodynamic forces and moments due to
structural deformations is one of the main challenges of flutter prediction in the transonic
flow regime. Linear panel methods such as the doublet-lattice method (DLM) [12, 13]
are predominantly used in aircraft design and allow for a fast and accurate calculation of
the flutter boundary of wings in the subsonic flow regime. However, transonic flows are
inherently nonlinear and linearized aerodynamic theories cannot model mixed subsonic-
supersonic flows including moving shock waves and viscous effects. Corrections of these
aerodynamic results for transonic effects based on higher fidelity Computational Fluid Dy-
namics (CFD) methods [14–16] or wind tunnel measurements are generally used. Never-
theless, the nonlinear dynamics of transonic shocks are not always properly captured [17].
More details on the linear and more advanced aerodynamic models are given in Chapter 2.

Time-accurate fluid-structure interaction (FSI) simulations relying on a higher fidelity
CFD model of the flow coupled to a finite element model of the structure can be used to
compute the time response of an aeroelastic system to an initial perturbation for a given
flight condition. Such simulations make it possible to analyze the aeroelastic stability
under transonic conditions, but are computationally expensive for preliminary aircraft de-
sign. Moreover, the coupling of commercial CFD and finite element codes is challenging.
On the other hand, wind tunnel experiments for flutter calculations in the transonic regime
are not used in preliminary aircraft design due to high operational costs.

1.2 Objectives

The overall objective of this research is to develop a novel unsteady aerodynamic mod-
eling methodology that can be applied to aeroelastic stability analysis of aircraft wings
subjected to essentially attached flows in the transonic flow regime. The methodology
must be more accurate than the approaches currently used in the aerospace industry for
preliminary design in transonic conditions and its computational cost must be sufficiently
low to allow applications to numerous flight cases.

The range of validity and numerical cost of the methodology are benchmarked against
different levels of fidelity using 2D and 3D configurations. In addition, the methodology
is applied to the aeroelastic stability analysis of a realistic airliner wing made of composite
materials.
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1.3 Overview of the thesis

This thesis is organized as follows. Chapter 2 provides an overview of the most useful
levels of fidelity used for modeling unsteady transonic flows in aeroelastic applications.
This chapter also motivates the choice of the aerodynamic level of fidelity used within the
proposed methodology.

Chapter 3 focuses on aerodynamics. It assesses the performance of Euler and RANS
simulations in predicting unsteady transonic flows resulting from small amplitude oscil-
lations of a structure. This chapter then presents two approaches to obtain dynamic flow
modes, which are useful for describing the dynamics of the flow response. Studying
the properties of these dynamic modes results in a new unsteady aerodynamic modeling
methodology based on dynamic mode interpolation, which has been presented in several
publications by Güner et al. [18–20].

Chapter 4 explains how the proposed aerodynamic modeling can be used for aeroe-
lastic stability analysis. The entire methodology is validated using 2D and 3D benchmark
transonic aeroelastic configurations. This chapter also investigates the effect of transonic
flow nonlinearities (moving shock waves and shock-boundary layer interaction) on the
flutter boundary.

In Chapter 5, the developed methodology is applied to an Embraer benchmark wing.
This chapter highlights the advantages of the methodology by comparing it to methods
currently used in the aerospace industry.

In Chapter 6, the main conclusions of the thesis are summarized and some ideas for
future work are presented.
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Chapter 2

Review of unsteady transonic
aerodynamic models in aeroelasticity

This chapter presents an overview of the most useful unsteady aerodynamic modeling
levels of fidelity used for aeroelastic stability calculations in the transonic flow regime.
The chapter highlights the challenges of computing unsteady transonic flows, presents all
simplifications introduced by the different governing flow equations and explains their
advantages and deficiencies. The motivations behind the choice of the aerodynamic level
of fidelity used in this thesis to compute unsteady transonic flows are explained. The
chapter ends with a discussion of the differences between the proposed methodology and
the main existing reduced-order models (ROMs) in the field of aeroelasticity.

2.1 Levels of fidelity

This thesis focuses on the modeling of essentially attached flows where any possible sepa-
rated flow region would be small in extent and would not have a significant impact on the
global flow dynamics and unsteady aerodynamic loads acting on the wing. In practice,
the transonic flow around transport aircraft wings is essentially attached close to cruise
conditions. This chapter does not present all the existing unsteady aerodynamic modeling
methods but only those that are the most useful for aeroelastic applications. An overview
of the governing flow equations and the approximations involved are presented in Fig-
ure 2.1. The RANS and Euler approaches are introduced first. Chapter 3 will provide
more information on these governing flow equations and the associated boundary condi-
tions used in this thesis.
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Reynolds-averaged Navier-Stokes (RANS) equations

Transonic small disturbance (TSD) equation Linearized potential equation

• Reynolds averaging
• Turbulence model

Neglect viscosity

• Neglect vorticity
• Neglect entropy production

Linearize (sub/supersonic)Small disturbances

Navier-Stokes equations

Euler equations

Full potential equation

Time-linearized transonic small disturbance (TLTSD) equation

Time linearization

Figure 2.1: Overview of the levels of fidelity used for modeling unsteady transonic flows
in aeroelastic applications. (Adapted from Bendiksen [6].)
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2.2 Navier-Stokes equations

The most general description of a compressible viscous flow is given by the Navier-Stokes
equations, which correspond to the conservation of mass, momentum and energy [14]:

∂

∂ t

 ρ

ρu
ρE

+∇ ·

 ρu
ρu⊗u+ pI−τττ

ρuE + pu−τττ ·u−κ∇T

= Q, (2.1)

where ∇(·) defines the gradient operator, ∇ · (·) is the divergence operator, ⊗ is the vector
outer product, t is the physical time, ρ is the fluid density, u is the flow velocity vector, E
is the total energy per unit mass, p is the static pressure, τττ is the viscous stress tensor, κ

is the thermal conductivity, T is the temperature, and Q is a generic source term. Current
computational resources do not make it possible to directly solve the Navier-Stokes equa-
tions for viscous turbulent flows encountered in many industrial CFD applications such as
external flows around aircraft or internal flows in turbomachines. Such practical applica-
tions have turbulent solutions, which involve small scales and therefore require very fine
computational grids.

2.3 RANS equations

A common approximation used to model viscous turbulent flows consists in averaging the
Navier-Stokes equations in time to remove the influence of turbulent fluctuations while
still capturing unsteady phenomena, which have a larger time scale than that of turbulence.
As shown in Figure 2.1, this averaging procedure leads to the Reynolds-averaged (or
Favre-averaged) Navier-Stokes (RANS) equations as described in the following.

A Reynolds decomposition of a flow variable A is first defined as

A = Ā+A′, (2.2)

where Ā is the time average of the flow variable A over a time interval T :

Ā(x, t) =
1
T

∫ t+T

t
A(x,τ)dτ, (2.3)

and A′ is the fluctuating part such that A′ = 0. For compressible flows, a density-weighted
average, also known as the Favre average, is introduced to remove all products of density
fluctuations with other fluctuating quantities in the averaging procedure of the Navier-
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Stokes equations:

Ã =
ρA
ρ̄

. (2.4)

The flow variable A can then be written as

A = Ã+A′′, (2.5)

with ρA′′ = 0.

Introducing a Reynolds decomposition of ρ and p, and a Favre average decomposition
of u, E and T into the Navier-Stokes equations followed by an averaging of the equations
themselves results in the RANS equations [14]. For example, the continuity and momen-
tum equations for the averaged flow quantities are given by

∂ ρ̄

∂ t
+∇ · (ρ̄ũ) = 0, (2.6)

∂ ρ̄ũ
∂ t

+∇ · (ρ̄ũ⊗ ũ+ p̄I− τ̄ττ +ρu′′⊗u′′) = 0. (2.7)

Because of the Reynolds stress tensor −ρu′′⊗u′′ appearing in Equation (2.7), the RANS
equations are unclosed and must be complemented by a turbulence model, which intro-
duces some approximations in the solutions as discussed in Chapter 3. Note that the en-
ergy equation for the averaged flow quantities (not shown here) also has unclosed terms.
Chapter 3 presents a more detailed description of these governing equations with the as-
sociated boundary conditions and equations of state used in this thesis.

The RANS equations provide a solution for averaged flow quantities in the context
of turbulent flows and can capture viscous effects such as the thickening of the boundary
layer, shock-boundary layer interaction and moderate flow separation.

2.4 Euler equations

The Euler equations correspond to the continuity, momentum and energy equations for
inviscid flows. These equations are obtained by neglecting the viscous stresses and the
heat conduction term in the Navier-Stokes equations:

∂

∂ t

 ρ

ρu
ρE

+∇ ·

 ρu
ρu⊗u+ pI
ρuE + pu

= Q. (2.8)
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The advantage of the Euler equations is that the strength, location and dynamics of shock
waves are accurately modeled because the entropy production at shocks is properly cap-
tured over time. However, this approach does not account for viscous flow effects, es-
pecially the interaction of the shock wave with the boundary layer occurring in transonic
flows and the resulting flow separation. The Euler equations can be expected to provide re-
liable flow solutions for many transonic flutter calculations involving smooth flows where
viscous effects such as the separation of the boundary layer are not dominant. This type
of flow occurs for transonic aircraft wings flying near cruise conditions.

2.5 Potential flow formulations

As shown in Figure 2.1, all potential flow formulations assume irrotational flow in all
locations of the flow field:

∇×u = 0, (2.9)

where ∇× (·) represents the curl operator and u = [u,v,w]ᵀ ∈ R3 is the velocity vector
field in a Cartesian coordinate system. The irrotational flow assumption makes it possible
to define a velocity potential function φ given by

∇φ = u. (2.10)

The partial derivatives of the velocity potential function thus give the velocity components
of the flow:

∂φ

∂x
= φx = u, (2.11)

∂φ

∂y
= φy = v, (2.12)

∂φ

∂ z
= φz = w, (2.13)

where for example the subscript x indicates a differentiation with respect to the spatial
coordinate x.

The velocity potential function can represent both incompressible and compressible
flows that are steady or unsteady, but it is restricted to flows without viscous effects due
to the irrotational flow assumption. Nevertheless, the boundary layer equations can be
solved in conjunction with a potential flow formulation to account for viscous boundary
layers in attached flows [21, 22].
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2.5.1 Full potential equation

The unsteady full potential equation expressed in differential form is obtained from the
mass continuity equation including the definition of the velocity potential function given
in Equation (2.10):

∂ρ

∂ t
+∇ ·ρ∇φ = 0. (2.14)

An expression for the fluid density in terms of the velocity potential and the free-stream
flow properties is necessary to represent a closed-form description of the flow field. This
relation is derived using the inviscid momentum conservation assuming an irrotational
and isentropic flow of a perfect gas, the definition of the speed of sound and the standard
density-pressure relation for an isentropic flow:

ρ = ρ∞

[
1+

γ−1
2a2

∞

(
U2

∞−2φt−φ
2
x −φ

2
y −φ

2
z
)] 1

γ−1

, (2.15)

where ρ∞ is the free-stream fluid density, a∞ is the free-stream speed of sound, γ is the
ratio of specific heats and the subscript t indicates a differentiation with respect to the
physical time.

For the simulation of external flows over an aircraft wing, boundary conditions are
required for the free stream, the symmetry plane where the wing root is attached and the
aerodynamic surface in order to complete the full potential equation formulation. The
free-stream boundary condition consists in imposing a free-stream velocity potential dis-
tribution, which is usually a uniform flow. A flow tangency condition is imposed on the
symmetry plane and on the moving fluid-structure boundary for inviscid flows.

For aerodynamic applications, the full potential equation computes an irrotational ve-
locity vector field that is not able to predict the aerodynamic lift as stated by the Kutta-
Joukowski theorem [5]. A Kutta condition which forces the pressure on the upper and
lower surfaces to match at the wing’s trailing edge can be imposed to solve this problem.
The Kutta condition means that the flow must leave a sharp trailing edge smoothly without
discontinuities in the flow pressure or velocity as illustrated in Figure 2.2.
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U∞

Smooth flow leaving 
the trailing edge

Figure 2.2: Kutta condition at the trailing edge. (Adapted from Bendiksen [6].)

The full potential equation given in Equation (2.14) is written in conservative form as
all variables are inside the outer differentiation. The unsteady nonconservative full po-
tential equation can be obtained from the conservative form by expanding the derivatives
using the chain rule and by computing the density derivatives using the density expression
given in Equation (2.15), the definition of the speed of sound and the standard density-
pressure relation for an isentropic flow:

(a2−u2)φxx +(a2− v2)φyy +(a2−w2)φzz−2uvφxy−2uwφxz−2vwφyz

= φtt +2uφxt +2vφyt +2wφzt . (2.16)

The full potential equation is a nonlinear partial differential equation without analytical
solutions. All numerical methods for solving this equation require volume discretization.

The nonlinear full potential equation allows flow modeling about arbitrary shapes pro-
vided that viscous effects such as flow separation are not important. This approach is thus
adequate to analyze the effects of airfoil thickness and camber on the aerodynamic loads
at a lower computational cost than the higher fidelity Euler equations. However, the full
potential flow model neglects entropy production at the shock waves. Therefore, the prop-
erties of the predicted shock waves are not always accurate. The full potential equation
generally provides satisfactory results for transonic flows with weak shock waves since
the entropy produced by these shocks is small. This condition means that the maximum
shock Mach number does not exceed approximately 1.3. However, the local Mach num-
ber can reach values of the order of 1.5 and higher in most transonic flutter applications
related to aircraft wings and control surfaces. In this case, the shock waves predicted by
the full potential approach are typically too strong and too close to the trailing edge. These
errors in the shock strength and position can significantly influence the flutter instability
predictions [6].
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2.5.2 Transonic small disturbance equation

The transonic small disturbance (TSD) equation is a simplification of the full potential
equation for transonic flows under the assumption of small perturbations. Considering
that the body is causing only small perturbations in the flow, small-disturbance velocities
u′ can be defined such that

u = u∞ +u′, (2.17)

where u is the local velocity vector, u∞ is the free-stream velocity vector and |u′| � |u∞|.
A small-disturbance velocity potential ϕ can also be defined as

φ = φ∞ +ϕ, (2.18)

∇ϕ = u′, (2.19)

where φ∞ is the constant potential due to the free stream. Assuming that the free-stream
flow is aligned with the x-axis, the small-disturbance velocity components are given by

ϕx = u−u∞ = u′, (2.20)

ϕy = v′, (2.21)

ϕz = w′. (2.22)

The transonic small-disturbance (TSD) potential equation is derived by substituting the
small-disturbance velocity components into the full potential equation given in Equa-
tion (2.16) and neglecting the small terms:[

1−M2
∞−M2

∞(γ +1)
ϕx

u∞

]
ϕxx +ϕyy +ϕzz =

1
a2

∞

(ϕtt +2u∞ϕxt) , (2.23)

where M∞ is the free-stream Mach number. Note that the first term cannot be considered
small because 1−M2

∞ ≈ M2
∞(γ + 1)ϕx/u∞ for transonic flows near M∞ = 1. The TSD

potential equation is nonlinear because of the ϕxϕxx term, which is required to capture
shock waves. It must thus be solved numerically through space and time discretizations.
Moreover, the computational grid surrounding the body must be sufficiently fine to capture
the shock waves.

All small-disturbance velocity components are set to zero for the free-stream boundary
condition. In small-disturbance theory, the flow tangency boundary condition for a thin
airfoil or wing is imposed at a mean surface instead of the actual solid surface, neglecting
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thereby the thickness:

φz =
∂g
∂ t

+u∞

∂g
∂x

on z = 0,0≤ x≤ c, (2.24)

where x is aligned with the free-stream flow, y is in the spanwise direction, z is in the ver-
tical direction and g defines the shape of the wing without thickness, which is calculated
from the camber and the instantaneous local angle of attack. This boundary condition
facilitates the generation of volume grids as the grids do not have to fit the 3D geometry
of the wing. The drawback of the small-disturbance flow-tangency boundary condition
appears at the leading edge of the airfoil where the slope of the surface becomes infinite
and the boundary condition cannot be accurately implemented. As a result, the solution
at the leading edge stagnation point is not properly computed.

The TSD potential equation is valid for subsonic, transonic and supersonic flows that
are assumed inviscid, isentropic, irrotational under the assumption of small disturbances
with respect to the free stream. The small-disturbance assumption limits the range of
application to thin airfoils or wings subjected to small elastic deformations at small angles
of attack. The TSD equation also suffers from the disadvantages of the full potential
equation mentioned in the previous section.

2.5.3 Time-linearized transonic small disturbance equation

All the time derivative terms in the TSD equation (2.23) are linear and a time linearization
can be assumed. The perturbation potential ϕ is then represented as a superposition of a
steady perturbation potential ϕ̄(x,y,z) and an unsteady perturbation potential ϕ ′(x,y,z, t)
due to small amplitude motion:

ϕ = ϕ̄(x,y,z)+ϕ
′(x,y,z, t). (2.25)

Substituting this expression into Equation (2.23), neglecting the small terms by assuming
that the magnitude of the unsteady perturbation potential is much smaller than that of the
steady perturbation potential and separating the steady and unsteady terms, one obtains[

1−M2
∞−M2

∞(γ +1)
ϕ̄x

u∞

]
ϕ̄xx + ϕ̄yy + ϕ̄zz = 0, (2.26)

(1−M2
∞)ϕ

′
xx +ϕ

′
yy +ϕ

′
zz−

1
a2

∞

(
ϕ
′
tt−2u∞ϕ

′
xt
)
= (γ +1)

M2
∞

u∞

∂

∂x
(ϕ̄xϕ

′
x). (2.27)

Equation (2.26) is the steady TSD equation. It is nonlinear and can be solved numerically
using a discrete spatial grid. Equation (2.27) corresponds to the time-linearized transonic
small disturbance (TLTSD) equation [23–25]. It models the unsteady flow due to small de-
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formations as a linear unsteady small perturbation around a nonlinear steady background
flow. The steady background flow in the TLTSD equation can be obtained using a higher
fidelity steady Euler or RANS model instead of solving the steady TSD equation given
in Equation (2.26), so as to include steady shock waves and possibly viscous boundary
layers.

The ZAERO software package [23, 26] features a field-panel method to solve the
TLTSD equation. It treats the right-hand-side term of Equation (2.27) as a volume source
term σv given by

σv = (γ +1)
M2

∞

u∞

ϕ̄xϕ
′
x, (2.28)

∂σv

∂x
= (γ +1)

M2
∞

u∞

∂

∂x
(ϕ̄xϕ

′
x). (2.29)

The source term σv is evaluated using finite differences on a volume around the lifting
surface. This volume must include the entire supersonic region but does not have to
extend far from the wing. The rest of the equation is solved by applying a singularity
distribution on the lifting surface, in the same way as a three-dimensional panel method.

The TLTSD approach has a lower computational cost compared to the unsteady Euler
and RANS approaches. The shortcoming of this method is that it precludes large unsteady
disturbances. An accurate prediction of the nonlinear shock dynamics over a range of
frequencies is not ensured since the steady background flow contains only information on
the steady shocks and the unsteadiness of the flow is calculated by a linear panel method.
In addition, the boundary layer cannot feature significant unsteadiness.

2.5.4 Linearized potential equation

The unsteady linear potential equation is obtained by neglecting the nonlinear term of the
TSD equation given in Equation (2.23) or the source term in Equation (2.27):

(1−M2
∞)ϕxx +ϕyy +ϕzz =

1
a2

∞

(ϕtt +2u∞ϕxt). (2.30)

The current industry practice to solve this linearized potential equation is to use numerical
unsteady panel methods such as the doublet lattice method (DLM) [12, 27]. The lifting
surface is divided into panels and the lift distribution is computed using potential flow
elements such as doublets or vortices acting over each panel. Such approaches calculate
aerodynamic influence coefficients (AIC) that describe the aerodynamic effect that each
panel has on the others.

Equation (2.30) is linear and further limits the flow physics that can be represented.
Numerical methods based on the linear potential equation are limited to purely subsonic
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or supersonic flows because the linearization of the full potential equation removes the
essential mathematical term necessary to predict the occurrence of shock waves appearing
in the transonic flow regime. Based on the theory of partial differential equations [14],
nonlinear governing flow equations are necessary to describe the physics of transonic
flows since the type of nonlinear equations can change from elliptic in the subsonic flow
regions to hyperbolic in the supersonic flow regions. Nonlinear equations are required to
properly capture the spatial extent and time variation of the subsonic and supersonic flow
regions and therefore the moving shock waves.

The three-dimensional panel methods for solving the linearized potential equation are
computationally efficient but do not capture the shock waves and are therefore not ade-
quate for transonic flows. Several techniques exist to correct the unsteady linear aerody-
namic models using experimental measurements or nonlinear CFD data in order to take
into account some aerodynamic nonlinearities and better calculate the aerodynamic loads
for transonic flutter calculations.

Palacios et al. [28] and Silva [29] provide a complete overview of such correc-
tion techniques that can be applied to aeroelastic stability analysis of aircraft wings.
These techniques are classified into four major groups: force-matching methods [30–32],
pressure-matching methods [33–35], semi-empirical methods [36–38] and methods for
correcting the aerodynamic influence coefficient matrix [39–41]. These combined proce-
dures are less expensive than the direct use of higher-fidelity CFD methods to solve tran-
sonic aeroelastic problems. However, the existing transonic correction methods can only
provide approximate pressure and force corrections because most of these corrections rely
on steady-state reference data. The modified unsteady pressure distributions often fail to
capture the proper unsteady transonic effects and provide inconsistent aeroelastic stability
boundaries [17].

2.5.5 Limitations of the potential flow approaches

In the aerospace industry, three-dimensional unsteady panel methods, such as the doublet
lattice method (DLM), are the primary aerodynamic tool for aeroelastic stability analysis
of aircraft wings during the preliminary design. However, these approaches are based on
the linearized potential equation and are therefore limited to the analysis of inviscid and
irrotational flows over thin airfoils at small angles of attack in the subsonic flow regime
(i.e., the free-stream Mach number is not close to 1, typically below 0.7). Chapter 5 eval-
uates the performance of the linearized potential equation in modeling unsteady transonic
flows.

Other numerical methods for the preliminary design are based on the TSD and TLTSD
models. However, these approaches are restricted to small perturbations and therefore to
thin airfoils at small angles of attack. These assumptions introduce important limitations
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for the description of unsteady transonic flows in the context of aircraft aerodynamics
and aeroelastic stability problems (e.g., flutter and divergence). Chapter 5 illustrates the
impact of these hypotheses on the unsteady pressure distributions and the aeroelastic be-
havior of a 3D wing flying in the transonic flow regime.

The full potential equation allows modeling the flow around airfoils of any shape at
any angle of attack. Nevertheless, this level of fidelity is not used in this thesis because
it assumes that the flow is isentropic and, therefore, the predicted shock waves are not
always accurate.

2.6 Linear frequency domain method

Finally, it is worth mentioning another approach that can be used to approximate the flow
response to a small periodic motion of the structure. If the oscillations of the structure
have a small amplitude, the linear frequency domain (LFD) method can also be used to
approximate the flow response at a reduced computational cost compared to time-accurate
simulations. The LFD method calculates a harmonic solution of the linearized flow prob-
lem [75–77]. Although the LFD method is not directly used in this thesis, this method is
described below for the sake of completeness.

The semi-discretized form of the governing flow equations (e.g., Euler or RANS)
obtained after spatial discretization can be written concisely as

dU
dt

+R(U,x, ẋ) = 0, (2.31)

where R is the residual term resulting from the spatial discretization, U represents the
conservative variables, x and ẋ correspond respectively to the mesh point positions and
velocities, which are known in the case of a forced motion of the structure. If this motion
has a small amplitude, the unsteady terms U and x can be written as a superposition of a
steady mean state and a small time-varying perturbation:

U(t) = Ū+ Ũ(t), |Ũ| � |Ū|, (2.32)

x(t) = x̄+ x̃(t), |x̃| � |x̄|. (2.33)

where Ū satisfies the steady problem without structural motion. Substituting Equations (2.32)
and (2.33) into Equation (2.31) and linearizing about the steady mean state give the fol-
lowing equation for the perturbations:

dŨ
dt

+
∂R
∂U

∣∣∣∣
Ū,x̄

Ũ+
∂R
∂x

∣∣∣∣
Ū,x̄

x̃+
∂R
∂ ẋ

∣∣∣∣
Ū,x̄

˙̃x = 0. (2.34)
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Assuming a periodic structural motion and a resulting harmonic flow response, the per-
turbation terms Ũ and x̃ can be expressed as follows:

U(t) = Ū+ Ũ(t) = Ū+ℜ(Ûeiωt), (2.35)

x(t) = x̄+ x̃(t) = x̄+ℜ(x̂eiωt), (2.36)

where the amplitudes Û and x̂ are complex. Substituting Equations (2.35) and (2.36) into
Equation (2.34) results in

iωÛ+
∂R
∂U

∣∣∣∣
Ū,x̄

Û =− ∂R
∂x

∣∣∣∣
Ū,x̄

x̂− iω
∂R
∂ ẋ

∣∣∣∣
Ū,x̄

x̂. (2.37)

This equation can be expressed as a linear system of equations:

Ax = b, (2.38) ∂R
∂U

∣∣∣
Ū,x̄

−ωI

ωI ∂R
∂U

∣∣∣
Ū,x̄

[ℜ(Û)

ℑ(Û)

]
=

− ∂R
∂x

∣∣∣
Ū,x̄

ℜ(x̂)+ω
∂R
∂ ẋ

∣∣∣
Ū,x̄

ℑ(x̂)

− ∂R
∂x

∣∣∣
Ū,x̄

ℑ(x̂)−ω
∂R
∂ ẋ

∣∣∣
Ū,x̄

ℜ(x̂)

 . (2.39)

For example, the DLR TAU code use the following steps for the linear frequency domain
method:

• The mean flow solution Ū is obtained by a steady-state simulation at the mean
position of the structure x̄.

• The terms ∂R
∂x

∣∣∣
Ū,x̄

and ∂R
∂ ẋ

∣∣∣
Ū,x̄

appearing in the linear system of equations (2.39) are

computed using central finite differences knowing the mean solutions Ū and x̄ and
the prescribed periodic deformation of the grid.

• The Jacobian ∂R
∂U

∣∣∣
Ū,x̄

is obtained by a discrete adjoint method available in the TAU

solver [78].

• The linear system of equations (2.39) is solved to obtain the term Û. The LFD
method is therefore more accurate than the TLTSD approximation, which calculates
the unsteadiness of the flow by a lower fidelity linear panel method.

The LFD method is a good candidate for flutter calculation because the first three
steps above are time consuming, but then the last step can be repeated for many different
frequencies. This makes the method very efficient. However, some inaccuracies can be
expected, especially in highly nonlinear transonic flows, because the steady solution dif-
fers from the time-averaged unsteady solution. This is illustrated for instance in Chapter 5
for a 3D wing.
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2.7 Discussion

The Euler and RANS equations allow a more accurate calculation of the unsteady tran-
sonic flow around airfoils and wings compared to the potential flow models. Time-
accurate Euler or RANS-based fluid-structure interaction (FSI) simulations can be used to
compute the time response of a system to an initial perturbation for a given flight condi-
tion. However, the cost of such FSI simulations is much higher than potential flow-based
approaches, which precludes their use for common aeroelastic calculations in the early
design phase. In addition, the coupling of commercial CFD and finite element codes is
challenging. The motivation for this work is therefore to develop a new methodology
based on the higher-fidelity aerodynamic models such as Euler or RANS while limiting
the computational cost. An important objective of this thesis is to compare the accuracy
and computational cost of this new methodology with lower fidelity potential flow meth-
ods (see Chapter 5).

Another approach to reach higher fidelity at limited cost is to rely on reduced-order
models (ROMs). Several ROMs of unsteady aerodynamic flows have been proposed
(e.g., [42–46]). The main idea is to compute the eigenvalues and eigenmodes of a time or
frequency-domain CFD model of unsteady flow. These eigenmodes are then used as basis
vectors to construct a ROM with significantly fewer degrees of freedom than the original
system, which considerably reduces the computational cost. The details of the formula-
tion vary depending on the level of fidelity of the aerodynamic model, the technique used
to determine the eigenvalues and eigenmodes and the construction of the ROM. Among
these variants, the popular ROMs using basis vectors determined from proper orthogonal
decomposition (POD) [47] of unsteady flow solutions for prescribed wing motion at dif-
ferent frequencies can accurately compute the unsteady flow over a range of frequencies.
These ROMs can predict the aeroelastic behavior of transonic airfoils [48], wings [49–51]
and aircraft models [45, 52, 53] with decent accuracy.

This thesis presents a conceptually novel unsteady aerodynamic modeling methodol-
ogy, which has useful advantages over existing ROMs. In contrast to most ROMs, the
methodology does not require the construction of a reduced-order approximation of the
discretized governing equations. Additionally, the methodology does not assume anything
about the origin of the input flow data, so that it can be used with any aerodynamic level
of fidelity and any existing CFD code or even with experimental measurements. Further-
more, the methodology can be used directly with standard flutter analysis techniques such
as the widely used p-k method [3, 54] to both find the flutter characteristics of a system
and describe its subcritical behavior.
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Chapter 3

Unsteady aerodynamic modeling based
on dynamic mode interpolation

In a typical flutter analysis, a flight Mach number (and possibly a Reynolds number) is
imposed and the velocity at which flutter appears is sought. Although feasible, the use of
time-domain CFD-based fluid-structure interaction (FSI) simulations for flutter calcula-
tion is costly because the system response must be computed at many different free-stream
velocities. A more efficient approach to obtain the flutter solution at a design flight Mach
number consists in solving the equations of motion expressed in the frequency domain
(e.g., p-k method, as detailed in the next chapter). However, this approach requires to ex-
press the aerodynamic loads associated with small periodic deformation of the structure
as a function of the oscillation frequency.

Determining this dependency of the aerodynamic loads on the frequency is the moti-
vation for the development of the new unsteady aerodynamic modeling approach based on
dynamic mode interpolation (DMI). The main idea of the DMI methodology is to obtain
the flow response to small amplitude periodic deformations of a structure over a range of
frequencies through the interpolation of the most dominant flow dynamic modes extracted
from a few unsteady simulations at reference frequencies. These simulations are carried
out here by solving the Euler or RANS equations, but other approaches could also be used
(e.g., the full potential equation).

This chapter presents an overview of the DMI methodology. The numerical methods
that are employed in the methodology are then explained. First, the governing flow equa-
tions used in this thesis are described. Then, two equivalent approaches to obtain the flow
dynamic modes of a periodic flow response are presented: the dynamic mode decomposi-
tion (DMD) of the unsteady flow and the harmonic balance (HB) method. The properties
of these dynamic modes are studied using the transonic flow around a two-dimensional
pitching airfoil.
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3.1 Theoretical background

3.1.1 Overview of the DMI methodology

The goal of the methodology is to provide the flow response to small amplitude periodic
motion of a structure as a function of the oscillation frequency for given flow conditions
(free-stream Mach number M∞ and Reynolds number Re).

• The first step consists in computing the flow around the oscillating structure at se-
lected frequencies relying on a few high-fidelity unsteady CFD simulations, such
as Euler or RANS simulations. This chapter assesses the accuracy of the Euler and
RANS approaches for modeling such flows.

• The unsteady flow fields at the selected frequencies can then be processed using dy-
namic mode decomposition (DMD) to extract the most dominant dynamic modes
of the flow response. As discussed below, these dynamic modes can also be directly
obtained from harmonic balance (HB) simulations instead of applying DMD to un-
steady simulations. The question is then to determine how many dynamic modes are
required to capture the flow dynamics with sufficient accuracy, and what frequency
should be imposed for the reference simulations. This chapter studies the relative
contribution of the flow modes at a fixed forcing frequency to the flow dynamics.
The influence of the forcing frequency on the flow mode shapes is analyzed.

• The third step consists in interpolating these dominant dynamic modes for any other
frequency in order to estimate the flow response for a range of frequencies. The
resulting frequency-domain aerodynamic forces can then be used for aeroelastic
stability analysis. Each step of the methodology is described in more detail in the
following sections.

Aerodynamic forces acting on a body can be predicted using a set of coupled nonlinear
partial differential equations (PDEs) that govern the fluid dynamics around the body. In
this work, a collection of open-source software tools written in C++ and Python, called
SU2, is used for the analysis of PDEs on unstructured or structured meshes using state-of-
the-art numerical methods [55–58]. The following section is dedicated to the description
of the governing flow equations used within the DMI methodology and the corresponding
boundary conditions. Only the RANS and Euler models are considered in this work. A
brief overview of the numerical implementations is also presented.
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3.1.2 Compressible unsteady Reynolds-averaged Navier-Stokes equa-
tions

The flow problem of interest is the external flow over an aerodynamic body such as a wing
or a full aircraft configuration in arbitrary motion. Figure 3.1 represents an aerodynamic
body of external surface S in a conforming flow domain Ω ⊂ R3 delimited by a far-field
boundary Γ∞. The position of S, and thus Ω, can evolve over time, allowing the study of
aerodynamic bodies moving in a fluid.

h(t)

Γ∞Ω

S

nΓ
∞

nS

Figure 3.1: External flow over an aerodynamic body. Representation of the flow do-
main Ω, the far-field boundary Γ∞, the solid wall boundary S and the corresponding
boundary surface normals nΓ∞

and nS. (Adapted from Palacios et al. [55].)

The dynamic behavior of a compressible viscous flow around an aerodynamic body
can be represented by the Navier-Stokes equations expressed in arbitrary Lagrangian-
Eulerian (ALE) [59] differential form with the associated boundary conditions that are
problem dependent [57]:

∂U
∂ t +∇ ·Fc

ALE−∇ ·Fv = Q in Ω, t > 0,

u = uΩ on S,

∂nT = 0 on S,

(W)+ = W∞ on Γ∞.

(3.1)

The ALE form of the governing equations for fluid dynamics allows the study of unsteady
flow problems with surfaces in motion. The system of equations is explained in more
detail in the following. Regarding the notation, (·)ᵀ is the transpose operation, ∂n(·) is the
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normal gradient operator at a surface point, i.e., nS ·∇(·), and n is the unit normal vector.

• The partial differential equations of the first line correspond to the conservation
of mass, momentum and energy in the fluid. They are defined in a flow domain
Ω ⊂ R3. U is the vector of conservative variables at a point in Ω and at a given
instance in time t:

U =

 ρ

ρu
ρE

 , (3.2)

where ρ is the fluid density, u = [u,v,w]ᵀ ∈ R3 is the flow velocity vector in a
Cartesian system of reference, and E is the total energy per unit mass. U has five
components in 3D and four in 2D.

The convective and viscous fluxes are given by

Fc
ALE =

 ρ(u−uΩ)

ρu⊗ (u−uΩ)+ pI
ρE(u−uΩ)+ pu

 , (3.3)

Fv =

 ·
τττ

τττ ·u+κtotcp∇T

 , (3.4)

where uΩ is the velocity of the domain in motion, which corresponds to the local
mesh velocity after discretization. In the ALE formulation of the governing equa-
tions, the movement of the domain is included in the convective flux terms Fc

ALE and
all boundary conditions take into account any movement of the boundaries. If the
mesh is fixed, then uΩ = 0 and the system of equations (3.1) reduces to an Eulerian
formulation.

Assuming a perfect gas, the static pressure p is given by

p = (γ−1)ρ
[

E− 1
2
(u ·u)

]
, (3.5)

where γ is the ratio of specific heats, which is equal to 1.4 for air. The temperature T
is determined from the perfect gas law,

T =
p

ρR
, (3.6)
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with the gas constant R. The specific heat at constant pressure cp is

cp =
γR

γ−1
. (3.7)

For a Newtonian fluid, the viscous stress tensor τ is given by

τττ = µtot

(
∇u+∇uᵀ− 2

3
I(∇ ·u)

)
. (3.8)

Viscous turbulent flows can be modelled by the unsteady Reynolds-averaged Navier-
Stokes1 (RANS) equations using a turbulence model. The conservative quantities
represent in this case averaged quantities. The standard turbulence models are based
on the Boussinesq hypothesis [60], which represents the effect of unresolved turbu-
lent fluctuations on the mean flow as an increased viscosity. The dynamic viscosity
appearing in the momentum and energy equations of the Navier-Stokes equations is
then replaced by a total viscosity µtot defined by

µtot = µdyn +µtur. (3.9)

The laminar dynamic viscosity µdyn expresses an intrinsic property of the fluid,
while the turbulent eddy viscosity µtur comes from turbulence modeling. The dy-
namic viscosity is determined from Sutherland’s law [61], and is thus a function
of the temperature, i.e., µdyn = µdyn(T ). The turbulent viscosity is calculated by a
suitable turbulence model such as the Spalart-Allmaras model described in the next
section. Similarly, the effective thermal conductivity κtot is given by

κtot =
µdyn

Prdyn
+

µtur

Prtur
, (3.10)

where Prdyn and Prtur are respectively the dynamic and turbulent Prandtl numbers,
which are both assumed to be constant.

Finally, Q represents a generic source term.

• The second line of the system of equations (3.1) represents the no-slip boundary
condition for viscous flows at a solid wall S in arbitrary motion.

• The third expression corresponds to the adiabatic condition at the solid wall S. The
adiabatic condition is chosen here, but an isothermal condition could also be used.

• The last line of the system of equations (3.1) represents a far-field characteristic-
based condition on the far-field boundary. The fluid state at the far-field boundary is

1Formally, the Favre average is used for compressible flows.
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defined using the free-stream conditions depending on the characteristic variables
W [14]. Incoming characteristics (W)+ mean that the information originating at
the boundary propagates into the interior of the domain. Physical boundary condi-
tions (e.g., free-stream conditions, stagnation conditions, back pressure, etc.) are
prescribed for any incoming characteristics.

Spalart-Allmaras turbulence model

The Spalart-Allmaras (S-A) model is a one-equation turbulence model for aerodynamic
flows based on a transport equation for a single scalar variable called the effective tur-
bulent viscosity ν̃ , derived from empiricism and dimensional analysis [62]. The model
has been calibrated based on 2D mixing layers, wakes and flat-plate boundary layers.
The Spalart-Allmaras turbulence model performs well in predicting boundary layers in
pressure gradients, and is commonly used to compute external attached flows and mild
flow separations encountered on aircraft wings. The SU2 code uses the standard Spalart-
Allmaras one-equation model [62]. This most commonly used implementation of the
Spalart-Allmaras model does not include rotation correction for vortex-dominated flows2.
All turbulent flow simulations in this thesis rely on the standard S-A model but other
models, such as the Menter SST turbulence model [63], could equally be considered.

The turbulent viscosity µtur is determined from the following relations that involve the
flow state and the effective turbulent viscosity ν̃ :

µtur = ρν̂ fv1, (3.11)

fv1 =
χ3

χ3 + c3
v1
, (3.12)

χ =
ν̂

ν
, (3.13)

ν =
µdyn

ρ
, (3.14)

where ν is the kinematic viscosity. The following transport equation for the effective eddy
viscosity ν̂ is solved together with the RANS equations:

∂ ν̂

∂ t +∇ ·Fc
ALE−∇ ·Fv = Q in Ω, t > 0,

ν̂ = 0 on S,

ν̂ = σ∞ν on Γ∞.

(3.15)

2The rotation correction reduces the eddy viscosity in regions where the vorticity exceeds the strain rate
(e.g, in the vortex core region where the pure rotation can suppress the turbulence).
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The convective, viscous and source terms are calculated as follows:

Fc
ALE = (u−uΩ)ν̂ , (3.16)

Fv =−ν + ν̂

σ
∇ν̂ , (3.17)

Q = cb1Ŝν̂− cw1 fw

(
ν̂

dS

)2

+
cb2

σ
|∇ν̂ |2. (3.18)

The production term Ŝ is

Ŝ = |ωωω|+ ν̂

κ2d2
S

fv2, (3.19)

where ωωω = ∇×u corresponds to the fluid vorticity, |ωωω| is the vorticity magnitude, dS is
the distance to the closest wall, and the function fv2 is computed as

fv2 = 1− χ

1+χ fv1
. (3.20)

The expression of the function fw is

fw = g

(
1+ c6

w3

g6 + c6
w3

)1/6

, (3.21)

g = r+ cw2(r6− r), (3.22)

r =
ν̂

Ŝκ2d2
S
. (3.23)

The constants are σ = 2/3, cb1 = 0.1355, cb2 = 0.622, κ = 0.41, cw1 = cb1/κ2+(1+ cb2)/σ ,
cw2 = 0.3, cw3 = 2 and cv1 = 7.1.

The variable ν̂ is equal to zero at walls and is set to a fraction σ∞ of the laminar
viscosity at the far-field. The recommended value for σ∞ at the free stream is between
3 and 5 for fully-turbulent behavior as stated in Spalart and Rumsey [64]. The Spalart-
Allmaras turbulence model cannot predict the transition point. The boundary layer is
therefore considered turbulent over the entire surface of the structure.

Numerical methods

In the CFD code SU2, the spatial discretization of the governing equations is achieved
through the finite volume method (FVM) on a dual-grid using a vertex-based approach
so that the nodes of the primal grid represent the centers of the control volumes [14].
The convective fluxes can be discretized using second-order centered schemes such as the
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Jameson-Schmidt-Turkel (JST) scheme [65]. The spatial gradients of the flow variables
can be computed by a weighted least-squares method at all grid nodes. These gradients
are then averaged to obtain the gradients at the cell faces required to evaluate the viscous
fluxes.

For unsteady flows, a dual time-stepping approach [66] is used for second-order accu-
rate time integration where each physical time step is transformed into a steady problem
for which steady-state acceleration techniques can be used.

3.1.3 Compressible unsteady Euler equations

Ignoring the viscous effects, the Navier-Stokes equations simplify to the Euler equations.
The Euler modeling of a flow problem can be represented by the inviscid form of the gov-
erning flow equations expressed in ALE differential form with the corresponding bound-
ary conditions: 

∂U
∂ t +∇ ·Fc

ALE = Q in Ω, t > 0,

(u−uΩ) ·n = 0 on S,

(W)+ = W∞ on Γ∞,

(3.24)

where

U =

 ρ

ρu
ρE

 , (3.25)

Fc
ALE =

 ρ(u−uΩ)

ρu⊗ (u−uΩ)+ pI
ρE(u−uΩ)+ pu

 , (3.26)

Q =

 qρ

qρu

qρE

 . (3.27)

Compared to the unsteady RANS approach described in Section 3.1.2, the viscous fluxes
are omitted, the condition on temperature is not needed at walls, and the no-slip condition
at a solid wall S is replaced by the flow tangency condition for inviscid flows, which means
that the flow cannot penetrate the solid wall.

The methodology will be based on both RANS and Euler simulations. Once such so-
lutions are obtained for a given frequency, the dominant dynamic modes are then extracted
using DMD as explained in the following section.
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3.1.4 Dynamic mode decomposition

Dynamic mode decomposition (DMD) is a modal decomposition technique capable of
extracting information about the dynamical processes contained in a sequence of flow
fields [67–69]. DMD is independent of the method used to generate the flow fields, and is
thus exclusively data-based. The flow fields can be either generated by numerical simula-
tions or measured experimentally (e.g., particle image velocimetry measurements). DMD
can also be used to analyze subdomains of the entire computational domain.

The dynamic mode decomposition algorithm is applied to a sequence of N flow fields
or snapshots represented by a snapshot matrix VN

1 :

VN
1 =

[
v1 v2 v3 . . . vN

]
, (3.28)

where vn denotes a vector representing the nth flow field. In fluid mechanics, the number
of data points is in most cases much larger than the number of snapshots. As a result,
the row dimension of the matrix VN

1 is typically larger than the column dimension. Two
consecutive snapshots vn and vn+1 are assumed to be separated by a constant time step ∆t
that must be small enough so that the relevant dynamic processes present in the flow re-
sponse can be extracted from the input data sequence. According to the Nyquist criterion,
the sampling frequency must be at least twice the characteristic frequency of a process in
order to identify this process. Schmid [67] recommends choosing a sampling frequency
equal to about three times the Nyquist limit to obtain accurate results with DMD.

The application of the DMD procedure results in N−1 modes, each mode consisting
of an amplitude αi, a spatial mode shape φφφ i(x,y,z) and a time behavior given by the
eigenvalue λi such that the evolution of the flow field can be expressed as

v(t) =
N−2

∑
i=0

αiφφφ ieλit . (3.29)

The mode shape vector does not depend on time; all the time dependence is in the complex
exponential term. The real and imaginary parts of the mode eigenvalue λi represent re-
spectively the rate of decay/growth and the frequency associated with this dynamic mode.
If the unsteady flow has reached a fully established periodic state, then the real part of
λi (decay/growth) is zero. The modes that contribute most to the dynamics must then be
identified among all N− 1 modes. The DMD algorithm used in this thesis is described
below.

A constant linear mapping A is assumed between two consecutive snapshots:

vn+1 = Avn, n ∈ {1,2,3, . . . ,N−1}. (3.30)
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The sequence of snapshots can then be formulated as a Krylov sequence:

VN
1 =

[
v1 Av1 A2v1 . . . AN−1v1

]
. (3.31)

The objective of DMD is to extract dynamic characteristics of the physical process de-
scribed by the matrix A, which is usually not known a priori and needs to be approximated
from the sequence of snapshots.

If the sequence VN
1 includes a sufficiently large number of snapshots, the dominant

features of the related physical process are captured by VN
1 . Therefore, the snapshots may

be assumed to become linearly dependent beyond a certain number. The last snapshot vN

is then written as a linear combination of the previous snapshots
[
v1 v2 v3 . . . vN−1

]
:

vN = VN−1
1 a+ r, (3.32)

where a =
[
a1 a2 a3 . . . aN−1

]ᵀ
is the vector containing the coefficients of the lin-

ear combination and r is the residual vector. The following matrix relation can then be
written [70]:

VN
2 = AVN−1

1 = VN−1
1 S+ reᵀN−1, (3.33)

where S is a companion matrix given by

S =


0 a1

1 0 a2
. . . . . . ...

1 0 aN−2

1 aN−1

 , (3.34)

and eᵀN−1 =
[
0 0 . . . 1

]
∈ RN−1. By construction, some of the eigenvalues of the

matrix A are approximated by those of the companion matrix S. The last column of S
contains the components of a, which are unknown. The vector a can be obtained by
calculating the least-squares solution of Equation (3.32) using a QR decomposition of the
sample sequence VN−1

1 :

VN−1
1 = QR, (3.35)

where Q is an unitary matrix (i.e., its conjugate transpose QH equals its matrix inverse
Q−1) and R is an upper triangular matrix. The vector a is then given by

a = R−1QHvN . (3.36)
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However, in practice, the decomposition algorithm using the companion matrix S is ill-
conditioned and often only the first two dominant dynamic modes of the physical process
can be extracted, especially with noisy experimental data [67].

A more robust computation is obtained by using a full matrix S̃ related to S by a
similarity transformation. First, a singular value decomposition of VN−1

1 is evaluated:

VN−1
1 = UΣΣΣWH , (3.37)

where U and W are unitary matrices, WH is the conjugate transpose of W, and ΣΣΣ is a
diagonal matrix whose elements are the singular values of VN−1

1 . The matrix U contains
the spatial structures of the proper orthogonal modes (PODs) for the snapshot matrix
VN

1 [47, 67]. Then, substituting Equation (3.37) in Equation (3.33) gives

UHAU = UHVN
2 WΣΣΣ

−1 = S̃. (3.38)

The spatial structure of each DMD mode φφφ i is then obtained as

φφφ i = Uyi, (3.39)

where yi is the ith eigenvector of S̃:

S̃yi = µiyi. (3.40)

The extracted DMD modes accurately describe the dynamical behavior contained in
the data sequence. The snapshots can be estimated by a superposition of the r retained
dynamic modes scaled by their complex scalar amplitude αi [69]:

vn ≈
r−1

∑
i=0

αiφφφ iµ
n−1
i , n ∈ {1,2,3, . . . ,N−1}. (3.41)

This expression can be written in matrix form as

[
v1 v2 . . . vN−1

]
︸ ︷︷ ︸

VN−1
1

≈
[
φφφ 0 φφφ 1 . . . φφφ r−1

]
︸ ︷︷ ︸

ΦΦΦ


α0

α1
. . .

αr−1


︸ ︷︷ ︸

Dα


1 µ0 µ2

0 . . . µ
N−2
0

1 µ1 µ2
1 . . . µ

N−2
1

...
...

... . . . ...
1 µr−1 µ2

r−1 . . . µ
N−2
r−1


︸ ︷︷ ︸

Vµ

. (3.42)

The Vandermonde matrix Vµ governs the temporal evolution of the dynamic modes. Dif-

ferent methods do exist to determine the vector of amplitudes ααα =
[
α0 α1 . . . αr−1

]ᵀ
33



[69, 71]. The approach followed in this thesis consists in finding the DMD amplitudes
that minimize the Frobenius norm of VN−1

1 −ΦΦΦDαVµ . As demonstrated by Jovanović et
al. [69], the optimal amplitudes of the DMD modes that solve this optimization problem
are given by

ααα =

[(
yHy

)
◦
(

VµVH
µ

)]−1

diag
(
VµWΣΣΣHy

)
, (3.43)

where the symbol ◦ denotes the element-wise multiplication operator, an overline is the
complex conjugate operator, and the diag function returns the diagonal elements of a
matrix.

The decay rates and frequencies of the individual modes are respectively the real and
imaginary parts of λi = log(µi)/∆t. Introducing λi in Equation (3.41), one has

vn ≈
r−1

∑
i=0

αiφφφ ieλi(n−1)∆t , n ∈ {1,2,3, . . . ,N−1}. (3.44)

3.1.5 Harmonic balance method

When the unsteady dynamics of the problem is time-periodic, harmonic balance (HB) [43,
72–74] represents an interesting alternative to the above approach for obtaining the dom-
inant dynamics modes. In particular, HB assumes that the time behavior of any conserva-
tive variable can be expressed as a sum of Fourier modes. HB simulations with only a few
modes can thus provide the necessary key dynamic modes at a lower cost than applying
DMD to full time-accurate simulations.

The implementation of the harmonic balance method in SU2 used in this thesis as-
sumes that the cells of the mesh do not deform. The motion of the structure can be
accounted for by displacing the entire mesh in a rigid-body-like motion following the mo-
tion of the structure. This implementation is well-adapted for studying 2D airfoils in rigid
body motion, as described below, but cannot be used for deforming airfoils or wings.

The differential form of the unsteady compressible Navier-Stokes equations can be
integrated over a control volume Ωi surrounding node i using the finite volume method.
The semi-discretized form obtained after spatial integration can be written concisely as

d
dt

∫
Ωi(t)

UdΩ+Ri(U) = 0, (3.45)

where Ri(U) represents the terms resulting from the spatial discretization at each node.
The fully-discrete finite volume form of the governing equations is obtained by discretiz-
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ing the time derivative term:

|Ωi|DtUi +Ri(U) = 0, (3.46)

where |Ωi|=
∫

Ωi(t) dΩ is constant for mesh cells that do not deform in time and Dt is the
derivative operator with respect to time.

For unsteady flows, the integration of the flow equations in time is performed using
a dual time-stepping strategy [66]. The unsteady problem is transformed into a series of
steady-state problems in pseudo-time τ at each physical time step that can be solved using
steady-state acceleration techniques [72]:

|Ωi|
∂Ui

∂τ
+ |Ωi|DtUi +Ri(U) = 0, (3.47)

In time-accurate methods, the time derivative term |Ωi|DtUi in Equation (3.47) is seen
as a solution-dependent source term in a pseudo-time iteration, and it can be discretized
using different explicit or implicit finite difference schemes. On the other hand, in the
harmonic balance method implemented in SU2, this time derivative operator is replaced
by a harmonic balance operator whose derivation is presented below.

The harmonic balance method solves the governing equations for a specified set of
frequencies

ωωω =
[
ω0 ω1 ω2 . . . ωK ω−K . . . ω−1

]ᵀ
, (3.48)

where ω0 = 0 rad/s, ω−k =−ωk and K is the number of specified frequencies. In general,
the harmonic balance method can be used with unsteady flow problems that include one or
several fundamental frequencies, and so the discrete frequencies are not necessarily multi-
ples of each other 3. The time period T of the HB simulation is divided into N = 2K + 1
time instances. A Fourier representation of each conservative variable in time is written
using the period and the set of frequencies:

ϕ̂k =
1
N

N−1

∑
n=0

ϕne−iωktn , (3.49)

or in matrix form using the discrete Fourier transform (DTF) matrix E:

ϕ̂ϕϕ = Eϕϕϕ, (3.50)

Ek,n =
1
N

e−iωktn, (3.51)

3The reader can refer to Nimmagadda et al. [72] for applications of the HB method to flow problems
containing several fundamental frequencies.
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where

• ϕϕϕ =
[
ϕ0 ϕ1 ϕ2 . . . ϕN−1

]ᵀ
is a vector containing a single conservative variable

in a control volume Ω at the N time instances throughout the period. The nth time
instance is tn = nT/N.

• ϕ̂ϕϕ =
[
ϕ̂0 ϕ̂1 ϕ̂2 . . . ϕ̂K ϕ̂−K . . . ϕ̂−1

]ᵀ
is the N-vector of Fourier coeffi-

cients in the frequency domain.

Applying the time derivative operator Dt to ϕϕϕ and noting that ϕ̂ϕϕ does not depend on time
give

Dtϕϕϕ = Dt(E−1
ϕ̂ϕϕ) =

∂E−1

∂ t
ϕ̂ϕϕ =

∂E−1

∂ t
Eϕϕϕ, (3.52)

and therefore

Dt =
∂E−1

∂ t
E. (3.53)

If the flow problem has only one fundamental frequency, the discrete frequencies specified
in Equation (3.48) are ωk = k2π/T . In this case, the inverse Fourier transform E−1 and
its time derivative appearing in Equation (3.53) have an analytic expression:

E−1
n,k = eiωktn, (3.54)

∂E−1

∂ t
= E−1D, (3.55)

where D is a diagonal matrix with Dkk = iωk. If the flow problem has several fundamental
frequencies, it is easier to first write an analytical expression directly for E−1 in order to
determine its derivative, and calculate E by numerically inverting E−1 [72].

For HB simulations, the time derivative of the conservative variables in Equation (3.47)
of the dual-time stepping method is replaced by the product of the harmonic balance op-
erator given by Equation (3.53) and the vector of the conservative variables at the N time
instances. This product is considered as a source term, it connects each time instance
to the other instances. Therefore, the unsteady problem is solved using N steady-state
simulations that are marched simultaneously towards steady state in pseudo-time. The
N converged steady-state flow solutions can then be spectrally interpolated to obtain the
continuous unsteady solution. A disadvantage of the HB method is that it can become ex-
pensive in terms of memory requirements for a large number of input frequencies because
the solver has to store the solutions for all time instances.

In the case of the flow response to periodic small amplitude oscillations of a structure
at a given frequency, the computation time of the HB method with one mode is of the same
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order as the linear frequency domain (LFD) [75–77], although the LFD method should be
faster for multiple frequencies. However, the one-mode HB method is more accurate than
the LFD method. The LFD method becomes less accurate as soon as moving shocks
appear in the transonic flow regime. The reason of this loss of accuracy is related to the
fact that the mean solution of the LFD method is obtained by a steady-state simulation at
the mean position of the structure. However, the average position of the moving shocks
can deviate significantly from their static position determined at the mean position of the
structure. This discrepancy affects the accuracy of the LFD method to predict unsteady
transonic flows [75–77].
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3.2 Simulations of the transonic flow around a pitching
NACA 64A010

The present section assesses the performance of the unsteady Euler and RANS approaches
for predicting the unsteady transonic flow around a pitching airfoil. This configuration has
been chosen for validation purposes, and it allows the study of shock waves that move due
to structural oscillations.

The 2D transonic flow over a NACA 64A010 airfoil pitching around its quarter-chord
point is used as a test case, based on the experiment performed by Davis [79]. The free-
stream Mach number M∞ is 0.796 and the Reynolds number Re based on the chord c is
12.56×106. The pitching motion at constant frequency is specified as

α(τ) = ᾱ + α̂ sin(kτ), (3.56)

where α(τ) is the variation of the angle of attack with the non-dimensional time τ = tU∞/b,
U∞ is the free-stream velocity, the semi-chord b = c/2, ᾱ is the mean angle of attack, α̂ is
the pitching amplitude, and the forcing reduced frequency is defined as k = ωb/U∞ with
ω the angular frequency. Unless otherwise specifically mentioned, all of the following
results are obtained for ᾱ = 0◦, α̂ = 1.01◦ and k = 0.202. As the mean angle of attack
and pitching amplitude are small, massive separation of the flow does not occur.

The open source three-dimensional finite element mesh generator Gmsh [80] is used to
create the meshes. The boundaries of the computational domain are located approximately
50c away from the airfoil in order to minimize their impact on the solution in the region of
interest as illustrated in Figure 3.2. A C-type grid is appropriate for flows over an airfoil
with a sharp trailing edge.
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Figure 3.2: Computational domain for the pitching NACA 64A010 case.

The quality of the mesh is critical for the accuracy of the results. A body-fitted C-type
structured grid is chosen for this simple geometry, as shown in Figure 3.3, because it is
more efficient than an unstructured grid in terms of CPU time and memory requirements
for the same accuracy [14]. The cells are clustered near the wall and wake regions where
the flow varies strongly. Grid stretching is applied in the normal direction in order to
decrease the computational cost. The size of the grid cells varies in a continuous way in
all directions. The distortions of the grid are minimized.

The RANS model has a specific requirement in terms of mesh size at the wall in order
to properly capture the turbulent boundary layer. The cells are orthogonal to the wall and
the first grid spacing along the entire airfoil is set such that the distance normal to the wall
in wall units y+ satisfies the following criterion

y+ =
yu∗
ν

. 1, (3.57)

u∗ =
√

τw

ρ
, (3.58)

τw = µ
∂u
∂y

∣∣∣∣
y=0

, (3.59)

where y is the distance normal to the surface, µ is the dynamic viscosity, τw is the wall
shear stress, u∗ is the friction velocity, and ν is the kinematic viscosity. This criterion is
required in order to properly capture the turbulent boundary layer without using a wall
function in the Spalart-Allmaras turbulence model.
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Figure 3.3: Computational grid used for the unsteady RANS simulations corresponding
to Mesh II.

The characteristics of the mesh are defined so as to minimize the numerical error
introduced by the spatial discretization. A grid refinement analysis is presented on the
unsteady RANS simulations using the S-A model. The same simulation is performed on
finer and finer grids, and the variation of the solution is analyzed. Three levels of grid
refinement are considered. The first cell at the wall remains the same in each mesh. The
number of cells increases from Mesh I to Mesh III as indicated in Table 3.1.

Mesh Number of points: Number of quadrilaterals
around the airfoil in the normal direction in the wake

I 200 86 52 26144
II 250 108 64 40824
III 300 130 76 58760

Table 3.1: Computational grid characteristics for the unsteady RANS simulations. Three
levels of grid refinement are chosen for the grid convergence study.

The open-source CFD code SU2 is used to compute the unsteady flow problem on a
rigidly transforming mesh. The choice of the time step is dictated by the smallest physical
time scale of the flow that needs to be resolved and numerical stability. The time-accurate
simulations use 25 time steps per period of oscillation to capture the relevant time scales.
The free-stream flow state is used as the initial condition. The flow being time-periodic,
the calculation is run over several periods of oscillation until transient effects are elimi-
nated and a periodic state is reached.
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Figure 3.4 shows the unsteady lift and drag coefficients obtained for simple harmonic
motion using the RANS approach and the three meshes. Refining Mesh II does not change
the solutions (i.e., grid independence is achieved) while the increase of the computational
cost is not negligible. This grid convergence study confirms that the resolution of Mesh II
is sufficient to provide accurate RANS results. In the following sections, the results com-
puted using Mesh II are analyzed. A similar resolution is used for the Euler simulations
presented in this work except that the first spacing is larger (y ≈ c/100). Another impor-
tant observation is that the unsteady simulation quickly reaches the periodic state for this
problem with a boundary undergoing simple harmonic oscillations of small amplitude.
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Figure 3.4: (a) Lift coefficient cl and (b) drag coefficient cd as a function of time t obtained
by unsteady RANS simulations for three levels of grid refinement.

Figure 3.5 shows three snapshots of the Mach number field M at three instances of
the oscillation cycle computed by Euler and RANS simulations. The free-stream flow
is subsonic (M∞ < 1) but close to 1. The flow becomes locally supersonic (M > 1) in
some regions around the airfoil. These supersonic regions are delimited by the sonic
lines (M = 1) represented by the black line in Figure 3.5. The shock waves lie at the
downstream edge of the supersonic regions and their position and strength clearly vary
over time due to the motion of the airfoil. Both the Euler and RANS models capture these
moving shock waves.

The RANS solution includes the viscous boundary layer and wake. The shock waves
can interact with the boundary layer. In this reference case, the boundary layer is very
thin because the Reynolds number is large (Re = 12.56×106) and it remains attached as
the angle of attack remains small throughout the motion (ᾱ = 0◦ and α̂ = 1.01◦). Massive
flow separation does not occur in the reference case. Therefore, the Euler and RANS
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models predict similar flow fields.

(a) kτ = 0◦ (b) kτ = 120◦ (c) kτ = 240◦

(d) kτ = 0◦ (e) kτ = 120◦ (f) kτ = 240◦

Figure 3.5: Contours of the Mach number M at different phases kτ of the forced oscilla-
tion cycle obtained by (a–c) an unsteady RANS simulation and (d–f) an unsteady Euler
simulation. The black line represents the isoline M = 1.

The numerical results are compared with the experimental measurements in order to
evaluate their accuracy. In the following figures, the black and blue curves are respectively
associated with the RANS and Euler simulations. In Figure 3.6, the variation of the lift
coefficient cl in time is calculated from the pressure field. It can be seen that the RANS
lift coefficient is slightly closer to the experiment compared to the Euler solution.

The chordwise location of the shock on the upper surface xs is defined as the location
of the maximum gradient of the pressure coefficient Cp similarly to the experiment. There
is a slight shift between the Euler and RANS solutions because the thin attached boundary
layer slightly modifies the pressure distribution compared to the inviscid case. The RANS
solution is in slightly better agreement with the experimental results. The shock motion
on the lower surface is similar due to the symmetry of the problem. Some discrepancies
appear between the numerical and experimental data in the second half of the oscillation
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cycle, probably because the shock wave on the upper surface becomes very weak so that
it is difficult to define a precise shock position, even experimentally.

Overall, the time response of the lift coefficient and the motion of the shock wave pre-
dicted by the Euler and RANS models are both in good agreement with the experimental
measurements for the reference conditions.
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Figure 3.6: Comparison of the unsteady RANS and Euler solutions with the experimental
data of Davis [79] for the reference pitching NACA 64A010 case at the reduced frequency
k = 0.202.

The DMI methodology aims to obtain the flow response to an imposed periodic defor-
mation of the structure at any frequency by interpolating the most dominant flow dynamic
modes obtained from a few high-fidelity simulations at different frequencies. The follow-
ing section analyzes the relative contribution of the modes at a fixed forcing frequency.
The objective is to determine how many flow dynamic modes are required to capture the
flow dynamics with sufficient accuracy.

3.2.1 Contribution of the dynamic modes to the flow dynamics

High-fidelity flow simulations provide the entire flow field around the oscillating structure
as a function of time. After the initial transient phase, the unsteady flow fields can be pro-
cessed using dynamic mode decomposition to extract information about the flow response
dynamics. The flow region used for DMD analysis is a square of side 2c centered on the
airfoil. This spatial size is large enough to include the supersonic regions. Only one pe-
riod of oscillation is considered, i.e., the transient phase is discarded, and 25 snapshots
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are used.
Figure 3.7 shows the resulting modal amplitude αi against the corresponding modal

reduced frequency ℑ(λi)b/U∞ of each DMD mode for the Euler and RANS simulations
carried out at k = 0.202. Each modal amplitude distribution is discrete. The spectrum is
symmetrical with respect to ℑ(λi) = 0 because the input data are real [67]. The dynamic
modes appear in complex conjugate pairs. For example, the dynamic modes associated
with i = 1 and i = 2 are complex conjugates. Moreover, the eigenvalues are purely imag-
inary, i.e., there is no damping of the modes as the flow’s time response is fully periodic
after the transient phase.

The free stream has not been removed from the input flow data in this analysis. The
highest peak represents the contribution of the mean flow, which is constant over time.
The modal reduced frequency ℑ(λ0)b/U∞ associated with this mode is equal to zero.
The next peak corresponds to the flow dynamic mode 1. It appears at the fundamental
frequency corresponding to the frequency at which the pitching motion is forced such that
ℑ(λ1)b/U∞ = k.

This first dynamic mode contributes most to the flow dynamics. The higher harmon-
ics (i.e., integer multiples of the fundamental frequency) are well distinguishable but their
amplitude decreases rapidly with the modal frequency. This decrease is steeper in the
Euler solution. Therefore, the modes at high ℑ(λi)b/U∞ make a relatively small contribu-
tion to the flow dynamics. The dynamic modes include smaller and smaller scales as the
modal frequency ℑ(λi) increases.
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Figure 3.7: Absolute value of the modal amplitude |αi| as a function of the modal reduced
frequency ℑ(λi)b/U∞ of the flow modes obtained by DMD of (a) unsteady RANS and
(b) unsteady Euler pressure coefficient fields for the pitching NACA 64A010 case at the
reduced frequency k = 0.202.

The time response of a flow field can be reconstructed from these DMD modes using
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Equation (3.44). On the other hand, a good approximation of the flow dynamics can be
obtained by using only the most dominant DMD modes in the reconstruction. In Fig-
ures 3.8 and 3.9, the flow dynamics is reconstructed using the mean flow and the first
dynamic mode corresponding to the pitching frequency, i.e., r = 3 in Equation (3.44) for
the one-mode reconstruction as the complex conjugate of each selected dynamic mode is
also included in the reconstruction. Additionally, the first higher harmonic is included in
the two-mode reconstruction (r = 5 in Equation (3.44)). The objective is to analyze the
accuracy of the solution with respect to the number of modes included in the reconstruc-
tion.

For both the Euler and RANS approaches, the one-mode solution provides a very good
approximation of the corresponding unsteady aerodynamic lift and moment coefficients
cl and cm. Although a single mode already provides a relatively good prediction of the
shock motion, including the second mode visibly improves the results.
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Figure 3.8: Comparison between the unsteady RANS solutions, the two-mode and one-
mode DMD representations for the pitching NACA 64A010 case at the reduced frequency
k = 0.202.
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(b) Moment coefficient cm as a function of the angle of attack α
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Figure 3.9: Comparison between the unsteady Euler solutions, the two-mode and one-
mode DMD representations for the pitching NACA 64A010 case at the reduced frequency
k = 0.202.
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The harmonic balance method is suggested as an efficient alternative for calculating
dynamic modes. The transonic flow around the pitching airfoil is simulated with the
harmonic balance method using only the fundamental frequency of the flow, which is
assumed to be equal to the imposed pitching frequency. Another simulation is carried out
by adding the second harmonic. As discussed previously, the DMD modes appear at the
frequency of oscillation and its harmonics, exactly as in the case of a harmonic balance
procedure. Therefore, a harmonic balance solution with only the fundamental frequency
corresponds to a single-mode DMD representation as illustrated in Figure 3.10a for the
shock motion. If the second harmonic is included, the solution corresponds to a two-mode
DMD representation as shown in Figure 3.10b.
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Figure 3.10: Comparison between the one-mode and two-mode DMD representations
of the shock motion and the corresponding harmonic balance solutions for the pitching
NACA 64A010 case at the reduced frequency k = 0.202.

On the same number of cores, an unsteady RANS calculation requires about ten times
more runtime than an unsteady Euler calculation as shown in Table 3.2. A harmonic
balance calculation using only the fundamental frequency involves three coupled steady-
state calculations and requires half the computational time of the corresponding unsteady
simulation for the present case. The computation time of a harmonic balance calcula-
tion using two input frequencies (five coupled steady-state calculations) is comparable
to an unsteady simulation. If the number of included frequencies increases, the estima-
tions are more accurate, but the HB method can become expensive in terms of memory
requirements and computation time. In general, a harmonic balance simulation has a
lower computation time than a time-accurate simulation because the flow transients are
not considered. However, the flow transients smooth out rather quickly for the present
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small-amplitude pitching airfoil.

Level of fidelity Computation time (min on 8 cores)
Unsteady RANS 118.76
HB 2 RANS 120.10
HB 1 RANS 65.76
Unsteady Euler 12.38
HB 2 Euler 11.14
HB 1 Euler 6.18

Table 3.2: Computation time of the different levels of fidelity for the pitching
NACA 64A010 case.

3.2.2 Influence of the reduced frequency

The dependence of the flow dynamics on the pitching frequency is assessed by comparing
the results for several reduced frequencies k at the same nominal flow conditions. The
pressure field is analyzed first as it is directly related to the aerodynamic forces, but the
methodology could be applied to any other quantity. More specifically, DMD is applied to
pressure coefficient fields generated by unsteady Euler simulations for three reduced fre-
quencies k = 0.1, 0.202 and 0.3. This range of reduced frequencies is considered because
the flutter instability is generally encountered for k of the order of 0.1 in most transonic
flutter problems of aircraft wings or control surfaces [6]. The amplitude of the first dy-
namic mode decreases as the reduced frequency increases, but the first dynamic mode still
contributes most to the flow dynamics as can be seen in the amplitude distributions given
in Figure 3.11.
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Figure 3.11: Absolute value of the modal amplitude |αi| as a function of the modal re-
duced frequency ℑ(λi)b/U∞ of the flow modes obtained by DMD of unsteady Euler pres-
sure coefficient fields for the pitching NACA 64A010 case at three values of the reduced
frequency k.

Figure 3.12 confirms that considering the first dynamic mode is sufficient to compute
the time responses of the lift and moment coefficients, which are global quantities, for
all selected values of k. Including the second dynamic mode does not really improve
the results for cl and cm. On the other hand, it is more difficult to accurately capture
a local quantity such as the shock wave motion, particularly at higher forcing reduced
frequencies (e.g., k = 0.3). As the reduced frequency k increases, the shock wave motion
starts to deviate from a simple harmonic solution. This observation is consistent with the
amplitude distributions of Figure 3.11. The relative contribution of the higher dynamic
modes becomes larger as k increases. The DMD reconstructions converge to the time-
accurate solutions when the number of included modes increases. Figure 3.13 shows that
at least three DMD modes are necessary to provide a relatively good approximation of the
shock location at k = 0.3. Nonetheless, the accuracy of a flutter analysis depends mostly
on the accuracy of the aerodynamic load prediction rather than the shock position itself.
The above analysis thus shows that a relative good approximation can be obtained with a
single dynamic mode.
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(e) k = 0.202
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Figure 3.12: Comparison of the lift coefficient cl , the moment coefficient cm and the
chordwise position of the shock on the upper surface xs between the unsteady Euler solu-
tions, the two-mode and one-mode DMD representations for the pitching NACA 64A010
case at three values of the reduced frequency k.
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Figure 3.13: Comparison of the chordwise position of the shock on the upper surface xs
between the unsteady Euler solution and the DMD representations with different numbers
of modes for the pitching NACA 64A010 case at the reduced frequency k = 0.303.

Figure 3.14 illustrates the shape α0φφφ 0 of DMD mode 0, i.e., the mean flow, as calcu-
lated from the three unsteady Euler simulations at k = 0.1, 0.202 and 0.3. It shows that
the DMD representation of the mean flow remains essentially independent of the pitching
reduced frequency k for such small-amplitude oscillations.

(a) k = 0.1 (b) k = 0.202 (c) k = 0.3

Figure 3.14: Influence of the reduced frequency k on the mean DMD mode α0φφφ 0 extracted
from unsteady Euler flow fields for the pitching NACA 64A010 case. The filled contour
plots represent the mean pressure mode, and the streamlines represent the mean velocity
mode.

Each dynamic mode is characterized by a spatial structure oscillating at a single fre-
quency ℑ(λi). The first dynamic mode shown in Figure 3.15 oscillates at the fundamen-
tal frequency (i.e., of the forced motion) and contains dynamically important structures.
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Streamlines have been added to better visualize the mode shape, but one should keep in
mind that these streamlines are not physical as the mean flow is not taken into account. It
can be seen that the shape of the first dynamic mode changes progressively as k increases.
The modal assurance criterion (MAC) is used in order to quantitatively demonstrate this
observation. The MAC is a technique used to compare mode shapes [81]. Considering
two different spatial modes φφφ A and φφφ B, the MAC between these modes is calculated from

MAC(φφφ A,φφφ B) =

(
φφφ T

Aφφφ B

‖φφφ A‖‖φφφ B‖

)2

. (3.60)

By definition, the MAC is bounded between 0 and 1. If MAC is equal to 1, then the
correlation is perfect; if MAC = 0, then the two modes are fully uncorrelated.

The MAC matrices shown in Figure 3.15 quantitatively confirm that the shape of the
first dynamic mode changes progressively with k. Moreover, the correlation becomes
weaker as the reduced frequencies are further apart. As a result, the dynamics of the flow
in time will change with k, and thus also the time response of the shock waves, which can
profoundly affect the aeroelastic stability. It is therefore important to take into account
this gradual transformation of the mode shape with frequency. These findings are also
valid for the RANS results (not shown).

In summary, DMD of unsteady Euler or RANS simulations has shown that only a few
modes are important to capture the dynamical behavior of the transonic flow when the
small amplitude periodic motion is forced. The first dynamic mode, i.e., that correspond-
ing to the frequency of the imposed motion, is sufficient to accurately estimate the lift and
moment coefficients. Furthermore, the mode shapes change with the forcing frequency.
This dependence on k must be captured for accurate flutter predictions.
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(a) k = 0.1 (b) k = 0.202 (c) k = 0.3
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Figure 3.15: Influence of the reduced frequency k on (a–c) the real part and (d–f) the
imaginary part of the first dynamic mode α1φφφ 1 extracted from unsteady Euler flow fields
for the pitching NACA 64A010 case. The filled contour plots represent the first pressure
mode, and the streamlines represent the first velocity mode. MAC matrices comparing (g)
the real part and (h) the imaginary part of the first dynamic velocity modes at three values
of k. 54



3.2.3 Dynamic mode interpolation

DMD of an unsteady high-fidelity simulation provides the relevant modes for a given
oscillation frequency. If a different value of k is required, then another corresponding
Euler or RANS simulation must be carried out. This approach becomes computationally
expensive if a large number of frequencies is required as in a flutter analysis. The idea of
the DMI methodology is thus to compute the most dominant modes at two nearby reduced
frequencies k1 and k2. Then, the dynamic modes corresponding to other frequencies are
estimated through linear interpolation, which makes it possible to take into account the
progressive changes in the mode shape with k at a limited cost:

φφφ i(k) =
φφφ i(k2)−φφφ i(k1)

k2− k1
(k− k1)+φφφ i(k1). (3.61)

Higher-order interpolations requiring more reference simulations could also be used to
achieve higher accuracy, but at the expense of higher computational cost.

As an example, the first dynamic modes of the pressure and velocity fields at k = 0.202
are obtained through interpolation between the corresponding modes at k = 0.1 and 0.3.
Figure 3.16 compares the real and imaginary parts of the shape α1φφφ 1 of mode 1 esti-
mated by interpolation to the corresponding exact mode for both the pressure coefficient
(contours) and the velocity (streamlines). It can be seen that dynamic mode interpolation
gives a good approximation as the exact and interpolated mode shapes are similar. This
is quantitatively confirmed by the corresponding MAC values which are very close to 1:
MAC = 0.98 for the real part and MAC = 0.99 for the imaginary part.
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(a) (b)

(c) (d)

Figure 3.16: (a) Real part and (c) imaginary part of the first dynamic mode α1φφφ 1 at
k = 0.202 extracted from unsteady Euler flow fields for the pitching NACA 64A010 case.
(b) Real part and (d) imaginary part of the first dynamic mode at k = 0.202 interpolated
from the first dynamic modes at k = 0.1 and 0.3. The filled contour plots represent the
first pressure mode, and the streamlines represent the first velocity mode.

The resulting one-mode solutions for the aerodynamic lift and moment coefficients
and the shock location obtained from dynamic mode interpolation are in good agreement
with the corresponding exact one-mode and unsteady solutions for both the Euler and
RANS models, as illustrated in Figures 3.17 and 3.18. This dynamic mode interpolation
can provide the aerodynamic loads for a range of reduced frequencies.
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(a) Lift coefficient cl as a function of the angle of attack α
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(b) Moment coefficient cm as a function of the angle of attack α
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(c) Chordwise position of the shock on the upper surface xs over
one oscillation cycle

Figure 3.17: Comparison between the unsteady Euler solutions, the one-mode DMD rep-
resentations and the present dynamic mode interpolation approach based on the first dy-
namic modes at k = 0.1 and 0.3 for the reference pitching NACA 64A010 case at the
reduced frequency k = 0.202.
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(a) Lift coefficient cl as a function of the angle of attack α
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(b) Moment coefficient cm as a function of the angle of attack α
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(c) Chordwise position of the shock on the upper surface xs over
one oscillation cycle

Figure 3.18: Comparison between the unsteady RANS solutions, the one-mode DMD
representations and the present dynamic mode interpolation approach based on the first
dynamic modes at k = 0.1 and 0.3 for the reference pitching NACA 64A010 case at the
reduced frequency k = 0.202.
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3.2.4 Influence of the motion amplitude

An amplitude of motion must be imposed for the reference unsteady simulations. Fig-
ure 3.19 analyzes the influence of the pitching amplitude α̂ on the amplitudes of the lift
and moment coefficients ĉl and ĉm. It can be seen that the values of ĉl/α̂ and ĉm/α̂ remain
constant for small values of α̂ , indicating a linear behavior. A departure from the linear
behavior is observed for α̂ > 1 deg. Therefore, as long as the amplitude of the motion
remains small and massive flow separation does not occur, the aerodynamic forces can
be scaled by the motion amplitude assuming a linear behavior. They become thus inde-
pendent of the motion amplitude. This approximation is used for the flutter calculations
presented in the next chapters.
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Figure 3.19: Influence of the amplitude of the pitching motion α̂ on the lift and moment
coefficient amplitudes divided by the pitching amplitude, ĉl/α̂ and ĉm/α̂ , for the reference
pitching NACA 64A010 case at the reduced frequency k = 0.202.
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3.3 Concluding remarks

The transonic flow around a pitching NACA 64A010 allowed the study of moving shock
waves and has been used for validation purposes. The aerodynamic loads calculated at
different levels of fidelity by both the Euler and RANS approaches are in good agreement
with the experimental measurements of this high Reynolds number attached transonic
flow.

The DMI methodology requires the most dominant dynamic modes of the flow re-
sponse to small amplitude periodic oscillations of the structure for at least two frequen-
cies. These dynamic modes can be extracted from unsteady flow fields by dynamic mode
decomposition or computed directly by harmonic balance simulations. This chapter has
shown that the first DMD mode contributes most to the flow dynamics so that the mean
flow and first DMD mode are usually sufficient to represent the overall flow dynamics of
the forced periodic motion. Moreover, the mode shapes progressively change with the fre-
quency. The proposed unsteady aerodynamic model based on dynamic mode interpolation
originates from these observations.

For small amplitude simple harmonic motions, interpolating from the most dominant
modes at two nearby reference frequencies provides thus good estimates of the complete
flow dynamics over a range of frequencies, provided that the frequency of interest is not
too far from the range covered by the reference frequencies. From a computational point
of view, only two unsteady simulations are required for each degree of freedom. In addi-
tion, a fully established periodic regime is quickly reached for the considered applications
as they involve a forced motion, even for the 3D wings considered in the following chap-
ters.

The DMI methodology has thus the ability to model the unsteady aerodynamic loads
acting on wings oscillating in simple harmonic motion in the transonic flow regime. It
is suitable for flutter analyses that involve small perturbations of the structure so that
a linearization of the aerodynamic forces with respect to the deformation amplitude is
possible. Chapter 4 presents several applications of the DMI methodology to transonic
flutter calculations.
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Chapter 4

Transonic flutter calculation
methodology: description and
validation

The unsteady aerodynamic modeling based on dynamic mode interpolation introduced in
Chapter 3 can be used to obtain a frequency-domain aerodynamic force matrix. Aeroelas-
tic stability analysis can then be performed using standard flutter solution techniques such
as the p-k method.

This chapter presents the aeroelastic equations of motion used for flutter analysis. The
computation of the aerodynamic force matrix using the DMI methodology is explained.
The flutter solution techniques are then described. An important objective of this chapter
is to validate the flutter solutions predicted using the DMI methodology by comparing
with experimental measurements and time-accurate fluid-structure interaction simulations
from the literature. The following key questions are investigated:

• What is the performance of the methodology for predicting the onset of transonic
flutter for the 2D Isogai airfoil and 3D AGARD 445.6 wing models?

• What is the influence of the moving shock waves and the viscous boundary layer on
the flutter boundary in the transonic flow regime?

4.1 Theoretical background

4.1.1 Derivation of the flutter equation

This section presents the derivation of the aeroelastic equations used for flutter analy-
sis. The most general description of an aeroelastic system involves nonlinear governing
equations for both the structural and fluid dynamics. In practice, an aeroelastic stability
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analysis is generally carried out around a given wing shape (e.g., the flight shape in cruise)
so that the equations governing the structural dynamics can be linearized around this wing
shape for small deformations. The resulting aeroelastic equations in Cartesian coordinates
are transformed to modal coordinates, which makes it possible to reduce the number of
degrees of freedom of the system by retaining only a subset of the modes of vibration. A
harmonic vibration of the structure is then assumed resulting in a frequency-domain for-
mulation of the modal aeroelastic equations. The aerodynamic forces are assumed to vary
linearly with the amplitude of the structural deformation for small amplitudes leading to
the flutter equation, which corresponds to an eigenvalue problem for flutter analysis.

Flutter is a dynamic aeroelastic instability caused by the interaction of inertial, elastic
and aerodynamic forces. After linearizing the equations governing the structural dynamics
around a given wing shape assuming small deformations, the aeroelastic equations of
motion for a N degrees-of-freedom system [3] can be expressed in matrix form as

Mẍ(t)+Cẋ(t)+Kx(t) = f(t), (4.1)

where M is the structural mass matrix, C is the structural damping matrix, K is the struc-
tural stiffness matrix, x is the vector of displacements at the nodes of the discrete system,
and f is the vector of aerodynamic forces.

Undamped free vibration

The undamped free vibration of the discrete system is considered in order to determine
the natural frequencies and the associated mode shapes. Neglecting the structural damping
and aerodynamic forces in the aeroelastic equations of motion yields

Mẍ(t)+Kx(t) = 0. (4.2)

The free vibration motion is expressed as

x(t) = x̂sin(ωt), (4.3)

where x̂ is the amplitude vector and ω is the free vibration frequency. Substituting this
response into Equation (4.2) gives (

K−ω
2M
)

x̂ = 0. (4.4)

The matrix
(
K−ω2M

)
must be singular in order to obtain a non-trivial solution:

det
(
K−ω

2M
)
= 0. (4.5)
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The resulting Nth-order polynomial in ω2 is solved to obtain the natural frequencies ω j,
j ∈ {1,2,3, . . . ,N}, at which the system oscillates in free vibration. There are as many nat-
ural frequencies as degrees of freedom in the discrete system. For each natural frequency
ω j, the corresponding normal mode x̂ j is computed from(

K−ω
2
j M
)

x̂ j = 0, j ∈ {1,2,3, . . . ,N}. (4.6)

Each mode shape defines the relative displacements of each node when the system os-
cillates at the associated natural frequency. A mode shape thus describes a characteristic
shape and its amplitude depends on the chosen mode shape normalization. The modal
matrix ΦΦΦ contains the N normal mode shapes of the discrete system:

ΦΦΦ =
[
x̂1 x̂2 x̂3 . . . x̂N

]
. (4.7)

Transformation to modal coordinates

The vector of displacements x is transformed to modal coordinates q using the modal
matrix ΦΦΦ:

x(t) =ΦΦΦq(t). (4.8)

The modal coordinate q j(t) corresponds to the amplitude of the jth mode shape present
in the motion at time t. The equations of motion can be expressed in a modal coordi-
nate system by substituting Equation (4.8) into Equation (4.1) and pre-multiplying by the
transpose of the modal matrix ΦΦΦᵀ:

ΦΦΦ
ᵀMΦΦΦq̈(t)+ΦΦΦ

ᵀCΦΦΦq̇(t)+ΦΦΦ
ᵀKΦΦΦq(t) =ΦΦΦ

ᵀf(t), (4.9)

Mqq̈(t)+Cqq̇(t)+Kqq(t) = fq(t), (4.10)

where Mq =ΦΦΦᵀMΦΦΦ is the modal mass matrix, Cq =ΦΦΦᵀCΦΦΦ is the modal structural damp-
ing matrix, Kq =ΦΦΦᵀKΦΦΦ is the modal stiffness matrix, and fq(t) =ΦΦΦᵀf(t) is the modal
aerodynamic force vector. The values of Mq, Cq, Kq and fq depend on the normalization
chosen for the mode shapes. In this thesis, the mode shapes are normalized such that the
modal mass matrix becomes the identity matrix. A mode shape can also be normalized so
that its maximum value or its vector norm is equal to unity.

In general, the system has a large number of degrees of freedom. The number of
modes of vibration included in the solution can be reduced because the frequency range
of interest is usually limited in practical applications. The modal transformation can then
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be approximated using only a subset of modes:

x(t)≈ΦΦΦnqn(t), (4.11)

with the reduced modal matrix ΦΦΦn = [x̂1, x̂2, x̂3, . . . , x̂n], n < N, and the reduced set of
modal coordinates qn. A system of N physical degrees of freedom can be analyzed by
n modal equations.

Harmonic vibration

The assumption of a damped sinusoidal motion makes it possible to define the damping,
which will control whether flutter occurs or not:

q(t) = q̂ epU∞
L t = q̂ epτ , (4.12)

where q̂ is the amplitude, U∞ is the airspeed, L is a reference length, and τ = tU∞/L is the
non-dimensional time. The non-dimensional parameter p is defined such that

p = g+ ik, (4.13)

where i is the imaginary unit, k = ωL/U∞ is the reduced frequency, ω is the oscillatory
frequency, and g = γk. The parameter γ is the true damping coefficient that defines a rate
of decay:

γ =
1

2π
ln
(

ai+1

ai

)
, (4.14)

where ai and ai+1 correspond to the amplitudes of successive cycles. The value of γ is
negative for a decaying system response in time (ai+1 < ai), zero for a constant amplitude
response (ai+1 = ai) and positive for a growing response (ai+1 > ai).

Amplitude linearization

The aerodynamic forces are assumed to vary linearly with the amplitude of the structural
deformation for sufficiently small values of the amplitude:

fq(t) =
1
2

ρ∞U2
∞Q(p)q̂ epτ , (4.15)

where ρ∞ is the free-stream air density, q∞ = 1
2ρ∞U2

∞ is the dynamic pressure, and Q(p) is
the complex modal aerodynamic force matrix for a harmonic motion of reduced frequency
ℑ(p)= k and damping characterized by ℜ(p)= g. The general form of the flutter equation
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can be obtained by introducing Equations (4.12) and (4.15) into Equation (4.10):[
U2

∞

L2 Mq p2 +
U∞

L
Cq p+Kq−

1
2

ρ∞U2
∞Q(p)

]
q̂ = 0. (4.16)

Most of the available unsteady aerodynamic methods (e.g., the doublet lattice approach)
calculate the modal aerodynamic force matrix Q in the frequency domain for undamped
simple harmonic motion. The following section explains how this matrix Q can be com-
puted using the DMI methodology.

4.1.2 Computation of the modal aerodynamic force matrix using the
DMI methodology

Figure 4.1 illustrates the main steps of the entire methodology for transonic flutter calcu-
lations that captures the shock motion and can also take into account the shock-boundary
layer interaction. The goal here is to obtain the modal aerodynamic force matrix Q as a
function of the reduced frequency k:

• The first step consists in choosing a structural model built using any finite element
(FE) code such as Metafor [82] or MSC Nastran [83]. The FE model can be very
detailed such as an actual aircraft composite wing. A configuration is then chosen
and the structural model is linearized around it. The mass matrix M, the stiffness
matrix K and the resulting modal matrix ΦΦΦ and modal frequencies are obtained
from the FE model. There is no interaction with the solid solver once the modal
parameters have been extracted. Note that simpler structural models can also be
used (e.g., solid body oscillators).

• The structural modes appearing at high frequencies are discarded because their im-
pact on the aeroelastic stability is generally not critical. The relevant structural
modes that are selected are then used to impose the motion of the wing in the un-
steady Euler or RANS simulations. If the geometry of the structural model is differ-
ent from the wing skin used in the CFD simulations, an interpolation technique is
necessary to obtain the modal displacements on the external surface of the wing. In
this chapter, the geometry of the structure is the same as the geometry used for the
CFD simulations so that even a bilinear interpolation can be used to obtain the struc-
tural displacements on the nodes of the CFD grid. In industry, structural engineers
generally model only the internal structure of the wing. Chapter 5 will introduce
the infinite plate spline (IPS) method to transfer the displacements computed in an
internal load-carrying component to the external skin of the wing.

• For a given free-stream Mach number M∞ and Reynolds number Re, unsteady Euler
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or RANS simulations are carried out sequentially, in which the motion of the wing
is imposed based on each selected structural mode for at least two different reduced
frequencies. A small value of the motion amplitude is chosen so that the aerody-
namic forces can be scaled by the motion amplitude assuming a linear behavior as
mentioned in Section 3.2.4. A simple harmonic motion is imposed for each mode
considered. The forcing reduced frequencies are chosen knowing that transonic flut-
ter typically appears at reduced frequencies of the order of 0.1 in practical transonic
flutter problems involving aircraft wings or control surfaces [6].

• The unsteady flow fields obtained for the reference reduced frequencies and each
structural mode are then processed using dynamic mode decomposition in order to
extract the dominant flow modes. These dominant flow modes are typically those
corresponding to the frequency that has been imposed in the simulation. More
specifically, DMD is applied to the surface pressure fields over one period. About
25 snapshots equidistant in time are used. Note that the dominant flow modes could
also be directly obtained by harmonic balance simulations.

• The dominant flow modes are then interpolated to take into account the progres-
sive modification of the mode shape with the reduced frequency and to accurately
estimate the flow dynamics for a range of k. The frequency-domain modal aerody-
namic force matrix Q(ik) can then be computed using the principle of virtual work,
as explained in Dimitriadis [84, 85]:

Q(ik) = WᵀN(ik), (4.17)

where W is the modal matrix that contains the modal displacements of each cell
center of the CFD mesh on the wing surface, which are interpolated from the dis-
crete structural model. The size of matrix W is Nc× n where Nc is the number of
cells on the CFD surface mesh and n is the number of retained modes. N(ik) is a
Nc×n matrix that contains the aerodynamic normal forces acting on the cells of the
CFD surface mesh due to imposed modal deformations of the wing specified by the
matrix W (e.g., the first column of N(ik) corresponds to the contribution due to the
first mode shape). The aerodynamic normal force contribution of each cell of the
CFD surface mesh is computed by integrating the pressure over the corresponding
cell area.

• The flutter point can be computed by either the p-k or g method. These methods are
described below.
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Structural model
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at different forcing reduced frequencies kref

Dynamic mode decomposition
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unsteady flow fields

dominant flow modes at kref

flow response for a range of k, modal aerodynamic force matrix Q(ik)

flutter solution

Transfer of the mode shapes from the internal structure to the wing skin mode shapes on the CFD geometry

Figure 4.1: Overview of the main steps of the DMI-based aeroelastic methodology.

4.1.3 Flutter solution methods

The typical flutter solution methods are explained starting from the traditional p-k method
and then the g and modified p-k methods.

p-k method

The p-k method [3, 54] is an approximate method to determine a rate-of-decay solution
of the flutter equation. It assumes that the modal aerodynamic force matrix in the flutter
equation given in Equation (4.16) is only available for undamped simple harmonic motion,
i.e., Q(p)≈Q(ik):[

U2
∞

L2 Mq p2 +
U∞

L
Cq p+Kq−

1
2

ρ∞U2
∞Q(ik)

]
q̂ = 0. (4.18)

This assumption is valid only at the flutter condition, where the damping is zero and the
system vibrates with a constant amplitude. However, the p-k method generally provides
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good approximations of the true damping for aeroelastic responses with slowly decreasing
(or increasing) amplitudes [54].

For a given free-stream Mach number M∞ and dynamic pressure 1/2ρ∞U∞ and for
each individual mode of vibration, the p-k method is applied according to the following
steps:

• An initial guess for the frequency ω of the mode is chosen (e.g., the wind-off fre-
quency or the frequency obtained for a previous airspeed). The reduced frequency
is calculated knowing the frequency and the velocity: k = ωL/U∞.

• The aerodynamic force matrix is computed for the current reduced frequency.

• Equation (4.18) corresponds to a quadratic eigenvalue problem involving modal
mass, modal damping and modal stiffness matrices. This quadratic eigenvalue prob-
lem is solved for the system eigenvalues p at a given combination of density ρ∞ and
velocity U∞ using one of the numerical methods explained in Tisseur and Meerber-
gen [86]. The frequencies of the system at this flight condition are then determined
using Equation (4.13): k = ℑ(p).

• The frequency of the system closest to the initial guess is chosen and the procedure
is repeated until the frequency converges for the considered structural mode. The
corresponding damping coefficient is then obtained from Equation (4.13): γ = ℜ(p)/k.

This iterative procedure is repeated for each structural mode of interest and for different
free-stream velocities.

Note that imposing the flight Mach number M∞ and choosing a free-stream velocity U∞

at each iteration still leaves one additional degree of freedom. In particular, the free-stream
density ρ∞ in Equation (4.18) is still undetermined, and an additional constraint is required
to set it:

• For a matched flutter solution, a standard atmosphere (ISA) is assumed. This re-
lates the density to the temperature, which is itself computed from the speed of
sound, knowing velocity and Mach number. Such flutter calculations are carried
out in Chapter 5 for the Embraer benchmark wing.

• For an unmatched flutter solution, the density is usually kept constant. Such flutter
calculations are performed in Chapter 4 for the Isogai and AGARD test cases.

g-method

The g-method adds a first-order damping term to Equation (4.18) of the p-k method in
order to better approximate the true damping of the aeroelastic system over the entire
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velocity range of interest. The following expression for the modal aerodynamic force
matrix is derived for small g by using a damping perturbation method [87]:

Q(p)≈Q(ik)+gQ′(ik), (4.19)

where Q′(ik) denotes the derivative of Q(ik) with respect to k, which can be calculated
by a central differencing scheme. The g-method equation is obtained by substituting
Equation (4.19) into the flutter equation given in Equation (4.16):[

U2
∞

L2 Mq p2 +
U∞

L
Cq p+Kq−

1
2

ρ∞U2
∞Q′(ik)g− 1

2
ρ∞U2

∞Q(ik)
]

q̂ = 0. (4.20)

The solution algorithm consists first in substituting the expression of p given in Equa-
tion (4.13) into Equation (4.20) to obtain a second-order system in terms of g:[

A2g2 +A1g+A0
]

q̂ = 0, (4.21)

where

A2 =
U2

∞

L2 Mq, (4.22)

A1 = 2ik
U2

∞

L2 Mq +
U∞

L
Cq−

1
2

ρ∞U2
∞Q′(ik), (4.23)

A0 =−k2U2
∞

L2 Mq + ik
U∞

L
Cq +Kq−

1
2

ρ∞U2
∞Q(ik). (4.24)

The solutions of Equation (4.21) exist when ℑ(g) = 0 because g is a real parameter by
definition. A reduced frequency sweep technique is used to search for this condition.
More precisely, the quadratic eigenvalue problem given in Equation (4.21) is solved for
the eigenvalues g starting from a minimum reduced frequency k and gradually increasing
k by ∆k the imaginary part of the eigenvalues changes sign. The reduced frequency at
which the condition ℑ(g) = 0 is satisfied can then be determined by interpolation. The
resulting damping coefficient and frequency are then obtained using the definitions of g
and k:

γ =
ℜ(g)

k
, (4.25)

ω = k
U∞

L
. (4.26)

At the flutter condition (zero damping), both the p-k and g methods reduce to the same
equation. Indeed, setting g = 0 in Equation (4.20) of the g-method results in Equa-
tion (4.18) of the p-k method.
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Modified p-k method

Rodden et al. [88] also proposed to add an aerodynamic damping term to Equation (4.18)
of the p-k method for more reliable damping prediction. The modified p-k method equa-
tion is given by[

U2
∞

L2 Mq p2 +
U∞

L
Cq p+Kq−

1
2

ρ∞U2
∞

ℑ(Q(ik))
k

g− 1
2

ρ∞U2
∞Q(ik)

]
q̂ = 0, (4.27)

which reduces to the original formulation given in Equation (4.18) at the flutter point
where g = 0. Introducing Q(ik) = ℜ(Q(ik))+ iℑ(Q(ik)) into Equation (4.27) yields[

U2
∞

L2 Mq p2 +

(
U∞

L
Cq−

1
2

ρ∞U2
∞

ℑ(Q(ik))
k

)
p+Kq−

1
2

ρ∞U2
∞ℜ(Q(ik))

]
q̂ = 0. (4.28)

Equation (4.28) highlights that the real part of Q is in phase with the harmonic vibra-
tion and corresponds to the aerodynamic stiffness, while the imaginary part of Q is in
phase with the vibration velocity and represents the aerodynamic damping. The solution
procedure for the modified p-k method is the same as for the original p-k method.
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4.2 Isogai wing section

In this section, the proposed methodology is used to analyze the aeroelastic stability of
the two-dimensional Isogai wing validation case. The accuracy of the methodology is
assessed by comparing with results available in the literature.

4.2.1 Structural model

As illustrated in Figure 4.2, the Isogai wing section aeroelastic model (case A) [89, 90]
consists of a 2D airfoil with two degrees of freedom; it can undergo a combination of
pitching α and plunging h motions. The geometry is a NACA 64A010 airfoil with chord
c = 2b, which is the same symmetric airfoil as for the pitching airfoil studied in Sec-
tion 3.2. The pitch degree of freedom is defined positive nose up and the plunge degree of
freedom is positive downwards. The aeroelastic equations of motion for this system can
be expressed in terms of mixed coordinates (i.e., translational and rotational coordinates)
and have the same general form as in Equation (4.1):[

ma S
S Iα

]
︸ ︷︷ ︸

M

[
ḧ(t)
α̈(t)

]
+

[
Ch 0
0 Cα

]
︸ ︷︷ ︸

C

[
ḣ(t)
α̇(t)

]
+

[
Kh 0
0 Kα

]
︸ ︷︷ ︸

K

[
h(t)
α(t)

]
︸ ︷︷ ︸

q

=

[
−l(t)
m(t)

]
, (4.29)

where l is the aerodynamic lift (positive upwards) and m is the aerodynamic moment
with respect to the elastic axis (positive nose up). All the structural parameters shown
in Figure 4.2, in which the mass, damping and stiffness matrices directly depend, are
taken from Alonso and Jameson [91] and Isogai [89]. These parameters were chosen
empirically to represent the dynamics of an outboard section of a sweptback wing in
the transonic flow regime. The airfoil mass ma is computed from the airfoil mass ratio
µ = ma/(πρ∞b2) = 60 where ρ∞ is the free-stream air density. The static unbalance is
given by Sα = mabxα with xα = 1.8. The moment of inertia of the airfoil around the
elastic axis is Iα = mab2r2

α with r2
α = 3.48. The damping coefficients for the plunging and

pitching modes Ch and Cα are zero. The stiffness associated with the plunging mode is
Kh = maω2

h with the uncoupled natural frequency of the section in plunge ωh = 100 rad/s.
The stiffness of the pitching mode is Kα = Iαω2

α with the uncoupled natural frequency of
the pitching mode ωα = 100 rad/s. The parameter a defines the non-dimensional location
of the elastic axis: a = 0 corresponds to the midchord and a =−1 to the leading edge of
the airfoil. In the Isogai case, a =−2 so that the point of rotation lies ahead of the leading
edge. On the other hand, the aerodynamic forces depend on the dynamics of the airfoil
and are not explicitly known because of the nonlinearity of the problem.
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Figure 4.2: Typical two-degree-of-freedom wing section model. (Adapted from Alonso
and Jameson [91].)

4.2.2 Computation of the aerodynamic force matrix

The dynamic mode interpolation approach is used to model the fluid flow, and more
specifically the aerodynamic forces. For a sinusoidal motion, Chapter 3 has shown that
the aerodynamic lift and moment calculated using the flow’s first dynamic mode are in
good agreement with the unsteady solutions even at forcing reduced frequencies that can
be considered high in the context of transonic flutter problems. In general, the ampli-
tude of the aerodynamic forces depends not only on the flow conditions and the reduced
frequency but also on the plunging and pitching amplitudes ĥ and α̂ . However, if small
oscillations of the geometry are considered, the amplitude of the aerodynamic forces is
linear in the amplitude of the airfoil motion as discussed in Section 3.2.4. Therefore, as-
suming a sinusoidal motion of the airfoil and a resulting oscillating lift and moment, and
separating the contribution of the plunging and pitching motions for small amplitudes, the
right-hand side of the aeroelastic equations of motion becomes[

−l(t)
m(t)

]
=

−l̂plunge(k)
ĥ0

−l̂pitch(k)
α̂0

m̂plunge(k)
ĥ0

m̂pitch(k)
α̂0

[ ĥ
α̂

]
eikτ , (4.30)

where l̂plunge and m̂plunge denote the lift and moment amplitudes due only to an imposed
plunging motion of amplitude ĥ0, and l̂pitch and m̂pitch represent those due to an imposed
pitching motion of amplitude α̂0. Expressing Equation (4.30) in terms of the aerodynamic
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coefficients yields

[
−l(t)
m(t)

]
=

1
2

ρ∞U2
∞

−c ĉlplunge(k)

ĥ0

−c ĉlpitch(k)

α̂0
c2 ĉmplunge(k)

ĥ0

c2 ĉmpitch(k)
α̂0


︸ ︷︷ ︸

Q

[
ĥ
α̂

]
eikτ . (4.31)

The aerodynamic parameters ĉlpitch and ĉmpitch are calculated as follows:

• Two reference reduced frequencies are chosen for a given flow condition. The
present calculations use k = 0.1 and 0.3 because the methodology must accurately
capture the unsteady nonlinear aerodynamic effects over a certain range of reduced
frequencies. Then, unsteady Euler or RANS simulations are performed for the air-
foil in forced small amplitude pitching motion at the two chosen reduced frequen-
cies. A small amplitude is sufficient for flutter analysis and the pitching amplitude
is set to α̂0 = 1◦. The fluid domain and the mesh used for these simulations are
similar to those described in Section 3.2.

• The next step consists in obtaining the first dynamic modes of the resulting pressure
fields by dynamic mode decomposition.

• The first dynamic pressure mode is then computed at any other reduced frequency
by interpolation between the solutions at the two reference reduced frequencies.
From the interpolated dynamic pressure mode, the lift and moment coefficients are
determined in the frequency domain and normalized by the amplitude α̂0 of the
imposed pitching motion.

The entire procedure can be repeated for the plunging motion. The plunging amplitude ĥ0

is set to 0.1c here. Finally, the matrix Q can be computed for a given free-stream Mach
number using only four unsteady simulations. The procedure can be repeated for other
values of the Mach number.

4.2.3 Flutter results

For a given Mach number, the flutter solution methods provide the variations of the fre-
quencies f and damping coefficients γ of the system as a function of the speed index
Uindex = U∞/(bωα

√
µ). Flutter occurs when at least one of the system’s damping coef-

ficients is equal to zero. The speed index at which this occurs corresponds to the flutter
speed index.
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Inviscid flow modeling

The results based on an inviscid flow modeling (i.e., based on Euler simulations) are
analyzed first. Figure 4.3 shows the damping evolution associated with each mode of the
aeroelastic system obtained by the p-k, modified p-k and g methods at M∞ = 0.85 and
µ = 60. This example includes two flutter points: the damping coefficient of the first
mode (mostly plunge) crosses zero at Uindex = 0.47 and the damping coefficient of the
second mode (mostly pitch) becomes zero at Uindex = 2.46. Note that the modes of the
aeroelastic system at a non-zero airspeed are linear combinations of the wind-off plunging
and pitching degrees of freedom. A wind-on mode is therefore mostly plunge or mostly
pitch depending on whether its frequency is closer to that of the wind-off plunge or wind-
off pitch. All three methods predict the same flutter points. Indeed, at g = 0 (flutter),
the flutter equation for the three solution techniques reduces to the same form. These
methods also capture the decay rates of the modes at subcritical speeds. Slight differences
are observed between the three techniques before the flutter points. In the following, the
p-k method is chosen to compare the flutter results calculated by different aerodynamic
models for consistency.
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Figure 4.3: Evolution of the frequency f and the damping coefficient γ associated with
each mode of the aeroelastic system as a function of the speed index Uindex at a free-
stream Mach number M∞ = 0.85 and an airfoil mass ratio µ = 60 obtained by the present
methodology based on unsteady Euler simulations.

Although the Isogai aeroelastic problem is two-dimensional, computing its flutter
boundary is challenging. This is due to the nonlinearity inherent to the transonic flow
regime. In particular, the flutter speed is lower in the transonic flow regime compared
to the subsonic and supersonic flow regimes as illustrated in Figure 4.4. This dramatic
decrease in the flutter speed is known as the transonic dip and is caused by moving shock
waves [6, 91]. This phenomenon can only be modeled by taking into account the flow
nonlinearities. A steep rise of the flutter boundary occurs in the post-dip region where
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the shock waves reach the trailing edge of the airfoil. Furthermore, the Isogai aeroelastic
problem presents two folds in the case of inviscid flow modeling.

Figure 4.4 validates the results obtained by the present methodology by comparing
them with reference solutions from the literature [48,91–93] based on unsteady Euler sim-
ulations of the full fluid-structure interaction (FSI) problem. The methodology provides a
very good estimate of the flutter boundary. The transonic dip is accurately predicted. The
multiple flutter points in the range 0.85 < M∞ < 0.9 (approximately) are directly captured
with the methodology based only on four unsteady Euler simulations for each free-stream
Mach number. The proposed approach provides good results at lower cost. Capturing
these multiple flutter points relying on time-domain FSI simulations is more expensive
because it requires simulating the unsteady response of the system for many different
airspeeds and Mach numbers.
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Figure 4.4: Flutter boundary (i.e., flutter speed index Uindex as a function of the free-stream
Mach number M∞) for the Isogai wing section obtained with the present methodology and
compared to time-accurate fluid-structure interaction simulations using the Euler equa-
tions [48, 91–93].

The Isogai case presents different flutter behaviors depending on the free-stream Mach
number. Figure 4.5 illustrates three different flutter behaviors. All these behaviors are
captured from the same four unsteady simulations for each Mach number.

• For M∞ = 0.75, the two damping coefficients are negative below Uindex = 1.09 and
the system is therefore stable in this speed range. The damping coefficient asso-
ciated with the first mode (mostly plunge) crosses zero at Uindex = 1.09, which
corresponds to the flutter point. The associated reduced frequency at flutter is 0.14.

• For M = 0.875, the aeroelastic problem presents several flutter points. The first
flutter point is triggered by the first mode (mostly plunge) at Uindex = 0.44 and
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k = 0.23. This first flutter point corresponds to the critical condition that should not
be exceeded in practice (e.g., wind tunnel experiments). Time-accurate aeroelastic
solutions also reveal that the mode that goes unstable at the bottom of the transonic
dip is mostly a plunging mode [91]. However, this flutter mode is a hump mode,
i.e., it becomes stable again at Uindex = 1.91. Therefore, the system is unstable
from Uindex = 0.44 to 1.91. Numerical simulations show that the system is stable
between Uindex = 1.91 and 2.25 as both damping coefficients are negative. Then, the
damping coefficient of the second mode (mostly pitch) vanishes at Uindex = 2.25,
and the corresponding reduced frequency k = 0.27 is higher than the one of the first
flutter point. The system remains unstable beyond this flutter speed index.

• For M = 0.9, the damping coefficient associated with the second mode is zero at
Uindex = 2.25. It appears at k = 0.28.

77



0.5 1 1.5 2 2.5 3
U

index

0

20

40

60

80

100

f (
H

z)

1. Plunge
1. Pitch

(a) M∞ = 0.75

0.5 1 1.5 2 2.5 3
U

index

0

20

40

60

80

100

f (
H

z)

(b) M∞ = 0.875

0.5 1 1.5 2 2.5 3
U

index

0

20

40

60

80

100

f (
H

z)

(c) M∞ = 0.9

(d) M∞ = 0.75 (e) M∞ = 0.875 (f) M∞ = 0.9

Figure 4.5: Evolution of the frequency f and the damping coefficient γ associated with
each mode of the aeroelastic system as a function of the speed index Uindex for three
different free-stream Mach numbers and an airfoil mass ratio µ = 60 obtained by the
present methodology based on unsteady Euler simulations.

The predicted flutter mode is mostly a pitching mode for the upper unstable branch of
the flutter boundary, which is consistent with the literature. However, some discrepancies
are observed for this upper unstable branch between the present results and the reference
data from the literature, but also among these reference data (see Figure 4.4). These
differences may have different origins.

Firstly, the computational meshes might differ, introducing numerical errors. Note
that in the present case, a careful mesh-refinement analysis has been performed for the
high-fidelity simulations used as basis for the interpolation. The boundaries of the com-
putational domain are far from the region of interest in order to minimize their impact on
the solution, and the mesh is finer near the airfoil.

Secondly, the time step used in the unsteady Euler simulations from the literature
might be too large, which could introduce numerical errors. The main reason is that most
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of these works have based their time step on the frequency associated with the lower
branch of the flutter boundary. The reduced frequency is slightly higher for the upper
branch. However, the reduced frequency is normalized by the velocity, and the upper
branch corresponds to a much larger speed index so that the frequency of the upper branch
is much higher. The simulations of the second mode flutter on the upper unstable branch
are thus most likely under-resolved in time [91]. In the DMI methodology, 25 snapshots
are taken per period, even for the simulations at k = 0.3, so that the dominant modes are
always resolved adequately. Nonetheless, these discrepancies at the upper branch are not
excessively critical since the first flutter point appearing at a lower speed index is usually
the one constraining the design and it is accurately estimated.

Finally, the interpolation operation used in the DMI methodology to obtain the modal
aerodynamic force matrix Q can introduce an error. This potential source of discrepancy
is excluded by recalculating one point of the upper branch using a much tighter interval of
frequency as shown in Figure 4.6a. For example, at M∞ = 0.875, the two flutter reduced
frequencies are k = 0.23 and 0.27. These values are in the range delimited by the reference
k given by 0.1 and 0.3. Using more reference reduced frequencies in this interval (k = 0.1,
0.15, 0.2, 0.25 and 0.3) provides a better approximation of the flutter points because the
errors related to the dynamic mode interpolation are reduced. Nevertheless, using only
two reference k equal to 0.1 and 0.3 does not change much the flutter predictions, which
suggests to rely on these two reference k for fast but still accurate flutter calculations.

The solutions can be less accurate if the two reference k are too far apart. This is illus-
trated in Figure 4.6b where the sensitivity of the method on the two selected frequencies
is analyzed. For example, relying on k = 0.1 and 0.5 overestimates the flutter speeds,
especially the one on the upper branch, compared to the most accurate solution. On the
other hand, using a narrow interval k = 0.1 and 0.15 below the flutter reduced frequencies
still gives good estimates of the flutter points for this simple configuration. Extrapolation
from the reference frequencies is thus acceptable provided that the flutter k are not too far
from the reference k. For a reliable flutter prediction, the range covered by the reference
reduced frequencies must be close to the flutter reduced frequency. This condition can be
verified a posteriori based on the flutter results. While general guidelines cannot be for-
mulated, in practice, a first set of values for k can be used and, depending on the results,
the calculation could be repeated using improved values.
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Figure 4.6: Flutter boundary (i.e., flutter speed index Uindex as a function of the free-stream
Mach number M∞) for the Isogai wing section obtained with the present methodology
based on different sets of reference reduced frequencies and compared to time-accurate
fluid-structure interaction simulations using the Euler equations [48, 91–93].

Viscous flow modeling

Figure 4.7 compares the flutter boundary at a Reynolds number Re = 6× 106 computed
using the present methodology based on unsteady RANS simulations with some reference
results obtained from time-domain FSI simulations [92]. The methodology provides a
very good prediction of the transonic flutter boundary. In particular, the transonic dip
is well captured. The first mode of vibration is the flutter mode for each point of the
flutter boundary. The methodology achieves an accuracy similar to the time-accurate FSI
simulations, but at a lower computational cost. This analysis illustrates that the proposed
methodology can also be used using RANS modeling.
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Figure 4.7: Flutter boundary at a Reynolds number Re = 6×106 for the Isogai wing sec-
tion obtained with the present methodology and compared to time-accurate fluid-structure
interaction simulations using the RANS equations [92].

Figure 4.8 compares the predictions of the present methodology based on the unsteady
RANS and Euler models. To further highlight the advantage of the methodology, the
results obtained with a typical linear panel method are also shown for comparison [6].
Although the linear aerodynamic models are very fast, they fail to correctly capture the
decrease of the flutter speed index in the transonic region because they do not model
the moving shock waves. The flutter speed index is overpredicted in the transonic flow
regime, which can lead to an inappropriate and unsafe design. This comparison highlights
the importance of including shock waves for flutter calculations in transonic conditions.

It can be seen that the RANS model reduces the amplitude and extent of the transonic
dip compared to the inviscid case. It also suppresses the fold of the flutter boundary and
the higher-frequency flutter mode appearing in the inviscid case. The flutter speed index
is slightly higher than the Euler solution until M∞ = 0.825. The steep increase in the
flutter speed index appears at a lower free-stream Mach number for the RANS model
(M∞ ≈ 0.84) compared to the Euler model (M∞ ≈ 0.89). Including the viscous boundary
layer significantly affects the flutter boundary in the transonic flow regime.
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Figure 4.8: Flutter boundary for the Isogai wing section obtained with the present method-
ology based on viscous flow modeling at Re = 6× 106 and inviscid flow modeling. The
flutter boundary obtained from the linear thin-airfoil theory is also shown.

Figure 4.9 plots the modal damping against airspeed for M∞ = 0.85, which allows the
characterization of the subcritical behavior of the system. There are significant differences
between the viscous and inviscid cases. In the viscous case, only the damping coefficient
of the first mode becomes zero, and the flutter speed index is much higher than the first
flutter point appearing in the inviscid case. Moreover, the flutter mechanism obtained with
viscous flow modeling is less abrupt compared to the inviscid case as the critical damping
coefficient approaches the critical speed with a smaller gradient.
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Figure 4.9: Evolution of the frequency f and the damping coefficient γ associated with
each mode of the aeroelastic system as a function of the speed index Uindex for a free-
stream Mach number M∞ = 0.85 obtained by the present methodology. The black curves
correspond to the viscous flow results at a Reynolds number Re = 6× 106 and the blue
curves to the inviscid flow results.

Now that the results obtained with our methodology have been validated, the influence
of the Reynolds number will be analyzed in more detail in the next section.

4.2.4 Influence of the Reynolds number

As the Reynolds number decreases, the thickness of the boundary layer increases and the
flutter speed index increases in the transonic flow regime as can be seen in Figure 4.10.
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The results computed by including the boundary layer are more conservative compared to
the inviscid results. It is therefore advantageous to rely on the Euler approach to compute
the flutter boundary in the transonic flow regime for this system that does not experi-
ence large regions of flow separation. Firstly, the flutter speed obtained using the Euler
approach is more restrictive. Secondly, unsteady Euler simulations have lower compu-
tational cost than unsteady RANS ones. In addition, the meshing is easier for the Euler
model because there is no constraint for the first grid spacing as the boundary layer is not
modeled.
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Figure 4.10: Influence of the Reynolds number Re on the flutter boundary for the Isogai
wing section obtained with the present methodology.

In order to better understand the effect of the Reynolds number, the aerodynamic force
matrix Q is considered at a particular condition: the flutter point obtained with the Euler
model at M∞ = 0.825 where Uindex = 0.5354 and k = 0.2012. Figure 4.11 shows the com-
ponents of Q(k = 0.2012) that are directly related to the aerodynamic lift and moment
coefficients due to the plunging and pitching motions as indicated in Equation (4.31).
The imaginary part of Q quantifies the amount of aerodynamic damping present in the
aeroelastic equations. A positive value of a component of ℑ(Q) gives a negative aerody-
namic damping as can be inferred from Equation (4.28). In the example of Figure 4.11,
only the Euler model, which predicts an unstable response at this particular condition, has
components with a positive imaginary part.
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Figure 4.11: Components of the aerodynamic force matrix Q at a free-stream Mach num-
ber M∞ = 0.825 and a reduced frequency k = 0.2012 corresponding to the flutter point
predicted by the Euler model.

The matrix Q is directly related to the unsteady pressure distributions. The distribution
of the surface pressure coefficient Cp can be written as

Cp(x,y,z, t)≈ C̄p(x,y,z)+ℑ
(
Ĉp(x,y,z) eiωt), (4.32)

where C̄p(x,y,z) and Ĉp(x,y,z) are respectively the mean and amplitude of the unsteady
pressure coefficient. The pressure field at a particular reduced frequency is directly avail-
able using the dynamic mode interpolation.

Figure 4.12 compares the amplitude of the unsteady pressure coefficient difference
between the upper and lower surfaces ∆Ĉp at the same conditions as Figure 4.11. The
main differences appear in the height of the peak in the shock wave region, which di-
rectly affects the amplitude and phase of the aerodynamic coefficients associated with the
plunging and pitching motions. The peak is higher in the Euler solutions. The effects of
the moving shock waves are therefore more pronounced in the inviscid case, decreasing
the flutter speed. As the Reynolds number decreases, the height of the peak decreases.
Therefore, the influence of the shock waves on ∆Ĉp becomes weaker when Re is reduced
and the thickness of the boundary layer increases. This phenomenon further highlights
the importance of shock motion on the flutter stability of transonic wings.

It should be emphasized that the accuracy of the viscous results depends on the tur-
bulence model used in the RANS calculations. In other words, the results can only be as
good as the turbulence modeling. Because the present work mainly focused on the over-
all methodology, the simple SA model was deemed sufficient. Nonetheless, one should
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keep this limitation in mind when interpreting the RANS results and the impact of viscous
effects on the flutter boundary. In particular, better RANS models should be considered.
This is beyond the scope of the present analysis and thus left as future work.
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Figure 4.12: Amplitude of the unsteady pressure coefficient difference between the upper
and lower surfaces ∆Ĉp that results from imposing a harmonic pitching or plunging motion
at a free-stream Mach number M∞ = 0.825, a reduced frequency k = 0.2012 and different
Reynolds numbers. The values are normalized by the amplitude of the motion.

The 2D pitch and plunge airfoil configuration has been used to validate the flutter
solutions predicted by the proposed methodology for inviscid and viscous flow modeling.
The analysis has shown that the nature of the transonic dip depends on the spatial and
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temporal variations of the shock waves and their strength. The next section applies the
methodology to a 3D wing configuration.

4.3 AGARD 445.6 wing

In this section, the methodology is used to analyze the aeroelastic stability of the three-
dimensional AGARD wing validation case. The accuracy of the methodology is assessed
by comparing with results available in the literature.

4.3.1 Structural model

The AGARD 445.6 wing model considered here corresponds to the weakened wall-mounted
semispan model 3 of Yates et al. [94]. The cross section is a symmetric NACA 65A004
profile. The model is made of laminated mahogany wood. The geometrical and structural
characteristics are summarized in Tables 4.1 and 4.2.

Parameter Symbol Value
Root chord cr 0.559 m
Tip chord ct 0.368 m
Taper ratio λ 0.658
Quarter-chord sweepback Λ 45◦

Mean aerodynamic chord ¯̄c 0.470 m
Semi-span bs 0.762 m
Aspect ratio AR 1.621
Wing surface S 0.353 m2

Table 4.1: Geometrical parameters of the AGARD 445.6 wing.

Parameter Symbol Value
Longitudinal Young’s modulus E1 3.151 GPa
Transverse Young’s moduli E2, E3 0.4162 GPa
Shear moduli G12, G13, G23 0.4392 GPa
Poisson’s ratio ν12, ν13, ν23 0.31
Density ρs 381.98 kg/m3

Table 4.2: Material properties of the AGARD 445.6 wing.

The finite element model constructed using Metafor has already been validated in
Thomas et al. [95]. This structural model is used to obtain the mass matrix M, the stiffness
matrix K, the modal matrix ΦΦΦ and the modal frequencies. The matrices M, K and ΦΦΦ

are all square matrices of size N ×N with N the total number of degrees of freedom
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contained in the finite element model. The first four modes of vibration of the structure
are considered as for the reference article of Thomas et al. [95] where unsteady Euler-
based fluid-structure interaction (FSI) simulations of the same flow problem have been
performed. Therefore, the modal matrices Mq and Kq are square matrices of reduced size
n× n where n = 4. The mode shapes and their characteristics are given in Figure 4.13.
The fourth mode has a natural frequency about ten times higher than that of the first mode.

(1) First bending (9.54 Hz) (2) First torsion (40.35 Hz)

(3) Second bending (50.22 Hz) (4) Second torsion (97.67 Hz)

Figure 4.13: First four mode shapes of the AGARD 445.6 wing.
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4.3.2 Unsteady aerodynamic forces

The DMI methodology is used to calculate the aerodynamic forces as a function of the
reduced frequency included in the matrix N(ik). The computational domain for the Euler
and RANS simulations is a large hemisphere that extends up to 25cr from the wing in each
direction as illustrated in Figure 4.14. The geometry of the wing has a rounded trailing
edge and a rounded wing tip. The wing root is attached to the boundary in the x-z plane
where a symmetry condition is used to mirror the flow with respect to that boundary in
order to reduce the computational cost.

Wall

Symmetry

Far-field

Figure 4.14: Computational domain used for the unsteady Euler and RANS simulations.

For the Euler simulations, the structured mesh generated by Gmsh consists of 248,000
hexahedra elements and 238,719 nodes. It corresponds to the same resolution as in the
reference article [95], which is used to compare the present methodology with unsteady
Euler-based fluid-structure interaction simulations. The mesh on the surface of the wing
and plane of symmetry is shown in Figure 4.15.
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Figure 4.15: Computational grid used for the unsteady Euler simulations.

The geometry of the structural model is the same as the wing aerodynamic shape.
However, the structural grid (1230 nodes on the wing surface) is different from the CFD
mesh (6280 nodes on the wing surface). Different interpolation methods can be used to
transfer the structural mode shapes to the CFD mesh. Even a simple bilinear interpolation
works well in this case for the displacements as illustrated for the first mode shape in
Figure 4.16.

(a) Structural mesh (b) CFD mesh on the wing surface

Figure 4.16: Interpolation of the bending mode from the structural mesh to the CFD mesh
on the wing surface. The contours show the z degree of freedom (vertical position).
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The numerical tool CUPyDO [95] is used to prescribe the motion of the boundary
surface in time for the CFD simulations performed in SU2. For each of the four chosen
modes, two unsteady Euler or RANS simulations are carried out for the wing oscillating
in simple harmonic motion at two different forcing reduced frequencies k = 0.05 and 0.2
based on half the mean aerodynamic chord ¯̄c. The mean position of the wing corresponds
to the undeformed wing at an angle of attack of zero degrees. Similarly to the 2D case
discussed in Section 4.2, the imposed amplitude of the sinusoidal motion is kept small,
so that a linear behavior with respect to the amplitude can be assumed for the unsteady
pressure. Specifically, the maximum out-of-plane deflection of the wing is set to 0.08 ¯̄c.

Figure 4.17 shows snapshots of the Mach contours obtained from the unsteady Euler
simulations for the first bending and first torsion modes at M∞ = 0.96. Large regions of
supersonic flow are visible on the wing surface. The extent of the supersonic region varies
with phase angle; this variation is more important in the torsion motion.

(a) kτ = 0◦ (b) kτ = 120◦ (c) kτ = 240◦

(d) kτ = 0◦ (e) kτ = 120◦ (f) kτ = 240◦

Figure 4.17: Contours of the Mach number at three phases of (a-c) the mode 1 motion and
(d-f) the mode 2 motion at a free-stream Mach number M∞ = 0.96 obtained by unsteady
Euler simulations. The black line represents M = 1.
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The reference unsteady Euler simulations generate the unsteady flow fields that can
be processed using DMD in order to obtain the reference dynamic modes. Following
the guidelines of Chapter 4, only the first dynamic modes are considered in the dynamic
mode interpolation procedure to estimate the flow response at any reduced frequency k.
The accuracy of this assumption is verified in Figure 4.18 where the variation of the lift
coefficient of the AGARD 445.6 wing due to forced modal deformations at k = 0.1 is
estimated from interpolation of the reference first dynamic pressure modes for k = 0.05
and 0.2. It can be seen that the solutions based on one interpolated DMD mode are in good
agreement with the exact unsteady Euler solutions at k = 0.1 for all bending and torsion
modes of the wing. The dynamic mode interpolation is therefore able to accurately capture
the variation of the aerodynamic forces in a range of reduced frequencies for all modes of
vibration of a three-dimensional wing.
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Figure 4.18: Comparison between the unsteady Euler solutions and the present dynamic
mode interpolation approach using the first dynamic pressure modes at two reduced fre-
quencies k = 0.05 and 0.2 to predict the lift coefficient CL of the AGARD 445.6 wing
oscillating in the direction of its modes of vibration at k = 0.1 and a free-stream Mach
number M∞ = 0.9.
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4.3.3 Flutter results

The range of free-stream Mach numbers extends from M∞ = 0.499 to 1.141 in the exper-
imental investigation [94] as indicated in Table 4.3. The Reynolds numbers based on the
experimental conditions and the mean aerodynamic chord are in the range Re = 0.546 × 106

to 1.890×106.

Mach Reynolds number Density (kg/m3)
0.499 1.890×106 0.4278
0.678 1.260×106 0.2082
0.901 0.816×106 0.0995
0.960 0.596×106 0.0634
1.072 0.546×106 0.0551
1.141 0.829×106 0.0783

Table 4.3: Flow conditions for the aeroelastic analysis of the AGARD 445.6 wing.

The speed index for the AGARD 445.6 wing case is defined as

Uindex =
U∞

0.5crω2
√

µ
, (4.33)

where ω2 is the natural frequency of the first torsion mode and µ = m/(ρ∞V ) is the mass
ratio with m = 1.863 kg and V = 0.130 m3. Figure 4.19 shows the frequency and damping
values as a function of the speed index computed by the p-k method at M∞ = 0.901 and
ρ∞ = 0.0995 kg/m3. The damping of the first mode crosses the zero-damping axis at
Uindex = 0.3537. The frequency curves corresponding to the first and second modes of
vibration approach each other as Uindex increases indicating a coupling between these two
modes. The curves associated with the third and fourth modes remain essentially constant
suggesting that their impact on the onset of the flutter instability is negligible.
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Figure 4.19: Evolution of the frequency f and the damping coefficient γ associated with
each mode of vibration of the AGARD 445.6 wing as a function of the speed index Uindex
for a free-stream Mach number M∞ = 0.901 and a free-stream density ρ∞ = 0.0995 kg/m3

obtained by the present methodology based on unsteady Euler simulations.

Figure 4.20 demonstrates that the flutter boundary in the subsonic and transonic flow
regime computed by the present methodology is in good agreement with the experiment
and the numerical flutter results from the literature at the same Mach numbers and mass
ratios [94–98]. The transonic dip is accurately predicted. The first mode (mostly bend-
ing), which has the lowest natural frequency, is the flutter mode for all considered Mach
numbers.

Since the methodology can only be as good as the FSI results, one can observe some

95



discrepancies with the experimental data for supersonic Mach numbers similarly to other
numerical studies. The cause of these discrepancies is unclear. As suggested by Thomas et
al. [95], the wing tip geometry (sharp or rounded), the viscous effects or the effect of the
structural damping could have an impact on the flutter boundary in the supersonic flow
regime.
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Figure 4.20: Flutter boundary (i.e., flutter speed index Uindex as a function of the free-
stream Mach number M∞) for the AGARD 445.6 wing obtained with the present method-
ology and compared to time-accurate fluid-structure simulations using the Euler equa-
tions [94, 95, 97, 98].

4.3.4 Inclusion of the viscous boundary layer

In this section, the DMI-based aeroelastic methodology is used based on unsteady RANS
simulations. The meshes have a similar resolution to the one presented in Figure 4.15, but
the region around the wing is refined to properly capture the boundary layer.

As shown in Figure 4.21, the flutter speed indices predicted by the RANS model are
higher than those calculated with the Euler model. This observation is consistent with
the results obtained for the Isogai wing section aeroelastic case presented in Figure 4.8.
The RANS model reduces the amplitude of the transonic dip compared to the inviscid
case and it is in better agreement with the experimental measurements for subsonic free-
stream Mach numbers, especially at M∞ = 0.96. However, the inclusion of the viscous
boundary layer does not explain the discrepancies appearing for supersonic free-stream
Mach numbers.
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Figure 4.21: Flutter boundary for the AGARD 445.6 wing obtained from the experiment
and the present methodology based on viscous and inviscid flow modeling.

In this case, the computational time required to reach a fully established periodic state
(approximately 4 periods of oscillation) is about 3.21 hours on 16 cores (Intel E5-2650
processors at 2.0 GHz) for an unsteady Euler simulation and 9.04 hours for an unsteady
RANS simulation. A more detailed evaluation of the accuracy and computation cost of the
proposed methodology compared to industrial methods and higher fidelity fluid-structure
interaction simulations is presented in Chapter 5.

4.4 Concluding remarks

The transonic flutter calculation methodology based on only two reference frequencies is
able to predict the flutter boundary of the 2D Isogai airfoil and 3D AGARD 445.6 wing
models with a precision similar to that of higher fidelity fluid-structure interaction (FSI)
simulations, but at a lower computational cost.

A sensitivity analysis has been performed regarding the choice of the forcing reduced
frequencies. It has been concluded that the range covered by these reference reduced
frequencies must be close to the flutter reduced frequency for reliable flutter prediction.
This condition must be checked a posteriori.

This chapter has illustrated that taking into account aerodynamic nonlinearities such
as transonic shocks and viscous boundary layers significantly affects the flutter boundary.
The strength and dynamics of the shock waves have an important impact on the shape of
the well-known transonic dip characterized by a dramatic decrease in the flutter speed in
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the transonic flow regime. In the considered cases, the flows remain essentially attached
and the resulting inviscid flutter solutions are more restrictive than the viscous solutions.
Chapter 5 will thus use the methodology based on unsteady Euler simulations to study the
aeroelastic stability of a more complex and realistic wing structure.
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Chapter 5

Transonic flutter calculations of the
Embraer benchmark wing and
comparison with standard industrial
methods

This chapter addresses the problem of calculating the transonic aeroelastic stability of a
benchmark wing made of composite materials that has been provided by the Brazilian
aerospace company Embraer1. This application is important because future aircraft de-
velopments benefit from significant weight savings and efficiency improvement resulting
from the widespread use of composite materials and multidisciplinary optimization pro-
cedures [99, 100]. As the structural mass decreases, the dynamic behavior of composite
wings can become increasingly dominated by aeroelastic effects. The main objectives
of this chapter are to apply our transonic flutter calculation methodology to this realistic
composite wing and to compare its performance (accuracy and computational cost) with
different methods commonly used in the industry during the preliminary design.

This chapter is organized as follows. The different levels of fidelity used to model the
aeroelastic problem are first presented. This is followed by a description of the aeroelastic
case. This chapter also introduces the infinite plate spline technique used to transfer the
mode shapes from the internal structure to the wing skin. The contributions of the novel
methodology are then highlighted by comparing unsteady pressure distributions and flut-
ter results with industrial methods. Finally, higher fidelity time-accurate fluid-structure
interaction simulations are performed in order to validate the flutter predictions. The fol-
lowing key questions are also investigated:

• How does a better prediction of moving shocks impact the flutter onset in the case

1http://embraer.com
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of a realistic composite wing?

• What are the additional difficulties that can be encountered with flexible composite
wings in transonic conditions from an aeroelastic modeling point of view?

5.1 Unsteady aerodynamic models

A review of the different unsteady aerodynamic models used for aeroelastic stability cal-
culations has been presented in Chapter 2. In this chapter, the modal aerodynamic force
matrix in the frequency domain Q(ik) is computed at different levels of fidelity using the
following four tools:

• ZONA6 is an unsteady panel method for solving the linearized potential flow equa-
tion, which is available in the ZAERO software package [23, 26]. This unsteady
panel method is suitable for studying purely subsonic flows over lifting surfaces or
wing-body configurations. However, the linearized potential equation cannot han-
dle nonlinear transonic effects. It is thus expected that ZONA6 will fail to capture
the shock waves present in transonic flows.

• ZTRAN is an unsteady field-panel method featured in ZAERO that solves the
time-linearized transonic small disturbance (TLTSD) equation. The unsteady flow
due to small perturbations is decomposed into a steady background flow contri-
bution and an unsteady linear potential contribution. In this work, the steady back-
ground flow is obtained from a steady Euler simulation using the commercial solver
CFD++ [101]. The unsteady linear potential contribution is computed by ZONA6.
There is no guarantee that the nonlinear dynamics of the shock waves is accurately
calculated since the steady background flow contains only information on the steady
shocks and the unsteadiness of the flow is calculated by a linear panel method.

• TRANSFORMER (transonic non-entropic formulation of Embraer) is a confiden-
tial solver developed by Embraer that aims to correct some of ZTRAN’s deficien-
cies. This approach also corrects the unsteady panel method by means of a steady
nonlinear flow solution.

• The unsteady aerodynamic modeling technique based on dynamic mode interpo-
lation (DMI) for transonic flutter calculations as presented in Section 4.1.2. For the
benchmark wing, the infinite plate spline technique is used to transfer the structural
mode shapes onto the wing aerodynamic shape.
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5.2 Structural model

The Embraer benchmark wing (EBW) is a generic wing model representing a regional
transport aircraft wing [99]. The model has been developed as part of a collaborative
research project between Embraer and several international institutions, and it is used as a
benchmark for comparing different analysis and optimization methods. Its configuration,
aerodynamic shape, structural sizing and mass distribution are realistic.

Several versions of the wing model exist. A simplified version is used for the present
analysis. In particular, the stiffness and inertia effects of the pylon and the engine are
removed. Moreover, the rotation of the aileron around its hinge line is blocked such
that any relative movement with respect to the wing is avoided. Nonetheless, the aileron
structure and mass are not removed. The geometry of the benchmark wing is shown in
Figure 5.1, and key design parameters are summarized in Table 5.1. Only the untwisted
version is used in the following analysis. The thickness of the wing varies over the span.
Four profile shapes are defined along the span as shown in Figure 5.1.

Figure 5.1: Geometry of the benchmark wing.

Parameter Value
Aspect ratio AR 9.69
Taper ratio 0.28
Leading edge sweep 26.19◦

Dihedral angle 5◦

Table 5.1: Geometrical parameters of the benchmark wing.

The finite element (FE) model of the benchmark wing constructed using MSC Nas-
tran represents only the internal structure whose geometry is shown in red in Figure 5.2.
Although this model is adequate to analyze the structural dynamics, it does not include
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the skin and its connection to it. This means that the deformation of the external wing
structure that is seen by the flow cannot be readily obtained, and the forces exerted by the
flow onto the skin cannot be directly imposed/transferred to the FE model. This precludes
a direct application of the wing FE model for fluid-structure interaction (FSI) simulations.
Since extending the available FE model to include the wing skin and its connection to
the internal structure would be highly complex and would modify the overall dynamics
of the structure, a different approach based on a modal description is used here. More
specifically, the infinite plate spline (IPS) technique is used to determine the mean plane
deformation first, and then the skin displacement is obtained from this mean plane by
projection. The IPS technique is presented in the following section.

Figure 5.2: The internal structural model of the Embrear benchmark wing (red) and its
wing skin (gray).

5.2.1 Infinite plate spline

Aeroelastic analysis requires the coupling of the structural and aerodynamic responses. In
the preliminary design stage, the structural model may only represent the internal load-
carrying structure while the aerodynamic model considers the external surface of the wing.
A method is therefore necessary to transfer the displacements calculated on the structural
mesh to the aerodynamic mesh.

The infinite plate spline (IPS) approach is based on the deflection equation of a plate
of infinite extent [102]. The method is illustrated here for the interpolation of wing deflec-
tions. The differential equation that governs the bending deflections of an infinite plate
with uniform thickness can be written as

D∇
2
∇

2W = q, (5.1)
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where D is the plate rigidity, ∇2 is the Laplacian, W (x,y) is the plate deflection at a point
(x,y), and q is the distributed load on the plate. In the considered problem, the deflec-
tions are imposed at N independent points (xi,yi), i ∈ {1,2,3, . . . ,N}. For example, these
deflections can represent the displacements associated with a mode of vibration obtained
from the structural finite element model. The method then consists in determining the
point loads Pi that must be applied at these N points so that the deformation of the infinite
plate satisfies the given deflections. Once the deformation of the infinite plate is known,
the deflection at the aerodynamic grid points can be evaluated.

The detailed description of the derivation of the general solution for the deflection is
available in Harder and Desmarais [102]. The first step consists in finding the deflection
due to a point load. Then, the deflection of the entire surface spline due to N point loads
can be inferred. By imposing that the surface spline must become flat very far from the
applied loads, the following equation for the deflection can be derived

W (x,y) = a0 +a1x+a2y+
N

∑
i=1

Fir2
i ln(r2

i ), (5.2)

where r2
i = (x− xi)

2 +(y− yi)
2 and Fi = Pi/(16πD). The N +3 unknown coefficients a0,

a1, a2 and Fi are determined from the discrete force and moment equilibrium equations:

N

∑
i=1

Fi = 0, (5.3)

N

∑
i=1

xiFi = 0, (5.4)

N

∑
i=1

yiFi = 0, (5.5)

and by forcing the plate to pass through the N specified points:

Wj = a0 +a1x j +a2y j +
N

∑
i=1

Fir2
i jln(r

2
i j), j ∈ {1,2,3, . . . ,N}, (5.6)

where Wj are the given deflections at the N points and r2
i j = (xi−x j)

2+(yi−y j)
2. If i = j,

then ri j = 0 and the logarithmic term ln(r2
i j) does not exist but limr→0 r2

i jln(r
2
i j) = 0. At

least three non-colinear points (xi,yi) must be specified to use a surface spline.

The following system of linear equations can be written in matrix form by combining
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Equations (5.3) to (5.6):

0
0
0

W1

W2
...

WN


︸ ︷︷ ︸

b

=



0 0 0 1 1 . . . 1
0 0 0 x1 x2 . . . xN

0 0 0 y1 y2 . . . yN

1 x1 y1 0 K12 . . . K1N

1 x2 y2 K21 0 . . . K2N
...

...
...

...
... . . . ...

1 xN yN KN1 KN2 . . . 0


︸ ︷︷ ︸

A



a0

a1

a2

F1

F2
...

FN


︸ ︷︷ ︸

x

. (5.7)

where Ki j = r2
i jln(r

2
i j). The unknowns appearing in the surface spline equation given in

Equation (5.2) are grouped in the vector x. The elements on the main diagonal of the
matrix A are all equal to zero. An LU factorization with partial pivoting [103,104] can be
used to solve this system of linear equations.

The IPS method provides displacements along a single direction. The method was first
developed to interpolate normal displacements, i.e., the deflection W in Equation (5.1)
represents a displacement in the normal direction to the wing plane. However, the IPS
method can be applied for computing the displacements along the streamwise and lateral
directions in the same way as just presented. In that case, the variable D in Equation (5.1)
represents some in-plane flexural rigidity.

In the case of the Embrear benchmark wing, the displacements associated with the
mode shapes are obtained on the structural mesh using MSC Nastran. These displace-
ments are then transferred to the mean plane of the wing using the infinite plate spline
method. Figure 5.3 illustrates the result of this procedure for the first bending mode. The
surface given in Figure 5.3 is used for the unsteady panel method and it covers the whole
planform of the wing.
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Figure 5.3: Vertical displacement field on the wing mean surface associated with the first
bending mode obtained from the internal structure using the infinite plate spline method.

Each modal displacement field on the mean surface of the wing can then be projected
on the skin of the wing used for the Euler simulations. As illustrated in Figure 5.4, the
displacement at one point on the wing skin is obtained from the closest point on the wing
mean surface where the displacement field is known from IPS.

Known displacement field on 
the wing mean surface from IPS

Displacement value obtained from 
the closest point on the mean surface

Figure 5.4: Projection of the modal displacements from the wing mean surface to the
external surface of the wing.

5.2.2 Modal description for the dynamics of the structure

The first six modes of vibration are considered to represent the structural behavior in the
stability analysis as flutter typically appears due to the coupling of the lower order struc-
tural modes. Figure 5.5 represents the first six mode shapes for the benchmark wing.
The corresponding natural frequencies have been nondimensionalized for confidentiality
reasons. The nondimensionalization of a variable is indicated by the asterisk symbol. It
can be seen that the wing in-plane mode appears at low frequency, which is not usual
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for a more classical metallic wing. In this model, the wing is made of composite materi-
als, which makes it lighter and more flexible than a metallic counterpart, and aeroelastic
problems can be critical. The structural matrices are extracted from the FE model.
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(1) Wing bending ( f ∗ = 1) (2) Wing in-plane ( f ∗ = 2.547)

(3) Wing bending with 2 nodes ( f ∗ = 3.067) (4) Wing bending with 3 nodes ( f ∗ = 5.480)

(5) Wing torsion ( f ∗ = 6.905) (6) Wing in-plane with 2 nodes ( f ∗ = 7.351)

Figure 5.5: First six mode shapes for the benchmark wing.
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5.3 Steady pressure distributions

This section presents the steady-state Euler solution, which is required for the ZTRAN and
TRANSFORMER approaches. Note that our methodology is based on unsteady simula-
tions and will thus not rely on the following results. The objectives here are to choose the
mesh resolution and check the consistency between the solver SU2 used in our methodol-
ogy and the commercial solver CFD++ used in ZTRAN and TRANSFORMER.

Only Euler simulations are considered in this chapter. The effects of viscosity are
therefore not taken into account. The flight condition used to compute the reference non-
linear CFD solutions is given in Table 5.2.

Parameter Value
Altitude 36000 ft ≈ 10.97 km
Free-stream Mach number M∞ 0.8
Angle of attack α 0◦

Reference length L (half of the chord at y = 25% semi-span) 4.143/2 m
Reynolds number Re based on L 12.586×106

Reference area for force coefficients 47.644 m2

Table 5.2: Flight condition used for the numerical simulations.

The mesh is unstructured, as can be seen in Figure 5.6. The size of the computational
domain is 50 times the root chord in order to minimize the impact of the boundaries on
the solution in the region of interest. A grid convergence study is carried out to ensure
that the resolution is sufficient to provide accurate results. Figure 5.7 shows the steady
pressure coefficient Cp field for the static benchmark wing at M∞ = 0.8 and α = 0◦, which
includes a strong shock wave located near the trailing edge of the wing. This flow solution
is computed using a first mesh labeled Mesh I and a finer version of this mesh labeled
Mesh II. It can be seen that both solutions are similar suggesting that Mesh I is sufficiently
fine.
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Figure 5.6: Mesh I (354204 tetrahedra) used for Euler simulations.
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(a) Pressure coefficient field using Mesh I (b) Pressure coefficient field using Mesh II
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Figure 5.7: Comparison of the pressure coefficient Cp on the benchmark wing at
M∞ = 0.8 and α = 0◦ obtained by steady Euler simulations with two levels of grid
refinement. Mesh I contains 354204 tetrahedra and Mesh II contains 668181 tetrahedra.
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ZTRAN and TRANSFORMER rely on a steady Euler solution computed with the
commercial solver CFD++ using Mesh I. Figure 5.8 demonstrates that the solutions cal-
culated by SU2 and CFD++ are in fair agreement. However, the discrepancy between the
two solvers is larger than the difference between Mesh I and II (SU2). Discrepancies are
mostly located around the shock, which may be due to the numerical parameters selected
for the two different solvers.
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Figure 5.8: Comparison of the pressure coefficient Cp on the benchmark wing at
M∞ = 0.8 and α = 0◦ obtained by steady Euler simulations computed with SU2 and
CFD++ using Mesh I.

5.4 Unsteady pressure distributions

The novel methodology developed in this work requires unsteady Euler simulations to be
carried out for the wing in modal motion (see Figure 4.1). A simple harmonic motion is
imposed for each mode of vibration. The amplitude of the given modal displacements is
set to 16%L, where L is the reference length (see Table 5.2), to ensure that the flow behaves
linearly with respect to the motion amplitude. This linearity is demonstrated in Figure 5.9.
Two nearby forcing reduced frequencies are chosen: k = ωL/U∞ = 0.1 and 0.3, with the
free-stream velocity U∞ = 236.22 m/s for the flow conditions given in Table 5.2. Other
tests are also performed by considering two additional reduced frequencies k = 0.5 and
0.7 to verify the accuracy of the flutter results.
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Figure 5.9: Amplitudes of the lift coefficient ĈL and moment coefficient about the y axis
ĈMy as a function of the amplitude of the bending mode q̂1 for the benchmark wing oscil-
lating at the reduced frequency k = 0.1 obtained by unsteady Euler simulations.

The unsteady pressure distributions are compared first. The surface pressure coeffi-
cient Cp can be approximated as

Cp(x,y,z, t)≈ C̄p(x,y,z)+ℑ
(
Ĉp(x,y,z) eiωt). (5.8)

Figure 5.10 compares the amplitude of the unsteady pressure coefficient difference be-
tween the upper and lower surfaces2 ∆Ĉp that results from imposing a harmonic deforma-
tion corresponding to mode shape 3 for the different levels of fidelity. The first difference
appears at the leading edge, which corresponds here to the stagnation point, where only
the unsteady Euler solution has a zero unsteady pressure difference. The unsteady panel
methods cannot capture this stagnation point because the thickness and the camber line
are not modeled.

The ZONA6 linear method does not predict the correct unsteady pressure distribu-
tion because the method is not able to capture the shock waves present in the transonic
flow regime. On the other hand, the pressure jumps due to shock waves are captured by
ZTRAN and TRANSFORMER. However, the real and imaginary parts of the unsteady
pressure obtained by these two methods do not match the nonlinear unsteady Euler solu-
tion in the shock wave region. ZTRAN and TRANSFORMER are both based on a non-
linear steady flow solution for a static wing that contains static shock waves. Therefore,
they do not include nonlinear unsteady pressure information and are not able to accurately
calculate the dynamics of the transonic flow. The unsteady Euler model captures the non-

2Note that the linear methods such as ZONA6 do not take into account the thickness of the wing and
compute the pressure distribution difference between the suction and pressure sides.
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linear dynamics of shock waves and is therefore more realistic. ZTRAN tends to overesti-
mate the height of the peak in the shock wave region compared to the higher fidelity Euler
solution. TRANSFORMER attenuates the amplitude of these unsteady pressure peaks
predicted by ZTRAN.

Significant discrepancies exist for ∆Ĉp in the shock wave region depending on the
location along the span and the reduced frequency as illustrated in the examples of Fig-
ures 5.10 and 5.11. Similar behaviors are observed for the other modes of vibration. Dif-
ferences in the prediction of transonic flutter are therefore expected between the different
fidelity levels. The aeroelastic results are discussed in the next section.
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Figure 5.10: Amplitude of the unsteady pressure coefficient difference between the upper
and lower surfaces ∆Ĉp at three spanwise locations on the benchmark wing that results
from imposing a harmonic deformation corresponding to mode shape 3 at M∞ = 0.8 and
k = 0.1. The values are normalized by the amplitude of the motion q̂3.
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Ĉ
p
)/
q̂ 3

(d) k = 0.3

Figure 5.11: Amplitude of the unsteady pressure coefficient difference between the upper
and lower surfaces ∆Ĉp at y = 4 m (26% semi-span) on the benchmark wing that results
from imposing a harmonic deformation corresponding to mode shape 3 at M∞ = 0.8 and
two reduced frequencies: k = 0.1 and 0.3. The values are normalized by the amplitude of
the motion q̂3.
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It should be noted that in these transonic conditions, the time-averaged flow around
the benchmark wing with an imposed motion is different from the steady flow obtained
at the mean position of the wing, as confirmed in Figure 5.12. This discrepancy affects
the accuracy of the methods relying on the TLTSD approximation (ZTRAN and TRANS-
FORMER) and would also affect the linear frequency domain method described in Sec-
tion 2.6. Indeed, these methods rely on a steady-state simulation performed at the mean
position of the structure to predict the unsteady transonic flow.

(a) (b)

Figure 5.12: Comparison between (a) the pressure coefficient on the benchmark wing at
M∞ = 0.8 and α = 0◦ obtained by a steady Euler simulation and (b) the average of the
unsteady pressure coefficient resulting from a forced torsional deformation at k = 0.1.

5.5 Aeroelastic stability analysis

This section investigates the impact of the discrepancies in the unsteady pressure distribu-
tions between the different levels of fidelity on the aeroelastic stability of the wing. The
data of interest are the flutter onset speed and the associated flutter frequency, which can
be identified by the p-k method as explained in Section 4.1.3. The difference between the
different levels of fidelity lies in the computation of the modal aerodynamic force matrix
in the frequency domain Q(ik).

In the aeroelastic configurations analyzed in Chapter 3, a mass ratio was imposed by
the experiment and this parameter imposed a condition for the free-stream density ρ∞. In
the following aeroelastic stability analysis, the air density ρ∞ and airspeed U∞ vary so as to
satisfy the given Mach number M∞ = 0.8 in a standard atmosphere. The NASA standard
atmosphere model [105] is used to specify the variation of properties. The model assumes
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that the temperature and pressure depend only on the altitude h where h = 0 represents the
sea level:

• In the troposphere (h < 11000 m), the temperature T decreases linearly with the
altitude and the pressure p decreases exponentially:

T = 288.19−0.00649h, (5.9)

p = 101290
(

T
288.08

)5.256

. (5.10)

In these expressions, the altitude is given in meters, the temperature in Kelvin and
the pressure in Pascal.

• In the lower stratosphere (11000 m < h < 25000 m), the temperature remains con-
stant and the pressure decreases exponentially:

T = 216.69, (5.11)

p = 22650e(1.73−0.000157h). (5.12)

Figure 5.13 shows the evolution of the temperature and pressure in the atmosphere.
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Figure 5.13: Variation of the temperature T and pressure p as a function of the altitude h
for a standard atmosphere model.

Assuming a standard atmosphere, there is only one degree of freedom. Varying U∞

and using the Mach number gives the speed of sound, thus the temperature. Having the
temperature leads to the altitude using the standard atmosphere model, and therefore to
the pressure. Finally, the density is obtained from the perfect gas law. In the following
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graphs, the results are presented in terms of equivalent airspeed defined as

EAS =U∞

√
ρ

ρ0
, (5.13)

with the standard sea level density ρ0 = 1.225 kg/m3. The EAS values are then expressed
in knots (1 kn ≈ 0.5144 m/s).

Following industrial practice, the density and velocity curves are extrapolated to neg-
ative values of the altitude h resulting in large values of the equivalent airspeed. These
large values of EAS do not correspond to physical flight conditions, but they are nonethe-
less included in the analysis so as to estimate where flutter would occur. The considered
range of values for ρ∞ and U∞ is shown in Figure 5.14.
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Figure 5.14: Variation of (a) the density ρ∞, (b) the airspeed U∞ and (c) the equivalent
airspeed EAS as a function of the altitude h at a Mach number M∞ = 0.8 for a standard
atmosphere model.

Figure 5.15 presents the aeroelastic stability analysis obtained by the DMI-based
aeroelastic methodology relying on different sets of reference reduced frequencies. The
case based on four reference reduced frequencies (k = 0.1,0.3,0.5 and 0.7) covers a large
range of reduced frequencies that includes all frequencies of the first six modes of the
system. The flutter instability appears at EAS = 713 kn, where the damping coefficient of
the first bending mode vanishes. The corresponding flutter reduced frequency is k = 0.21.
Figure 5.15a also shows that the frequencies associated with the in-plane modes remain
constant indicating that these modes do not interact with other modes. Therefore, the
in-plane modes are not involved in the flutter mechanism and can be neglected.

Relying on two nearby forcing reduced frequencies k = 0.1 and 0.3 implies an extrap-
olation for the higher frequency modes, but the flutter mode and speed are still correctly
predicted. However, the damping evolution of the higher modes is estimated with less
precision due to extrapolation errors. The choice of the reference reduced frequencies
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requires a compromise between accuracy and computational cost.
Figure 5.15b also points out that using our methodology based on dynamic mode in-

terpolation between two reference reduced frequencies that are too far apart (e.g., k = 0.1
and 0.7) should be avoided as it affects the damping of the first modes and compromises
the prediction of the flutter instability. The error is due to the fact that a linear variation of
the flow dynamic modes is assumed over a wide range of k. For a reliable flutter predic-
tion, the important thing is not to assume that the variation is linear with k over a wide k
range.
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Figure 5.15: Evolution of the non-dimensional frequency f ∗ and the non-dimensional
damping coefficient γ∗ associated with each mode of vibration of the benchmark wing
as a function of the equivalent airspeed for a matched-point flutter analysis at M∞ = 0.8
obtained by the DMI-based aeroelastic methodology relying on different sets of reference
reduced frequencies.

The four different levels of fidelity predict very different flutter behaviors as can be
seen in Figure 5.16. This was expected because the unsteady pressure distributions have
been shown to significantly differ. Note that for clarity, the in-plane modes, which are
not involved in the flutter mechanism, are not shown in the figure. The lowest flutter
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equivalent airspeed is predicted by ZTRAN at EAS = 468 knots and k = 0.61. The flutter
mechanism corresponds to a coupling between the bending with three nodes mode and the
torsion mode. The flutter mechanism obtained by ZONA6 involves the second bending
mode and the torsion mode, and it appears at EAS = 583 knots and k = 0.37. For the
DMI-based methodology, the damping associated with the first bending mode becomes
zero at EAS = 713 knots and k = 0.21. The flutter mode predicted by TRANSFORMER
is also the first bending mode, but the flutter onset appears at a higher equivalent airspeed
EAS = 762 knots (extrapolated value3).

ZTRAN and TRANSFORMER predict very different flutter solutions, even though
they rely on the same nonlinear steady flowfield computed by the solver CFD++. The
unsteady panel method ZONA6 predicts a lower flutter equivalent airspeed than the DMI-
based methodology and TRANSFORMER despite the fact that ZONA6 does not take into
account aerodynamic nonlinearities. This result is not usual in the transonic flow regime
and may be particular to this structural model.

In addition to the wide range of flutter speeds, the flutter mode predicted by the four
different methods is not always the same. The DMI-based methodology provides more
accurate results than the others because it computes the unsteady nonlinear dynamics of
the shock waves. This is demonstrated in Section 5.5.2 where the flutter results obtained
with the DMI-based methodology are validated with full FSI simulations.

3This result has been provided by Embraer so that we cannot compute the exact flutter speed ourselves.
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Figure 5.16: Evolution of the non-dimensional frequency f ∗ and the non-dimensional
damping coefficient γ∗ associated with each mode of vibration of the benchmark wing
as a function of the equivalent airspeed for a matched-point flutter analysis at M∞ = 0.8
obtained by four different levels of fidelity.
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The aeroelastic stability analysis of Figure 5.16 is performed around the undeformed
wing as the structural model is linearized around this undeformed shape. The following
section considers the fact that the wing can deform depending on the flight condition and
investigates the influence of this deformation on the flutter prediction.

5.5.1 Influence of the wing equilibrium shape

The flight condition at which flutter is predicted by the DMI-based methodology (EAS = 718 kn)
is very far from the reference condition given in Table 5.2 (EAS = 251 kn) for which the
wing has been designed. In addition, the benchmark wing made of composite materials
is more flexible than the AGARD 445.6 wing studied in Section 4.3. This results in a
large static deformation for such high equivalent airspeed. Figure 5.17 shows that the
equilibrium shape of the benchmark wing at EAS = 737 kn significantly differs from the
original shape of the wing4. Note that structural nonlinearities would occur for such large
structural deflection, but the consideration of these nonlinearities goes beyond the scope
of this thesis.

Figure 5.17: Equilibrium shape of the wing at EAS = 737 knots represented in red and
undeformed shape of the wing represented in gray.

The present methodology for flutter analysis is based on nonlinear unsteady Euler
simulations with imposed wing motion. Therefore, imposing small amplitude periodic
deformations around the equilibrium shape of the wing at EAS = 737 kn instead of the
undeformed wing modifies the location and dynamics of the shock waves and therefore

4The equivalent airspeed EAS = 737 kn is higher than the computed flutter equivalent airspeed, but the
wing is still stable. The reason is explained in the following.
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the unsteady pressure distributions. The flutter point will thus also be impacted by the
static deformation of the wing. Figure 5.18 shows that considering the static deformation
not only changes the flutter speed from 713 kn to 749 kn, but also the flutter mode from
the first bending mode to the second bending mode.
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Figure 5.18: Flutter results obtained by the DMI-based methodology with the modal dis-
placements applied to the deformed wing shape at EAS = 737 knots. The results based on
the undeformed wing shape are also shown for comparison.

The DMI-based, TRANSFORMER and ZTRAN methods are all based on a nonlinear
aerodynamic model and one of their limitations is that the analysis is performed around
a given wing shape due to the linearization of the structural model around this shape as
explained in Section 4.1. Therefore, if the predicted flutter point is far from the design
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condition, the static deformation of the wing can be large and affect the flutter prediction,
especially for flexible composite wings. Additional flutter calculations must thus be per-
formed considering the deformed shape of the wing, which increases the computational
cost.

In the aeroelastic analysis of Figure 5.16, all levels of fidelity are based on the original
shape of the wing. The comparison is thus coherent. Since all the aeroelastic solvers
provide different flutter predictions, time-accurate FSI simulations based on the unsteady
Euler equations coupled with a modal structural model are performed to ensure that the
DMI-based methodology actually gives accurate results. The flutter speed predicted from
these time-accurate FSI simulations is the correct flutter speed for an inviscid flow model.
The FSI calculations will correspond to flutter around the deformed wing and thus cannot
be compared to the results based on the undeformed wing. The validation is presented in
the next section.

5.5.2 Validation of the flutter predictions

The flutter results are validated by solving the FSI coupled problem. The FSI tool CUPyDO
is used to couple existing independent fluid and structural solvers [95, 106]. CUPyDO
features a strong coupling scheme for time-accurate FSI simulations based on a block-
Gauss-Seidel (BGS) algorithm. The tool is also capable of treating non-matching meshes
between the fluid and structure domains and is optimized to work in parallel using mes-
sage passing interface (MPI). In the present work, the open-source code SU2 is used to
solve the Euler equations for the fluid part while an in-house modal solver is used for the
structure.

The modal aeroelastic equations of motion given in Equation (4.10) are rewritten as
a system of first-order ordinary differential equations (ODEs) by making the substitution
q̇(t) = y(t). The resulting system of first-order ODEs isq̇(t) = y(t),

ẏ(t) = M−1
q
(
−Cqy(t)−Kqq(t)+ fq(t)

)
.

(5.14)

The solution of this system of equations requires initial conditions for the modal dis-
placements and velocities, q and q̇. For a position of the wing at a given time instance,
the CFD code SU2 computes the aerodynamic forces acting on the wing. These aerody-
namic forces are transferred to the modal structural model to update the position of the
wing for the next time step. The procedure is then repeated until the end of the simula-
tion. The modal solver uses the explicit Runge-Kutta method proposed by Dormand and
Prince [107] for the time integration. The idea is then to perturb the wing and simulate its
response in time to see how it evolves. If the deformation tends to be damped, then the
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flight condition is below the flutter point. On the other hand, if the initial perturbation of
the wing increases over time, then the flutter point has been exceeded. This approach has
been validated using the AGARD 445.6 wing as shown in Appendix A.

Figure 5.19 shows the evolution of the responses over time for the Embraer bench-
mark wing at three different equivalent airspeeds. An initial bending of amplitude 16%L
is imposed to start each simulation. It can be seen that the initial perturbation decays
in time at EAS = 737 kn. The system is therefore stable. The response is still damped
at EAS = 745 kn but the decay rate is lower than the solution at EAS = 737 kn. In the
damped cases, the solution converges to the static deformed wing solution. The response
is unstable at EAS = 750 kn. By refining the interval of equivalent airspeeds, we find that
the flutter point predicted by the time-domain FSI simulations is at about EAS = 750 kn.
Therefore, there is a discrepancy of about 1 kn between the exact flutter equivalent air-
speed (EAS = 750 kn) and the solution predicted by the DMI-based aeroelastic method-
ology taking into account the static deformation of the wing5 (EAS = 749 kn). This
comparison validates the flutter solutions obtained with the DMI-based method.
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Figure 5.19: Aeroelastic responses of the benchmark wing for three equivalent air-
speeds at a free-stream Mach number M∞ = 0.8 obtained by solving the modal aeroe-
lastic equations of motion based on the Euler model. The initial conditions are
q(0) = [−16%L,0,0,0,0,0]ᵀ and q̇(0) = 0.

5Note that with the DMI-based aeroelastic methodology, the flutter speed of 749 kn has been calculated
from a deformed shape at 737 kn. For the highest possible accuracy, the flutter point should be evaluated
from 749 kn and iterated until convergence (i.e., the airspeed of the deformed shape is equal to the flutter
speed).
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5.5.3 Computation time

The DMI-based aeroelastic prediction technique is more accurate than the industrial meth-
ods considered here while being computationally tractable. The computational cost de-
pends on the number of structural modes retained in the analysis and the number of
reference forcing frequencies as indicated in Table 5.3. For the flutter analysis of the
benchmark wing, four structural modes (excluding the in-plane modes) and two reference
frequencies were sufficient to achieve a level of precision comparable to that obtained by
time-accurate FSI simulations, and the computation time is about 34 hours on 16 cores.
In contrast, each time-accurate FSI simulation runs for about 1 day on 16 cores in order
to determine the evolution of the system response. The required number of time-accurate
simulations to accurately determine the flutter speed is not known a priori. In this case,
six simulations were performed and the total FSI time is approximately six days.

Table 5.3 underlines that there is inevitably a trade-off between numerical cost and
accuracy as the unsteady panel methods remain much faster than the DMI-based method-
ology. Note that an open-source CFD solver has been used in this work. The use of a
commercial solver should reduce the CPU time of the DMI-based methodology. More-
over, a harmonic balance method could be used to obtain the reference flow fields in
our methodology, which could further reduce the computational cost. In addition, the
methodology is data-based so that the reference flow fields may also be generated by an
unsteady full potential solver, which should reduce the computation time compared to an
unsteady Euler solver while capturing the moving shock waves with better accuracy than
the considered industrial methods.

Level of fidelity Computation time
DMI-based 4.24 hrs (unsteady Euler) × 4 (nb of modes) × 2 (nb of frequencies) = 33.92 hrs on 16 cores
TRANSFORMER 1.53 hrs on 16 cores (steady Euler) + 3.20 hrs on 1 core
ZTRAN 1.53 hrs on 16 cores (steady Euler) + 3.14 hrs on 1 core
ZONA6 8.82 min on 1 core

Table 5.3: Computation time for the aeroelastic stability analysis. The DMI-based
methodology is performed in parallel using two Intel E5-2650 processors6 with 8 cores at
2.0 GHz.

6Computational resources have been provided by the Consortium des Équipements de Calcul Intensif
(CÉCI), funded by the Fonds de la Recherche Scientifique de Belgique (F.R.S.-FNRS) under Grant No.
2.5020.11 and by the Walloon Region.

126



5.6 Concluding remarks

The aerodynamic modeling methodology based on dynamic mode interpolation can be
applied to a realistic wing even if the structural model represents only the internal struc-
ture. The infinite plate spline technique can indeed be used to obtain the structural mode
shapes on the CFD geometry required for the reference unsteady Euler simulations.

The unsteady pressure distributions computed by the different levels of fidelity present
significant differences, especially in the shock wave region. These discrepancies in the
prediction of moving shock waves have a significant impact on the predicted flutter char-
acteristics (flutter speed, mode and frequency). The present methodology leads to accurate
results because it better captures the nonlinear shock dynamics over a range of frequen-
cies.

Time-accurate FSI simulations of the composite benchmark wing demonstrate that
the static deformation of the wing can be large for a flight condition that is far from
the reference condition for which the wing has been designed. The flutter speed and
mechanism depend on this deformation of the wing. If the static deformation around the
flutter condition is considered in the DMI-based calculations, the predicted flutter point
is in agreement with that obtained by time-accurate FSI simulations, which validates our
flutter results. For this system, not taking the deformed shape into account provides a
conservative estimate but it is not known if this is a general phenomenon. In practice, if
the predicted flutter point is far from the reference condition, additional flutter calculations
must therefore be carried out taking into account the deformed shape of the wing, which
increases the computational cost but provides accurate flutter solutions.

Another important challenge with flexible composite wings is that if large deforma-
tions occur, the structural characteristics of the model will change. In this work, we did
not take into account this modification of the structural properties as the main goal was to
validate our aerodynamic model.
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Chapter 6

Conclusions

6.1 Summary

A novel unsteady aerodynamic modeling methodology has been developed for aeroelastic
stability analysis of aircraft wings in transonic flow. The basis of this method is the fast
computation of the flow response to relatively small amplitude periodic deformations of
a wing over a range of oscillation frequencies in the transonic flow regime for an early
stage in the design process. First, the most important structural modes are selected. Then,
unsteady Euler or RANS simulations are carried out where the motion of the wing is
imposed based on these retained structural modes for a few selected frequencies. The
unsteady solutions for these given structural modes and frequencies are processed using
dynamic mode decomposition (DMD) in order to extract the most dominant dynamic
modes. This work has shown that the first dynamic mode, which is the one corresponding
to the frequency imposed in the simulation, contributes the most to the flow dynamics and
its mode shape changes progressively with frequency. The main idea of the methodology
is then to estimate the flow response at any frequency by interpolating these dominant
flow dynamic modes obtained at the selected frequencies.

The complete flow dynamics resulting from small amplitude simple harmonic motions
can be accurately estimated over a range of frequencies by interpolating from the most
dominant modes at just two nearby frequencies, provided that the frequency of interest is
not too far from the reference frequencies. Furthermore, relying on the Euler and RANS
levels of fidelity makes it possible to take into account moving shock waves and provides
unsteady aerodynamic loads on the wing that match well with experimental measurements
of high Reynolds number attached transonic flows. In practice, the flow around the wings
of transport aircraft is essentially attached close to design flight conditions. Any possible
separated flow region would be small in extent and would not have a significant impact
on the global flow dynamics.

The proposed dynamic mode interpolation (DMI) methodology is suitable for flutter
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analysis that involves small perturbations of the structure so that a linearization of the
aerodynamic loads with respect to the deformation amplitude is possible. The methodol-
ogy based on only two reference frequencies provides a very good estimate of the flutter
boundary (flutter speed versus Mach number) for the 2D Isogai airfoil and 3D AGARD
445.6 wing models, but at a lower computational cost than the traditional time-accurate
fluid-structure interaction (FSI) simulations. The methodology has been used to highlight
that flow nonlinearities such as shock motion and boundary layer thickness can have a
significant impact on the aeroelastic behavior:

• A sharp decrease in the flutter speed exists for certain flow conditions in the tran-
sonic flow regime. This well-known transonic dip phenomenon caused by the mov-
ing shock waves is properly captured by the proposed methodology. Linear aero-
dynamic approaches (e.g., DLM) commonly used in aircraft design generally over-
estimate the flutter speed in the transonic flow regime as they fail to capture the
occurrence of shock waves.

• The methodology based on RANS modeling includes viscous effects such as the
thickening of the boundary layer, shock-boundary layer interaction and flow sepa-
ration. Relying on the inviscid Euler equations yields a more conservative flutter
boundary in the transonic flow regime compared to viscous solutions based on the
RANS equations. As the Reynolds number decreases, the thickness of the boundary
layer increases and the transonic dip becomes less severe compared to the inviscid
case.

• In the case of a soft flutter characterized by a gradual decrease of the critical damp-
ing of the system with airspeed, the system can become stable again beyond the
flutter speed as observed in the Isogai wing section model with an inviscid flow
modeling. This second stable region and the resulting multiple flutter points are di-
rectly captured by the methodology from the variation of the system damping ratios
as a function of the airspeed.

The DMI-based aeroelastic methodology was then used to calculate the flutter of a
realistic composite wing model. The results were compared to the predictions of different
methods that are typically used in the aerospace industry based on the linearized potential
equation or the time-linearized transonic small disturbance (TLTSD) equation. The study
demonstrates that there is a very wide range of flutter speed predictions across different
methods used in practice. Moreover, the predicted flutter mechanisms are also different.
These significant discrepancies between the methods are mostly due to the difference
in the prediction of the shock motion, which further demonstrates the importance of flow
nonlinearities in transonic flutter analysis. The proposed methodology accurately captures
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the dynamics of nonlinear shocks and leads to flutter results that are consistent with time-
accurate FSI simulations.

For flutter analysis methods relying on a nonlinear aerodynamic model, the flutter
speed and mechanism depend on the static (or mean) deformation of the wing, which
varies with the flow condition. A limitation of the accepted industrial practice is that
the analysis is performed around an assumed wing shape. Therefore, if the predicted
flutter point is far from the design conditions, the static deformation of the wing can be
large, especially for flexible composite wings. Additional flutter calculations must thus be
performed considering the deformed shape of the wing, which increases the computational
cost. A direction for future research may be to study in depth the influence of the static
deformation of the wing on the aerodynamic nonlinearities in order to develop a more
efficient way to consider its effects in a flutter analysis. In any case, if the flutter point is
far from the design flight condition, it is not crucial to obtain it with better accuracy. The
important issue is to show that the design condition is flutter-free.

The DMI-based aeroelastic methodology is accurate while being computationally tractable.
The computational cost depends on the number of structural modes retained in the analysis
and the number of reference forcing frequencies. For the flutter analysis of the wing struc-
tures considered in this thesis, a limited number of structural modes and frequencies were
sufficient to obtain a level of precision similar to that of the time-accurate FSI simulations
while being faster. In addition, the methodology does not require a coupling between a
fluid solver and a solid solver because the motion is imposed in the unsteady simulations.
The fully established periodic state is reached in a few oscillation cycles for the considered
applications. It should also be noted that the most relevant dynamic modes can also be di-
rectly obtained from harmonic balance simulations, instead of applying DMD to unsteady
simulations, which could in many cases further reduce the computational cost.

Overall, the novel methodology represents a promising approach for accurate but still
fast flutter calculations, even in the transonic flow regime.
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6.2 Future work

Our methodology for transonic flutter calculations does not assume anything about the
origin of the input flow data and could rely, for instance, on the full potential model to
provide flutter predictions at a lower cost than the higher fidelity Euler model while still
capturing the moving shock waves with better accuracy than the lower fidelity transonic
small disturbance (TSD) and time-linearized TSD models. The use of our methodology
based on the full potential model is proposed as future work.

Other types of nonlinearities can affect the aeroelastic behavior of an aircraft wing and
could be predicted using our methodology. Two potential research topics that are interest-
ing from an aerodynamic modeling point of view are presented in the following. The last
section shows some preliminary results of an approach based on few steady simulations
to approximate an unsteady transonic flow.

6.2.1 Transonic buzz

The complexity of the configurations can be increased by including for example control
surfaces. In that case, an important type of flutter that involves aerodynamic nonlinearities
known as transonic buzz can occur. As illustrated in Figure 6.1, an oscillating control
surface can induce the oscillations of a shock wave producing an oscillating pressure field
which can in turn cause the oscillations of the control surface and so on. The proposed
methodology could be used to take into account such interactions between control surfaces
and shock waves in a flutter analysis. One of the challenges would be the generation and
deformation of the grid for this type of flow problem involving several moving surfaces.

Oscillations of the control surface

Oscillations of the shock wave

Figure 6.1: Illustration of the transonic buzz for an airfoil with a flap. (Adapted from
Dowell et al. [46].)
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6.2.2 Separated flows

As already mentioned, the methodology presented in this thesis assumes nothing about
the origin of the input flow data and could allow the introduction of even higher fidelity
CFD approaches for flutter calculations involving massively separated flows, as in the
case of a wing at high angles of attack. The primary focus of this thesis was to analyze
the aeroelastic stability of aircraft wings near cruise conditions. Therefore, the considered
mean angles of attack were too small for massive flow separation to occur. The effect
of a large mean angle of attack on the flutter boundary could be studied. For example,
Figure 6.2 shows the average lift and drag coefficients of a NACA 0012 airfoil over a
wide range of angles of attack. The lift coefficient increases linearly with the angle of
attack until the stall where the flow separates from the upper surface of the airfoil at a
high angle of attack and the lift drops significantly.
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Figure 6.2: Average lift and drag coefficients of a NACA 0012 airfoil as a function of the
angle of attack at a Reynolds number based on the chord length Re = 105 obtained by
unsteady RANS simulations and delayed detached-eddy simulations (DDES) both based
on the Spalart-Allmaras turbulence model [108, 109].

The aerodynamic modeling of massive flow separation is challenging. Unsteady RANS
simulations largely suppress the three-dimensionality of massively separated flows over
an airfoil at a high angle of attack as shown in Figure 6.3a. Grid refinement does not make
it possible to capture smaller scales of the flow. The lift and drag predicted by the RANS
model are generally overestimated beyond stall compared to experimental measurements
(see Figure 6.2).
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A detached-eddy simulation (DES) is a hybrid simulation strategy that combines a
RANS and a large-eddy simulation (LES) model. The RANS mode of the DES approach
operates in the boundary layers, where the turbulence model works satisfactorily, in order
to reduce the computational cost as the use of LES to accurately capture thin boundary
layers is expensive. The LES mode operates in regions where the flow is separated in
order to capture the large flow scales which are configuration-dependent and anisotropic.
Figure 6.3b shows that DES captures the 3D eddies of the massively separated flow. The
DES aerodynamic coefficients are in good agreement with experimental measurements
beyond stall.

(a) (b)

Figure 6.3: Vorticity isosurfaces for the flow past a NACA 0012 airfoil at an angle of
attack α = 60◦ and a Reynolds number based on the chord length Re = 105 obtained by
(a) an unsteady RANS simulation using the Spalart-Allmaras (S-A) turbulence model and
(b) a detached-eddy simulation (DES) using the S-A turbulence model [108, 109].

The DMI method could be based on DES simulations in order to study the impact of
massive flow separation on the aeroelastic behavior of a structure. This type of aerody-
namic nonlinearity is of great importance for compressor, turbine and helicopter blades
because they operate over a large range of angles of attack. In the case of massively
separated flows, higher order flow modes may have a significant contribution to the flow
dynamics. One of the challenges may therefore be to extend the flutter solution methods
(e.g., the p-k method) to include higher order flow modes.
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6.2.3 Applying a filter to steady solutions

Another potential research subject is to approximate an unsteady transonic flow by relying
on few steady high-fidelity simulations in order to further reduce the computational cost
associated with a transonic flutter calculation. This section focuses on using two steady
Euler simulations and applying a filter to estimate the unsteady transonic flow around the
pitching NACA 64A010 airfoil presented in Section 3.2. First, the approach is demon-
strated on the evolution of the Mach field. Then, the shock motion is considered as a
quantitative comparison to the unsteady Euler solutions for a large range of reduced fre-
quencies.

Mach field

The first row of Figure 6.4 represents the evolution of the Mach field computed by an
unsteady Euler simulation for the reference case at the reduced frequency k = 0.202. The
shock waves are located at the edge of the supersonic regions and their position clearly
varies over time.

The second row of Figure 6.4 represents snapshots at the same phases obtained by
a quasi-steady approximation. In particular, two steady Euler simulations are used to
determine the Mach field at the mean angle of attack ᾱ and the derivative of this field with
respect to the angle of attack α . In the context of this quasi-steady approximation, the
evolution of the Mach field can be expressed as

Mqs(x,y,τ) = M(x,y,α = ᾱ)+
∂M(x,y,α = ᾱ)

∂α
(α(τ)−αm) . (6.1)

In this case, the two steady simulations have been performed at the mean angle of attack
(ᾱ = 0◦) and at the maximum pitching amplitude (α̂ = 1.01◦). At kτ = 0◦(α = 0◦), it
can be seen that the lower and upper parts of the Mach field are not symmetrical for the
unsteady case while the steady simulation at this angle of attack provides a symmetrical
solution, which is expected from the symmetry of the airfoil. At kτ = 120◦ (α ≈ 0.87◦),
the quasi-steady calculation overestimates the extent of the supersonic region on the upper
part and underestimates it on the lower part.
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(a) kτ = 0◦ (b) kτ = 120◦ (c) kτ = 240◦

(d) kτ = 0◦ (e) kτ = 120◦ (f) kτ = 240◦

(g) kτ = 0◦ (h) kτ = 120◦ (i) kτ = 240◦

Figure 6.4: Contours of the Mach number M at different phases kτ of the forced oscillation
cycle obtained by (a–c) an unsteady Euler simulation, (d–f) using steady Euler solutions
and (g-i) applying Theodorsen’s filter to steady Euler solutions for the reference pitching
NACA 64A010 case at the reduced frequency k = 0.202 [18].

A quasi-steady approach is tempting because of its low computational cost and its
independence with respect to the reduced frequency but the resulting unsteady Mach field
and therefore the moving shock waves are inaccurate. More representative results can be
obtained by applying an unsteady filter to Equation (6.1). A simple example is shown
here using Theodorsen’s function C(k) [2], which can be seen as an analog filter since its
amplitude decreases with k tending to 0.5 as k tends to infinity as shown in Figure 6.5.
Applying Theodorsen’s filter corrected for compressibility to Equation (6.1) gives

M f (x,y,τ) = M(x,y,α = ᾱ)+
∂M(x,y,α = ᾱ)

∂α
ℑ(C(k̄)α̂eikτ), (6.2)
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where k̄ = k/β and β =
√

1−M2
∞.
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Figure 6.5: (a) Magnitude and (b) phase angle of Theodorsen’s function as a function of
the reduced frequency [18].

The third row of Figure 6.4 shows the results obtained by the filtered quasi-steady
technique. At kτ = 0◦, the filter introduces an asymmetry in the Mach field compared to
the steady case, which is qualitatively closer to the unsteady case. At kτ = 120◦, the filter
reduces the supersonic region on the upper part obtained by the steady case and provides
a better approximation to the unsteady case. Nonetheless, discrepancies with the unsteady
Euler solution are still present.

Shock motion

The locally supersonic flow (M > 1) around the airfoil is decelerated to subsonic (M < 1)
through a shock wave. The position of the shock waves can thus be directly extracted
from the Mach field for an inviscid flow. Figure 6.6 repeats the analysis performed for
the reference case to different values of the reduced frequency. It shows that the filtered
quasi-steady approach provides acceptable results when k is below 0.4, which is promis-
ing knowing that the reduced frequency at flutter is typically of the order of 0.1 for most
transonic flutter problems encountered in aircraft wings or control surfaces [6]. For higher
frequencies, the shock motion computed by the unsteady Euler simulation becomes more
irregular and this behavior cannot be fully recovered by applying the filter to steady sim-
ulations. When k is very large (k = 2), the shock motion is negligible.

137



0 90 180 270 360
k τ (deg)

0.35

0.4

0.45

0.5

0.55

0.6

x
s
/c

Unsteady Euler
Quasi-steady
Filtered quasi-steady

(a) k = 0.1

0 90 180 270 360
k τ (deg)

0.35

0.4

0.45

0.5

0.55

0.6

x
s
/c

(b) k = 0.2

0 90 180 270 360
k τ (deg)

0.35

0.4

0.45

0.5

0.55

0.6

x
s
/c

(c) k = 0.3

0 90 180 270 360
k τ (deg)

0.35

0.4

0.45

0.5

0.55

0.6

x
s
/c

(d) k = 0.4

0 90 180 270 360
k τ (deg)

0.35

0.4

0.45

0.5

0.55

0.6

x
s
/c

(e) k = 0.5

0 90 180 270 360
k τ (deg)

0.35

0.4

0.45

0.5

0.55

0.6

x
s
/c

(f) k = 2

Figure 6.6: Comparison of the chordwise position of the shock on the upper surface xs
obtained by an unsteady Euler simulation, using steady Euler solutions and applying the
Theodorsen’s filter to steady Euler solutions for the pitching NACA 64A010 case at dif-
ferent values of the reduced frequency k.

The application of an unsteady filter to a limited number of steady Euler solutions pro-
vides a first approximation of the transonic flow around a pitching airfoil. An advantage
of relying on steady simulations is their independence with respect to frequency. Never-
theless, the shock motion becomes increasingly nonlinear as the frequency of the pitching
airfoil increases, and this nonlinear dynamics cannot be accurately computed by applying
the Theodorsen filter. One research direction could be to develop an improved filter.

In the case of a flutter analysis of a 3D wing, one could imagine to perform a few
steady Euler or RANS simulations for each structural mode shape at different deforma-
tion amplitudes. A potential approach may be to calibrate an unsteady filter using time-
accurate simulations for one structural mode. The resulting filter may then be applied to
the steady solutions obtained for the other structural modes in order to estimate the cor-
responding flow response as a function of frequency. On the other hand, instead of using
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this approach as a stand-alone method, it could be combined with a linear panel method so
as to extend the range of applicability of the latter to transonic flows with moving shock
waves.

6.2.4 Other application

The methodology could also be applied to cases other than flutter calculations. For exam-
ple, the methodology could be used in the field of flight dynamics to compute dynamic
aerodynamic derivatives, which characterize the influence of the aircraft motion rates on
the aerodynamic forces and moments. These dynamic derivatives affect the aerodynamic
damping of the aircraft response and are essential for evaluating aircraft dynamic modes
encountered in flight dynamics such as the short period oscillation and phugoid modes.

Final word

The DMI methodology represents an interesting unsteady aerodynamic model for tran-
sonic flutter calculations. It can rely on the Euler or RANS approach to achieve better
accuracy than the industrial standards at a lower cost than time-accurate FSI simulations.
The level of fidelity can also be adapted to the available computing power. This approach
thereby opens new avenues for research.
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Appendix A

Time-accurate FSI simulations of the
AGARD 445.6 wing

The in-house modal solver has been validated by considering the AGARD 445.6 wing
presented in Section 4.3. For example, Figure A.1 shows the results obtained by time-
accurate FSI simulations at M∞ = 0.678. Such simulations cannot directly give the exact
flutter condition, they can only indicate that flutter occurs between two flight conditions
at which the simulations have been carried out, one where the response amplitude decays
and one where it diverges. Hence, the predicted flutter speed index lies between 0.41 and
0.42 at M∞ = 0.678. This result is consistent with the value of the speed index found in
Figure 4.20 (Uindex = 0.4174). It is important to note that the AGARD wing oscillates
around an equilibrium shape that is exactly the undeformed shape for any airspeed since
this wing is symmetric and at zero angle of attack. The static deformation is null for this
aeroelastic system.
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Figure A.1: Aeroelastic responses of the AGARD wing for two speed indices at a free-
stream Mach number M∞ = 0.678 obtained by solving the modal aeroelastic equations
of motion based on the Euler model. The initial conditions are q(0) = [8%L,0,0,0,0,0]ᵀ

and q̇(0) = 0.

142



Bibliography

[1] R. L. Bisplinghoff, H. Ashley, and R. L. Halfman. Aeroelasticity. Courier Corpo-
ration, 2013.

[2] Y. C. Fung. An introduction to the theory of aeroelasticity. Courier Dover Publica-
tions, 2008.

[3] J. R. Wright and J. E. Cooper. Introduction to aircraft aeroelasticity and loads,
volume 20. John Wiley & Sons, 2008.

[4] M. P. Paidoussis. Fluid-structure interactions: slender structures and axial flow,
volume 1. Academic press, 1998.

[5] J. D. Anderson Jr. Fundamentals of aerodynamics. Tata McGraw-Hill Education,
2010.

[6] O. O. Bendiksen. Review of unsteady transonic aerodynamics: theory and applica-
tions. Progress in Aerospace Sciences, 47(2):135–167, 2011.

[7] J. D. Anderson. Modern compressible flow: with historical perspective, volume 12.
McGraw-Hill New York, 1990.

[8] J. D. Cole and L. P. Cook. Transonic aerodynamics, volume 30. Elsevier, 2012.

[9] N. F. Giannelis, G. A. Vio, and O. Levinski. A review of recent developments
in the understanding of transonic shock buffet. Progress in Aerospace Sciences,
92:39–84, 2017.

[10] G. A. Vio, G. Dimitriadis, J. E. Cooper, K. J. Badcock, M. A. Woodgate, and
A. M. Rampurawala. Aeroelastic system identification using transonic CFD data
for a wing/store configuration. Aerospace Science and Technology, 11(2):146–154,
2007.

[11] J. P. Thomas, E. H. Dowell, and K. C. Hall. Nonlinear inviscid aerodynamic ef-
fects on transonic divergence, flutter, and limit-cycle oscillations. AIAA journal,
40(4):638–646, 2002.

143



[12] E. Albano and W. P. Rodden. A doublet-lattice method for calculating lift distri-
butions on oscillating surfaces in subsonic flows. AIAA Journal, 7(2):279–285,
1969.

[13] W. P. Rodden, P. F. Taylor, and S. C. McIntosh. Further refinement of the subsonic
doublet-lattice method. Journal of Aircraft, 35(5):720–727, 1998.

[14] C. Hirsch. Numerical computation of internal and external flows: The fundamen-
tals of computational fluid dynamics. Elsevier, 2007.
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