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a b s t r a c t 

Theoretical description of epidemics of plant diseases is an invaluable resource for their 

efficient management. Here we propose a mathematical model for describing the disper- 

sal by wind of fungal pathogens in plant populations. The dispersal of pathogen spores 

was modelled using a non-local diffusion equation which took into account variations in 

wind velocity components and contained a threshold in the convolution kernel defining 

the non-local diffusion term. The model was analyzed and the epidemic levels and pat- 

terns of the plant disease were derived, based upon defined assumptions of the time and 

space variables (i.e., represented by continuous parameters), and the host population (i.e., 

fixed population size). Numerical applications were then performed using reported char- 

acteristic values for wheat leaf rust, stripe rust and stem rust. 
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1. Introduction 

Understanding the temporal and spatial patterns of disease spread within host populations (human, animal or plants)

is crucial to develop ways of controlling such diseases and minimize their potential adverse impacts [1] . Since the begin-

ning of the past century several studies have investigated the use of mathematical modelling in order to describe endemic

and recurrent epidemics and support and guide decision-making and policies e.g., [2–5] . Pioneering works include those of

Hamer [6] , Ross [7] , and Kermack and McKendrick [8] . The latters developed in 1927 the Susceptible-Infected-Removed (SIR)

epidemiological model, which is considered as one of the key results in epidemiology [4,5,8] . The SIR model predicts depend-

ing on the transmission potential of the infection the critical fraction of susceptibles in the population that must be exceeded if

an epidemic is to occur [4] . It consists in a system of three ordinary differential equations: ⎧ ⎨ 

⎩ 

S ′ ( t ) = −αS ( t ) I ( t ) , 

I ′ ( t ) = αS ( t ) I ( t ) − θ I ( t ) , 

R 

′ ( t ) = θ I ( t ) , 

where α is the infection rate often called the per capita disease transmission rate; and θ is the removal rate of infectives. 
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The first models describing the temporal progress of a plant disease epidemic was developed by van der Plank in the

1960s [9–11] . Subsequently, various mathematical models were developed for the description of the spatial and temporal

dynamics of plant disease epidemics, including models adapted from the SIR model (see Cooke et al. [12] and Madden et al.

[13] for a comprehensive review). 

Plant pathogens can be generally divided into two main groups: the necrotrophs which kill the host and feed on its con-

tents, and the biotrophs which establish a long term feeding relationship with the living cells of the host [14,15] . During the

stage of infection, the penetrating necrotrophic fungi release a group of fungal enzymes which disrupt the cell integrity of

the host tissue, causing the cell death which thereby constitutes the food supply. Whereas biotrophic fungi form specialized

physiological and morphological adaptations to the living host to ensure the supply of nutrients [16] . Biotrophic fungi also

require a living host to complete their life cycle. 

The dispersal of plant pathogens is fundamental to the development of plant disease epidemics in agriculture. There

are several different ways by which plant pathogens can be dispersed (e.g., wind, water, insects, and impact). For many

economically important crop diseases caused by fungal pathogens, the main routes of dispersion are wind-borne and rain-

splash borne [17] . Spores produced on infected plants are carried by wind currents and deposited on new susceptible host

plants. The initial step of establishing infection is the adhesion of the spore to the plant surface. This adhesion, which is

common among all fungal species, is essential to resist further displacement by wind or water. The infection process, which

depends on favorable environmental conditions (air temperature, relative humidity, rainfall, etc.), consists of several phases:

spore germination, formation of appressorium and penetration hyphae, and development of infection hyphae within the

host tissue [16] . For example, plant pathogens, such as rust or mildews fungi, form the haustoria which represents the host-

parasite interface and is specialized in nutrient uptake [18–20] . The colonization of the plant tissue takes place during the

so-called latent period. After this period, the production of spores, external to the plant, will increase to a peak level, then

decrease and eventually go back to zero. 

The main objective of this study was to present a mathematical model describing the dispersal by wind of pathogens for

polycyclic fungal plant diseases. To the best of our knowledge, the dispersion mechanisms of wind-borne pathogens have

not been yet encompassed using non-local differential equations. Indeed, dispersion processes are usually modeled through

diffusion or reaction-diffusion models e.g., [21,22] . Although such diffusion models provide a good description of (locally

random) short-range displacements of pathogens, they are less suitable for describing displacements over longer distances

by wind. Here we considered an interaction host-pathogens model with boundary conditions where the domain of interest

may represent an agricultural field. The first section of the paper describes the theoritical modelling approach. Numerical

applications are then performed using three wheat rust diseases (leaf rust, stripe rust and stem rust) as case studies. 

2. Interactions host plant - pathogens and non-local dispersal of pathogens 

2.1. Background 

We suppose that time and space variables are represented by continuous parameters and that the crop fills in a bounded

connected domain � ⊂ R 

2 . We suppose that the host population size is fixed in the field and equals to a constant K > 0.

The density of spores at time t and position x is denoted by u ( x, t ), which represents the number of pathogens per unit time

and per unit area. The spore dispersal is modeled by a non-local diffusion equation which takes into account variations in

wind velocity components: 

∂u 

∂t 
( x, t ) = 

∫ 
�

J ( x − y ) ( u ( y, t ) − u ( x, t ) ) dy + f ( u ) ( x, t ) (1) 

in �, where J ( x − y ) dy is the probability that an individual pathogen migrates from the position y to the position x . The

integral 
∫ 
� J ( x − y ) u ( y, t ) dy is the rate at which pathogens reach the location x from all other locations at time t . The term∫ 

� J ( x − y ) ( u ( y, t ) − u ( x, t ) ) dy takes into account the pathogens arriving or leaving position x from other sites. 

The source term f ( u )( x, t ) may depend on u and on host populations. The pathogens may not enter nor leave the domain

�. In this way the dispersion of pathogens takes place only in �. This is the analogous of what is called homogeneous

Neumann boundary conditions for partial differential equations. This is a simplified case of the general Neumann boundary

problem: 

∂u 

∂t 
( x, t ) = 

∫ 
�

J ( x − y ) ( u ( y, t ) − u ( x, t ) ) dy + f ( u ) ( x, t ) + 

∫ 
R 2 \ �

J ( x − y ) φ( y, t ) dy 

where the last term takes into account the prescribed flux φ( y, t ) of pathogens from outside. One can also consider the

case � = R 

2 which corresponds to the study of some epidemic expanding over a continent. The analysis of this case can be

studied by using some ideas from [23] . 

Eq. (1) involves a non-local diffusion term 

∫ 
� J ( x − y ) u ( y, t ) dy which depends on all values of u in neighborhoods of x .

This type of diffusion operator has been introduced by Kolmogorov et al. [24] to model spatial dispersals within the genetical

theory framework. It has been widely used to model diffusion processes in biological and physical problems e.g., [25–28] .

In our modelling approach the vertical dimension of the crop is neglected. 
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2.2. Description of the model 

The density of healthy host individuals at time t and position x will be denoted by S ( x, t ). The rate of change in the

density of susceptible individuals is described by the following law of mass action 

∂S 

∂t 
( x, t ) = −αu ( x, t ) S ( x, t ) , where α is

the probability of infecting a susceptible individual, which is given as 

α = μψ, (2)

where μ is the homogeneous probability per unit time for spore deposition on the crop and ψ is the homogeneous proba-

bility that a spore located on a susceptible individual initiates the infection. 

We consider the model (1) for the dispersion of spores in which the source term f ( u )( x, t ) corresponding to the produc-

tion of pathogens by infectious hosts at time t and location x , is defined by 

f ( u ) ( x, t ) = κα

∫ t 

0 
( uS ) ( x, t − s ) β( s ) ds , (3)

where κ is the average number of pathogen particles produced per host infected that reach the end of sporulation stage

and β( t ) is the sporulation curve (see Madden et al. [13 , chap 5]) defined as 

β( s ) = 

⎧ ⎨ 

⎩ 

0 if s < τ, 

a b ( s − τ ) 
b−1 e −a ( s −τ ) 

�( b ) 
if s ≥ τ, 

(4)

where τ is the latent period (i.e., the length of time between the start of the infection process and the start of the sporula-

tion) and a, b are the shape parameters of the sporulation curve. 

The term α( uS ) ( x, t − s ) = −∂S 

∂t 
( x, t − s ) is the number of infected hosts arising per unit of time at position x , which

have the infection age s at time t . 

The spore dispersal density J can be computed according to the motion of biological organisms as described in Othmer

et al. [29] through a stochastic process called velocity-jump process. The wind-borne spore travels with a velocity v 1 in the

x 1 -direction and with a velocity v 2 in the x 2 -direction. We denote by γ the scattering frequency, which is the homogeneous

probability per unit time for wind changing directions. The new wind direction vector v = ( v 1 , v 2 ) is randomly chosen from

a distribution q ( v ). 

The spore dispersal process is governed by the equation 

∂ p 

∂t 
( x, t, v ) = −v · ∇p − ( γ + μ) p + γ q ( v ) 

∫ 
R 2 

p ( x, t, z ) dz, (5)

where μ is the homogeneous probability per unit time for spore deposition on the crop (introduced in (2) ). 

The spore dispersal density J is given by 

J ( x ) = μ

∫ + ∞ 

0 

e −μt p ( x, t, v ) dt. (6)

J is the contact density which corresponds to the density of probability of spore deposition at distance | x | from the origin

when released with velocity v . 

Assuming q to be homogeneously distributed on the circle of radius ν = | v | , p is computed using Laplace-Fourier trans-

forms [30] . We consider throughout this paper only radial solutions p of problem (5) . This means that the dispersal proba-

bility only depends on the distance between the initial position and targets. The spore dispersal probability density J is then

symmetric with J ( x ) = J ( | x | ) . 
For some limiting cases (see for details van den Bosch et al. [30] ), J turns out to take the form 

J ( x ) = 

⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

μ2 

2 πν2 
exp 

(
−μ

ν
| x | 

)
if μ > γ , 

μ2 

8 πν2 
K 0 

(
μ

ν
√ 

2 

| x | 
)

if μ < γ , 

(7)

where K 0 is the zero-order modified Bessel function of the second kind. The first distribution corresponds to the ballistic

regime where the average flight duration 1/ μ is small compared to the average duration of the air flow in a fixed direction

1/ γ . The second distribution corresponds to the diffusion regime where the average time length during which a spore is

wind-borne, 1/ μ, is greater than the average duration of traveling in a fixed direction 1/ γ [30] . The number ν/ μ is the

average distance a spore flies before deposition. 
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We summarize the equations governing our model (with initial data) as ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

∂S 

∂t 
( x, t ) = −αu ( x, t ) S ( x, t ) in � × ( 0 , ∞ ) , 

∂u 

∂t 
( x, t ) = 

∫ 
� J ( x − y ) ( u ( y, t ) − u ( x, t ) ) dy + f ( u ) ( x, t ) in � × ( 0 , ∞ ) , 

S ( x, 0 ) = S 0 ( x ) ≥ 0 in �, 

u ( x, 0 ) = u 0 ( x ) ≥ 0 in �, 

(8) 

where f is given in (3) . 

2.3. Existence and uniqueness of a solution 

In order to prove the existence and uniqueness of a solution for (8) , we use Banach’s fixed point Theorem. Indeed, (8) 2 
can be written as 

∂ 
(
e A (x ) t u 

)
∂t 

( x, t ) = 

∫ 
�

e A (x ) t J ( x − y ) u ( y, t ) dy + e A (x ) t f ( u ) ( x, t ) , 

where A (x ) = 

∫ 
� J ( x − y ) dy. 

Integrating this equality with respect to the time parameter implies 

u ( x, t ) = 

∫ t 

0 

e A (x ) ( s −t ) 

∫ 
�

J ( x − y ) u ( y, s ) d yd s + e −A (x ) t u 0 ( x ) + 

∫ t 

0 

e A (x ) ( s −t ) f ( u ) ( x, s ) ds, 

using (8) 3 . Then, solving (8) 1 , we obtain 

S ( x, t ) = S 0 ( x ) exp 

(
−α

∫ t 

0 

u ( x, s ) ds 

)
. (9) 

Let us fix t 0 > 0 and consider the Banach space 

W t 0 = C 
(
[ 0 , t 0 ] ; L 2 ( �) 

)
, 

endowed with the norm ‖ w ‖ W t 0 
= max 0 ≤t≤t 0 

‖ w t ‖ L 2 ( �) . The set 

W 

+ ,M 

t 0 
= { w ∈ W t 0 | 0 ≤ w ≤ M in � × ( 0 , + ∞ ) } , 

is closed in W t 0 , for every M > 0. For every function w 0 ∈ L 2 ( �) satisfying 0 ≤ w 0 ≤ M in �, we define the nonlinear

mapping T w 0 
on W t 0 through 

T w 0 ( w ) ( x, t ) = 

∫ t 

0 

e A (x ) ( s −t ) 

∫ 
�

J ( x − y ) w ( y, s ) d yd s + e −A (x ) t w 0 ( x ) + 

∫ t 

0 

e A (x ) ( s −t ) f ( w ) ( x, s ) ds. 

We have the following Lemma. 

Lemma 1. Let w 0 and z 0 be functions of L 2 ( �) satisfying 0 ≤ w 0 , z 0 ≤ M in �. Then, for every w, z ∈ W 

+ ,M 

t 0 
, we have 

‖ 

T w 0 ( w ) − T z 0 ( z ) ‖ 

2 
W t 0 

≤ C ( t 0 , M ) ‖ 

w − z ‖ 

2 
W t 0 

+ 3 ‖ 

w 0 − z 0 ‖ 

2 
L 2 ( �) , 

where C ( t 0 , M ) = 

3 
2 ( t 0 ) 

2 
(
( κα max x ∈ � S 0 ( x ) ( 1 + 2 t 0 αM ) ) 2 + 1 

)
. 

Proof. We have 

( T w 0 ( w ) − T z 0 ( z ) ) ( x, t ) = 

∫ t 

0 

e A ( x ) ( s −t ) 

∫ 
�

J ( x − y ) ( w − z ) ( y, s ) dyds 

+ 

∫ t 

0 

e A ( x ) ( s −t ) ( f ( w ) − f ( z ) ) ( x, s ) ds + e −A ( x ) t ( w 0 − z 0 ) ( x ) . (10) 

Using (3) and (9) , we then observe that 

( f ( w ) − f ( z ) ) ( x, s ) = καS 0 ( x ) 

∫ s 

0 

β( s − ζ ) ×

⎛ 

⎝ 

w ( x, ζ ) exp 

(
−α

∫ ζ
0 w ( x, ξ ) dξ

)
−z ( x, ζ ) exp 

(
−α

∫ ζ
0 z ( x, ξ ) dξ

)
⎞ 

⎠ dζ . 

Let us define 

φ( r ) = ( rw ( x, ζ ) + ( 1 − r ) z ( x, ζ ) ) × exp 

(
−α

∫ ζ

0 
( rw ( x, ξ ) + ( 1 − r ) z ( x, ξ ) ) dξ

)
. 
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Then, for some r 0 ∈ (0, 1), we have 

( f ( w ) − f ( z ) ) ( x, s ) = καS 0 ( x ) 

∫ s 

0 

β( s − ζ ) ( φ( 1 ) − φ( 0 ) ) dζ

= καS 0 ( x ) 

∫ s 

0 

β( s − ζ ) φ′ ( r 0 ) dζ

= καS 0 ( x ) 

∫ s 

0 

β( s − ζ ) 

×

⎛ 

⎜ ⎝ 

× exp 

(
−α

∫ ζ
0 ( r 0 w ( x, ξ ) + ( 1 − r 0 ) z ( x, ξ ) ) dξ

)
×
(

( w ( x, ζ ) − z ( x, ζ ) ) 

−α( r 0 w ( x, ζ ) + ( 1 − r 0 ) z ( x, ζ ) ) 
∫ ζ

0 ( w ( x, ξ ) − z ( x, ξ ) ) dξ

)
⎞ 

⎟ ⎠ 

dζ . 

This implies that 

| ( f ( w ) − f ( z ) ) ( x, s ) | ≤ καS 0 ( x ) 

∫ s 

0 

β( s − ζ ) ×
(

| w − z | ( x, ζ ) + α( w ( x, ζ ) + z ( x, ζ ) ) 

∫ ζ

0 
| w − z | ( x, ξ ) dξ1 

)
dζ

≤ καS 0 ( x ) ( 1 + 2 t 0 αM ) 

∫ s 

0 

β( s − ζ ) | w − z | ( x, ζ ) dζ . 

Using Cauchy-Schwarz inequality in (10) , we have 

| T w 0 ( w ) − T z 0 ( z ) | 2 ( x, t ) ≤ 3 

2 

t 2 0 

∫ 
�

J 2 ( x − y ) dy 

∫ t 

0 

∫ 
�

( w − z ) 
2 
( y, s ) dyds + 3 ( w 0 − z 0 ) 

2 
( x ) 

+ 

3 

2 

t 2 0 ( καS 0 ( x ) ) 
2 
( 1 + 2 t 0 αM ) 

2 

∫ t 

0 
( w − z ) 

2 
( x, s ) ds , 

which implies that ∫ 
�

| T w 0 ( w ) − T z 0 ( z ) | 2 ( x, t ) dx ≤ 3 

2 

( t 0 ) 
2 max 

0 ≤t≤t 0 

∫ 
�

( w − z ) 
2 
( x, t ) dx + 3 

∫ 
�

( w 0 − z 0 ) 
2 
( x ) dx 

+ 

3 

2 

( t 0 ) 
2 
(
καmax 

x ∈ �
S 0 ( x ) ( 1 + 2 t 0 αM ) 

)2 

max 
0 ≤t≤t 0 

∫ 
�

( w − z ) 
2 
( x, t ) dx , 

from which we deduce 

‖ 

T w 0 ( w ) − T z 0 ( z ) ‖ 

2 
W t 0 

≤ 3 

2 

( t 0 ) 
2 

((
καmax 

x ∈ �
S 0 ( x ) ( 1 + 2 t 0 αM ) 

)2 

+ 1 

)
× ‖ 

w − z ‖ 

2 
W t 0 

+ 3 ‖ 

w 0 − z 0 ‖ 

2 
L 2 ( �) , 

which implies the estimate of the Lemma. �

Theorem 2. For every non negative u 0 ∈ L 2 ( �) and every non negative function S 0 defined on �, there exists a unique solution

( u, S ) to (8) such that: 

1. u ∈ C 
(
[ 0 , + ∞ ) ; L 2 ( �) 

)
, 0 ≤ u ≤ M and S is given through (9) . 

2. u satisfies ∫ 
�

∂u 

∂t 
( x, t ) dx = 

∫ 
�

f ( u ) ( x, t ) dx , 

∫ 
�

u ( x, t ) dx = 

∫ 
�

u 0 ( x ) dx + 

∫ 
�

∫ t 

0 

f ( u ) ( x, s ) dsdx . (11)

Proof. 1. Taking w 0 = u 0 , w = u and z 0 = z = 0 in Lemma 1 , we obtain 

‖ 

T u 0 ( u ) ‖ 

2 
W t 0 

≤ C ( t 0 , M ) ‖ 

u ‖ 

2 
W t 0 

+ 3 ‖ 

u 0 ‖ 

2 
L 2 ( �) , 

hence T u 0 ( u ) ∈ W 

+ ,M 

t 0 
, for t 0 small enough. 

Taking now w 0 = z 0 = u 0 in Lemma 1 , we prove that T u 0 is a contraction on W 

+ ,M 

t 0 
for t 0 small enough. Thus, there

exists a unique fixed point u ∈ W 

+ ,M 

t 0 
of T u 0 . Using classical arguments on ordinary differential equations, we can extend u

to [ 0 , + ∞ ) . 

Finally, we observe that (8) 1 implies (9) . 

2. Integrating (8) 2 over �, we get ∫ 
�

∂u 

∂t 
( x, t ) dx = 

∫ 
�

∫ 
�

J ( x − y ) u ( y, t ) dxdy −
∫ 
�

∫ 
�

J ( x − y ) u ( x, t ) dxdy + 

∫ 
�

f ( u ) ( x, t ) dx. 

As J is symmetric, the two first terms of the right-hand side cancel. This implies the equality (11) 1 . The equality (11) 2 is
obtained when integrating the preceding equality with respect to the time parameter. �
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2.4. Final disease level 

The sporulation on a host infected may cease once the period of infectiousness has passed or when the plant resources

are exhausted. The number of spores produced in the field, at any time, cannot exceed the number κK , with κ being the

maximal number of spores produced per host infected that reaches the end of sporulation stage and K is the host population

size. Thus, we have the following result. 

Theorem 3. For almost every x ∈ �, lim t → ∞ 

u ( x, t ) exists and is equal to some u ∞ 

( x ) with ∫ 
�

u ∞ 

( x ) dx = 

∫ 
�

u 0 ( x ) dx + κ

∫ 
�

( S 0 ( x ) − S ∞ 

( x ) ) dx, 

where S ∞ 

( x ) = S 0 ( x ) exp 

(
−α

∫ + ∞ 

0 u ( x, s ) ds 
)
. 

Proof. We observe that ∫ 
�

∫ t 

0 

f ( u ) ( x, s ) d sd x = κ

∫ 
�

∫ t 

0 

∫ s 

0 

α( uS ) ( x, s − ζ ) β( ζ ) d ζd xd s 

= −κ

∫ 
�

∫ t 

0 

∫ s 

0 

∂S 

∂s 
( x, s − ζ ) β( ζ ) d ζd xd s 

= −κ

∫ 
�

∫ t 

0 

∫ s 

0 

∂ 

∂s 
( ( S ( x, . ) − S 0 ( x ) ) ∗ β) ( ζ ) d ζd sd x 

= −κ

∫ 
�

∫ t 

0 
( ( S ( x, . ) − S 0 ( x ) ) ∗ β) ( s ) d sd x 

= −κ

∫ 
�

∫ t 

0 
( S ( x, t − s ) − S 0 ( x ) ) β( s ) d sd x. 

Thus, according to Lebesgue’s dominated convergence Theorem, we obtain from (11) 2 

lim 

t→∞ 

∫ 
�

u ( x, t ) dx = 

∫ 
�

u 0 ( x ) dx + κ lim 

t→∞ 

∫ 
�

∫ t 

0 
( S 0 ( x ) − S ( x, t − s ) ) β( s ) dsdx 

= 

∫ 
�

u 0 ( x ) dx + κ

∫ 
�

( S 0 ( x ) − S ∞ 

( x ) ) dx. �

2.5. Secondary infection cycles 

We suppose that the host population size is fixed in the field and denote by S ( t ) the homogeneous density of healthy

individuals at time t per unit area ( S is independent of x ). We denote by u ( x, t ) the density of spores at time t and position

x . We consider a nonlocal dispersion model depending on a time parameter ξ ≥ 0 ⎧ ⎨ 

⎩ 

∂w 

∂t 
( x, t, ξ ) = 

∫ 
� J ( x − y ) ( w ( y, t, ξ ) − w ( x, t, ξ ) ) dy + f ( u ) ( x, t, ξ ) in � × ( 0 , ∞ ) , 

w ( x, 0 , ξ ) = g ( x, ξ ) in �, 

(12) 

where w ( x, t, ξ ) represents the density of spores at time t and position x that result from the initial infection g ( x, ξ ), J is the

dispersal density given in (6) , g ( y , .) is a given nonnegative function in L 2 ( �) satisfying 
∫ + ∞ 

0 g ( x, ξ ) dξ < + ∞ and f is defined

by 

f ( u ) ( x, t, ξ ) = 

{
καβ( t ) S ( ξ − t ) u ( x, ξ − t ) if t ≤ ξ , 

0 if t > ξ , 

where α is the homogeneous probability of infecting a healthy individual given in (2) , β is the sporulation curve defined in

(4) and κ is the average number of spores produced per host infected. 

This model represents the dynamics of a plant disease described here by a lesion which is the amount of plant surface

bearing sporulating colonies of fungal pathogens. The initial condition g ( x, ξ ) corresponds to the number of spores at time ξ
and position x resulting from an initial infection. Initial infection may be caused by external pathogens arriving from outside

the host population or by internal pathogens surviving in the soil from previous crops. Let h ( x, t ) be the number of spores

deposited per unit of time at position x . Then g ( x, ξ ) can take the form [31] 

g ( x, ξ ) = 

∫ ξ

0 

αh ( x, ξ − s ) β( s ) ds. 

The source term f ( x, t, ξ ) represents the number of lesions arising per unit of time that at time ξ have infection age t .

The term 

κ

∫ ∫ t 

αS ( t − s ) u ( x, t − s ) β( s ) d sd x = 

∫ ∫ t 

f ( x, s, t ) d sd x, 

� 0 � 0 
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corresponds to the number of spores produced by secondary infection cycles. Secondary infections are those caused by

pathogens produced by new lesions on infectious hosts in the population. 

The interaction healthy-pathogens is described by the following equation {
S ′ ( t ) = −αS ( t ) �( t ) , 

S ( 0 ) = S 0 > 0 , 
(13)

where �( t ) = 

∫ 
� w ( x, t, t ) dx . 

2.5.1. An existence result 

Using the proof of Theorem 2 , we can prove the following existence and uniqueness result. 

Theorem 4. For every ξ ≥ 0, (12) has a unique solution w (., ., ξ ) ∈ C([0 , + ∞ ) ; L 2 (�)) which is nonnegative. Moreover ∫ 
�

w ( x, t, ξ ) dx = 

∫ 
�

g ( x, ξ ) dx + 

∫ 
�

∫ t 

0 

f ( u ) ( x, s, ξ ) dsdx. (14)

We deduce from (14) that 

�( t ) = 

∫ 
�

g ( x, t ) dx + κ

∫ 
�

∫ t 

0 

αS ( t − s ) u ( x, t − s ) β( s ) dsdx. (15)

�( t ) is thus the number of spores produced by the entire population of lesions per unit time. Combining (13) and (15) we

obtain the following result. 

Corollary 5. The rate of change of healthy individuals is described by the following integro-differential equation { 

S ′ ( t ) = αS ( t ) 
(
κ

∫ t 
0 S 

′ ( t − s ) β( s ) ds − G ( t ) 
)
, 

S ( 0 ) = S 0 . 
(16)

where G ( t ) = 

∫ 
� g ( x, t ) dx . 

Eq. (16) is derived in Segarra et al. [31] and corresponds to a Kermach-McKendrick model. The novelty here is that the

term �( t ) is obtained from a non-local dispersion age infection dependent problem. 

2.5.2. Final size of the epidemic 

The number R 0 defined through R 0 = αS 0 
∫ + ∞ 

0 β( s ) ds = αS 0 is called the basic reproduction number [32] . It can be in-

terpreted as the average number of secondary infection period. We denote by S ∞ 

= lim t→∞ 

S ( t ) the final number of healthy

individuals and by y ∞ 

= 1 − S ∞ 

S 0 
the fraction of healthy individuals which will be infected during the epidemic. We have the

following result. 

Theorem 6. We have y ∞ 

= 1 − exp 

(
−R 0 y ∞ 

− α
∫ ∞ 

0 G ( t ) dt 
)
. 

Proof. From Corollary 5 , we deduce 

S ′ ( t ) 
S ( t ) 

= α

(
κ

∫ t 

0 

S ′ ( t − s ) β( s ) ds − G ( t ) 

)
. 

Integrating with respect to t , we get 

ln 

(
S ( ξ ) 

S 0 

)
= κα

∫ ξ

0 

∫ t 

0 

S ′ ( t − s ) β( s ) d sd t − α

∫ ξ

0 

G ( t ) d t. (17)

We observe that 

κα

∫ ξ

0 

∫ t 

0 

S ′ ( t − s ) β( s ) d sd t = κα

∫ ξ

0 

∫ t 

0 
( S − S 0 ) 

′ 
( t − s ) β( s ) d td s 

= κα

∫ ξ

0 
( ( S − S 0 ) ∗ β) ( t ) dt 

= κα

∫ ξ

0 

β( s ) ( S ( ξ − s ) − S 0 ) ds. 

Then, substituting in (17) , we obtain 

ln 

(
S ( ξ ) 

S 0 

)
= κα

∫ ξ

0 
( S ( ξ − s ) − S 0 ) β( s ) ds − α

∫ ξ

0 

G ( t ) dt, 
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Table 1 

Weather conditions conducive to the development of wheat rust diseases and daily sporulation of pathogens [17,44,45] . 

Pathogen T min ( °C) T opt ( °C) T max ( °C) Daily sporulation (spores/lesion) 

P. triticina 2 15 < 30 2.10 3 

P. striiformis 0 5–14 20 15.10 3 

P. graminis 4 23,5 29 20.10 3 

Table 2 

Latent period, infection period and infection efficiency of the pathogens causing three wheat rust diseases [17] . 

Pahogen Disease Latent period (day) Infection period (day) Infection efficiency (%) 

P. triticina Leaf rust 7–8 20 40 

P. striiformis Stripe rust 10–14 30 > 40 

P. graminis Stem rust 7–9 26 20–45 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

from which we deduce, as ξ tends to ∞ 

ln 

(
S ∞ 

S 0 

)
= κα( S ∞ 

− S 0 ) 

∫ ∞ 

0 

β( s ) ds − α

∫ ∞ 

0 

G ( t ) dt 

= κα( S ∞ 

− S 0 ) − α

∫ ∞ 

0 

G ( t ) dt 

= −R 0 

(
1 − S ∞ 

S 0 

)
− α

∫ ∞ 

0 

G ( t ) dt. �

3. Numerical applications: Case studies of wheat rusts 

3.1. Wheat rust diseases 

Wheat rusts [leaf rust (WLR, commonly known as brown rust), stripe rust (WSR, commonly referred to as yellow rust),

and stem rust (also known as black stem rust, BSR)] are among the most damaging diseases of wheat worldwide [33–36] .

Yield losses associated to wheat rusts reach up to 70% in susceptible wheat cultivars, when the diseases are uncontrolled

[33,37] . The pathogens ( Puccinia triticina Roberge ex Desmaz., P. striiformis Westend f. sp. tritici Ericks, and Puccinia graminis

Pers. f. sp. tritici Erikss. & Henn, causing WLR, WSR and BSR, respectively) of these polycyclic fungal diseases can easily

spread and travel long distances by dispersal of wind-borne spores (from cetimeters to thousands of kilometers) [38,39] .

Only low levels of inoculum are required for initiating an epidemic, with the ability to develop rapidly under optimal

weather conditions [40–42] . 

Weather conditions, namely temperature affects the latent period (the time between infection and the appearance of

disease symptoms) and the infectious period (the length of time between the start of spore production and the end of spore

production or sporulation by infected units). For P. striiformis , the infectious period tends to be longer than for the other two

fungi ( Table (2 )). An exception is P. triticina in which sporulation continued for up to two months under optimum conditions

and low lesion density (Mehta and Zadoks [43] ). This long sporulation period is interpreted as a survival mechanism. 

The disease cycle speeds up at higher temperatures, resulting in a faster development of the epidemic. The favourable

weather conditions conducive to the development of these three wheat rusts, as well as some characteristics of infection by

their pathogens are provided in Tables 1 and 2 . 

3.2. Numerical applications 

In this section we present a numerical resolution of the problem (8) . For simplicity, we restrict the study to a 1D case,

choosing the domain � = [ 0 , 1 ] . We cover the domain � × [0, T ] with an N x × N t mesh, thus introducing the spatial step

size δx = 1 /N x and the time step size δt = T /N t . The grid points ( x i , t j ) are thus given by x i = iδx, i = 1 , 2 , . . . , N x + 1 , t j = jδt,

j = 1 , 2 , . . . , N t + 1 . 

Let u 
j 
i 

(resp. S 
j 
i 
) be the approximation of u ( x i , t j ) (resp. S ( x i , t j )). The convolution product 

∫ 
� J ( x − y ) ( u ( y, t ) − u ( x, t ) ) dy is

approximated as follows (∫ 
�

J ( x − y ) ( u ( y, t ) − u ( x, t ) ) dy 

) j 

i 


 

N x +1 ∑ 

p=1 

J ( x i − x p ) 
(
u 

j 
p − u 

j 
i 

)
δx, 

for every i = 1 , 2 , . . . , N x + 1 , j = 1 , 2 , . . . , N t + 1 , and J is computed using (7) . In a similar way, the term f ( u ( x i , t j )) involves

a convolution product with respect to the time parameter. It can be computed as 

f 
(
u 

j 
i 

)

 

j ∑ 

l=1 

β
(
t j − t l 

)
( uS ) 

l 
i δtκα. 
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Table 3 

Values of parameters used for the numerical application of Eq. (8) . 

Pathogen κ α ν
μ τ (days) b a 

P. triticinia 40.10 3 0.18 2.19 7 2.86 0.24 

P. striiformis 45.10 4 0.2 3.29 10 3.00 0.20 

P. graminis 52.10 4 0.14 2.19 7 3.70 0.21 

Fig. 1. Density curves of healthy host individuals S (left) and spore dispersal u (right) for wheat leaf rust (caused by Puccinia triticina ). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Eq. (8) 1 is approximated using (9) and the approximation of the integral based on the trapezoidal rule 

S j 
i 


 S 0 ( x i ) exp 

( 

−αδt 

( 

u 

j 
i 
+ u 

1 
i 

2 

+ 

j−1 ∑ 

l=1 

u 

l 
i 

) ) 

. 

The discretization of (8) 2 is obtained using an explicit rule, which finally leads to the discrete scheme ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

u 

j+1 
i 

= u 

j 
i 
+ δt 

(
N x +1 ∑ 

p=1 

J ( x i − x p ) 
(
u 

j 
p − u 

j 
i 

)
δx + f 

(
u 

j 
i 

))
, 

S j+1 
i 

= S 0 ( x i ) exp 

(
−αδt 

(
u 

j+1 
i 

+ u 

1 
i 

2 

+ 

j ∑ 

l=1 

u 

l 
i 

))
, 

u 

1 
i 

= u 0 ( x i ) ≥ 0 , 

S 1 
i 

= S 0 ( x i ) ≥ 0 , 

for every i = 1 , . . . , N x + 1 and j = 1 , . . . , N t . 

The aerial dispersal of plant pathogens by wind is mainly a passive motion involving three events: liberation, transport

and deposition. To liberate spores, the wind seed must be higher than a threshold ν which decreases with the duration of

calm conditions: ν = 1 . 0 m / s for P. triticina and P. graminis , and ν = 1 . 5 m / s for P. striiformis . The threshold ν appears in the

model through the ratio ν/ μ where μ is the median time to deposition (see [ 46 , p. 1329, Fig. 3]). Given the values provided

in Tables 1 and 2 , and based on van den Bosch et al. [47] and Hau and de Vallavieille-Pope [17] , the values of parameters in

Eq. (8) were derived ( Table 3 ). 

All calculations were performed using the MATLAB software (version xx , The MathWorks Inc., Natick, MA). Figs. 1–3

present the density of healthy host individuals S and density curves of spore dispersal u for WLR, WSR and BSR, respectively.

The same initial conditions S 0 (x ) = 10 0 0 x and u 0 (x ) = 100 
(
1 − x 2 

)2 
( x ∈ (0, 1)) are used for all three diseases. The curves

were drawn for a period of 60 days. 

The spatio-temporal patterns of a given wheat rust disease are described by the curve S ( x, t ), which represent the sus-

ceptible healthy host plants at the position x and time t . As the density u ( x, t ) of pathogens increases, that of plant hosts

slowly decreases. Figs. 1–3 show that the production of spores increases to a peak level beyond the latent period τ ; then

decreases rapidly. In our numerical analyses the evolution of susceptible plant hosts is spatially quite homogeneous. The

wind velocity leading to spore liberation, set as a constant, may explain such patterns. The aerial dispersal of spores across

wheat fields is also influenced by other factors including the angle of the wind direction, the weight and shape of spores,

and plant architecture. 
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Fig. 2. Density curves of healthy host individuals S (left) and spore dispersal u (right) for wheat stripe rust caused by Puccinia striiformis . 

Fig. 3. Density curves of healthy host individuals S (left) and spore dispersal u (right) for wheat stem rust (caused by Puccinia graminis ). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Concluding remarks 

We proposed a mathematical model which accounts for the development of plant epidemic diseases, particularly the

dispersal by wind of pathogens. The spore dispersal was modeled using a diffusion equation containing a non-local term

involving a dispersal kernel. The dispersal kernel, which corresponds to the density probability function, depends on the

variations of the wind velocity components. According to the non-local term, pathogens are transported in the air and

deposited over new susceptible host plants where they will generate secondary foci. 

Using selected parameter values retrieved from experimental data [17] the epidemic dynamics and patterns of wheat

rust diseases were numerically investigated. The spatio-temporal patterns of these polycyclic diseases depend on the actual

biological parameters of their pathogens, influenced by weather conditions and the susceptibility of wheat cultivars. 

The probabilty of infecting a host individual, expressed by the parameter α, depends on time varying environmental

conditions such as temperature and wetness [17,40–42] . The complexity of the inter-relationships between these influencing

factors make it difficult to quantify the infection probability at a given site. Nevertheless, the introduction of a time varying

probability α( t ) in our model would lead to straightforward modifications in the computations while the final results remain

unchanged. 

The vertical dispersal kernel of pathogens, mainly due to rain splash [48] , evolves with the vertical structure (number of

leaf layers) of the host individual. Such vertical dispersals was not included in our modelling approach and will be the aim

of forthcoming research work. The consideration of different groups in the host population (i.e., healthy, ixnfectious and the

removed or post-infectious individuals), e.g. using integro-differential equations, would help improve the present modelling

approach. 
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