Exploring scoring methods for research studies: Accuracy and variability of visual and automated sleep scoring


Abstract
Sleep studies face new challenges in terms of data, objectives and metrics. This requires reappraising the adequacy of existing analysis methods, including scoring methods. Visual and automatic sleep scoring of healthy individuals were compared in terms of reliability (i.e., accuracy and stability) to find a scoring method capable of giving access to the actual data variability without adding exogenous variability. A first dataset (DS1, four recordings) scored by six experts plus an autoscoring algorithm was used to characterize inter-scoring variability. A second dataset (DS2, 88 recordings) scored a few weeks later was used to explore intra-expert variability. Percentage agreements and Conger’s kappa were derived from epoch-by-epoch comparisons on pairwise and consensus scorings. On DS1 the number of epochs of agreement decreased when the number of experts increased, ranging from 86% (pairwise) to 69% (all experts). Adding autoscoring to visual scorings changed the kappa value from 0.81 to 0.79. Agreement between expert consensus and autoscoring was 93%. On DS2 the hypothesis of intra-expert variability was supported by a systematic decrease in kappa scores between autoscoring used as reference and each single expert between datasets (.75–.70). Although visual scoring induces inter- and intra-expert variability, autoscoring methods can cope with intra-scorer variability, making them a sensible option to reduce exogenous variability and give access to the endogenous variability in the data.
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1 | INTRODUCTION

Sleep studies are entering a new era, with datasets becoming larger and targetting a wider range of objectives, such as phenotypic (Van Dongen, Vitellaro, & Dinges, 2005), longitudinal (Redline, Schluchter, Larkin, & Tishler, 2003), multicentric (Redline et al., 2011) or epidemiologic objectives (Castro, Poyares, Leger, Bittencourt, & Tufik, 2013). Reflection on the adequate ways to
describe sleep accompanies the evolution of the science of sleep, both regarding analysis methods (Stephansen et al., 2018) and classification in terms of sleep stages. Sleep scoring consists of applying consensual criteria (Iber, et al. 2007) to identify stages and results in the hypnogram (i.e., the succession of sleep stages across time). Sleep scoring methods are long debated, visual and automatic scoring being both questioned and defended with respect to reliability. Visual sleep scoring is the reference standard for sleep analysis. However, it is affected by inter and intra-expert variability (Collop, 2002; Magalang et al., 2013; Penzel, Zhang, & Fietze, 2013; Zhang et al., 2015), because it is difficult for human experts to achieve the same scoring for a given recording (Grigg-Damberger, 2012; Himanen & Hasan, 2000; Morgenthaler, Deriy, Heald, & Thomas, 2016; Rosenberg & Van Hout, 2013; Van Dongen et al., 2005). Training sessions improve the homogeneous application of the scoring rules (Danker-Hopfe et al., 2009; Rosenberg & Van Hout, 2013) but must be repeated to prevent a scoring “drift” over time, identified by Redline et al. as a critical concern in clinical and epidemiological research (Redline, Dean, & Sanders, 2013). Periodic redefinition of scoring rules (Grigg-Damberger, 2012; Himanen & Hasan, 2000; Morgenthaler et al., 2016; Schulz, 2008), together with the difficulty of applying these rules consistently, adds another variability source (Danker-Hopfe et al., 2009). In conclusion, visual scoring introduces exogenous, confounding sources of variability to the intrinsic meaningful variability of the data. On the other hand, automatic scoring, unlike visual scoring, can be totally reproducible, and its reliability has significantly improved over the years to the point that it could appear as a sensible option for analysing research data. We explored both visual and automated scoring in terms of accuracy and variability, using each approach as a way to question the other one, in turns.

2 | METHODS

2.1 | Experimental design

2.1.1 | Participants and protocol

This was a retrospective study. The data were collected in 24 healthy male participants (aged 21.6 ± 2.5 years), randomly selected from a larger sample (364) of volunteers. All volunteers were free of medication or psychoactive drugs, non-smokers and moderate caffeine and alcohol consumers, devoid of sleep and cognitive disorders. The study was approved by the Ethics Committee of the Faculty of Medicine of the University of Liège.

After a first habituation night aimed at ruling out participants with sleep disorders, four full-night polysomnographic recordings (PSG) were acquired under successive sleep conditions: baseline night (BAS), 12-hr extended sleep opportunity (EXT), 8-hr night preceding 40 hr of sleep deprivation (BEF) and a recovery night (REC), following the sleep deprivation (Figure 1).

2.1.2 | Recordings

Data were recorded using a V-Amp 16 amplifier (Brain Products GmbH). Electroencephalogram (EEG) data were digitized at Fs = 500 Hz with a low-pass filter at 180 Hz and a magnitude resolution of 0.049 µV/bit. Recordings included 10 EEG channels (F3, Fz, F4, C3, Cz, C4, Pz, O1, O2, A1), two electro-oculograms (EOGs), two chin electromyograms (EMGs) and two electrocardiograms (ECGs).

2.2 | Automatic scoring (AS)

Aseega is an automatic sleep scoring method based on the analysis of the single EEG bipolar signal Cz-Pz, without using any information from either EOG or EMG. The data were automatically analysed without information on subject or sleep condition. Unlike evolutive methods, such as stochastic methods or methods using incremental learning, Aseega is fully deterministic, hence results are fully reproducible. It was validated on healthy subjects (Berthomier et al., 2007).

2.3 | Visual scoring (VS)

2.3.1 | Pool of independent scorers

Six expert visual scorers from the same laboratory were trained together to homogenize the application of AASM scoring rules (Iber et al., 2007). The training was considered achieved when 80% of scoring agreement was reached with the expert leader, considered

![Figure 1](Path_to_The_Figure)

**FIGURE 1** Experimental protocol. Participants underwent a 6-day laboratory protocol including; a habituation night, a baseline night (BAS), an extended sleep episode (EXT, i.e., 12 hr), a 4-hr afternoon nap, an 8-hr night (BEF), 40 hr of sleep deprivation, followed by a 12-hr recovery night (REC).
as the laboratory reference standard. Here, a human scorer is designated by “visual scorer” (VS) or “expert”, whereas “AS” refers to automatic scoring. ‘Scorer’ and ‘scoring’ refer to automated and visual scorer/scoring.

2.3.2 Setup of visual references

In order to get closer to the scoring ground truth, we took advantage of the multiple visual scorings by setting up two kinds of visual references. First, we used the full consensus, which is the drastic restriction of the dataset to only the epochs on which all independent scorers agreed. This is determined by statistical means, not as the result of verbal discussion between experts.

As an alternative to full consensus, which is a harsh approach because any epoch where only one expert disagrees is rejected, we used the visual majority scoring, \( V_{\text{maj}} \) (Rosenberg & Van Hout, 2013). For each epoch, we considered as \( V_{\text{maj}} \) the scoring decision that brings together at least \( N_{\text{maj}} \) experts, with \( N_{\text{maj}} \) varying from two to six. Note that a majority of at least six experts is equivalent to the full consensus case.

2.4 Datasets

The data consisted of two scoring sets, DS1 and DS2, referred to as scoring condition, which differed according to the temporal proximity to the training sessions. The scoring sessions of DS2 started 1.5 months after DS1 within a 6-month period. Both datasets excluded the recordings used for the training sessions. The composition of the two datasets is summarized in Table 1. DS1 included four recordings from two volunteers: three recordings (BAS, EXT and BEF) from one participant and one recording (BAS) from another one. Each recording was scored independently by all seven different scorers (six VS and one AS), resulting in 28 scorings.

DS2 included 88 recordings (four recordings from 22 different subjects), scored twice, once by one of the six VS and once by AS, resulting in 176 scorings. Contrary to DS1, each recording was visually scored only once, in addition to AS. When a subject was assigned to an expert the four nights were scored only by this expert (see Table 1).

2.5 Statistics

Scorings were compared on an epoch-by-epoch basis. To avoid overweighting short nights and underweighting long nights, comparisons in each dataset were based on pooled night scorings. For each dataset separately, pooling was carried out by concatenating the hypnograms of a given scorer (AS and VS) into a single continuous sequence of sleep stages (Berthomier et al., 2007).

Two metrics of epoch-by-epoch agreement between scorers were used: first, the percentage agreement, defined as the percentage of epochs that were assigned the same label (i.e., sleep stage) by two or more scorers; and second, Conger’s kappa coefficient \( \kappa \), which is the generalization of Cohen’s kappa coefficient (Cohen, 1960) to the comparison of more than two raters. To have homogeneous statistical criteria we computed Conger’s kappa instead of the Fleiss kappa, which is sometimes used in multi-scorer comparison (Danker-Hopfe et al., 2009) but which reduces to a different two-rater agreement coefficient called \( \Pi \) (Gwet, 2012). In the case of two raters, Conger’s kappa and Cohen’s kappa are equivalent (Conger, 1980).

Distributions of agreements are displayed using box-and-whisker plots, where the central mark is the median and the edges of the box are the 25th and 75th percentiles. The whiskers extend to the most extreme data points, whereas the outliers are plotted individually.

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Visual scorers</th>
<th>Auto</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset 1</td>
<td>Subject ID</td>
<td># recordings per subject</td>
</tr>
<tr>
<td>981</td>
<td>3</td>
<td>x</td>
</tr>
<tr>
<td>1,004</td>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td>Dataset 2</td>
<td>18, 67, 180, 314</td>
<td>4</td>
</tr>
<tr>
<td>44, 110</td>
<td>4</td>
<td>x</td>
</tr>
<tr>
<td>45, 112, 208, 365</td>
<td>4</td>
<td>x</td>
</tr>
<tr>
<td>41, 106, 200, 330, 412, 439</td>
<td>4</td>
<td>x</td>
</tr>
<tr>
<td>17, 66, 123, 273</td>
<td>4</td>
<td>x</td>
</tr>
<tr>
<td>204, 316</td>
<td>4</td>
<td>x</td>
</tr>
</tbody>
</table>

Note: Each subject may provide for one to four nights. All scorers scored all recordings of DS1 (four nights). In DS2, subjects were assigned to scorers who scored the four nights of such subject. In other words, each recording of DS1 was visually scored six times, whereas each recording of DS2 was visually scored only once.
2.6 | Scoring variabilities

The inter-scorer variability is defined as the difference measured between the scorings of two or more scorers.

The intra-scorer variability is defined as the differences between the scorings of a given scorer and a reference. In a first approach, the scorer reads the same recording twice and the score–rescore agreement is based on the comparison between the two scorings produced by the same scorer, used as its own reference. This is the typical score–rescore agreement (Whitney et al., 1998). A second approach is to compare two scorings produced by two different scorers on a succession of different recordings, and to consider the scorings of one of the scorers, supposed to be stable over time, as the scoring reference; the variability over time of the inter-scorer agreement is supposed to reflect the intra-scorer variability of the tested scorer. This corresponds to the training situation, where the increase over time of the inter-scorer variability is supposed to reflect the inter-scorer agreement (trainee vs. sleep expert) and is taken as progress of the trainee (Chediak et al., 2006; Rosenberg & Van Hout, 2013). Here, we explored a variation of the second approach, where the reference to which visual scorings are compared to assess fluctuations over time is autoscoring.

2.7 | Dataset 1 analysis

We first compared how agreement between experts is affected by the number of experts involved in the process by investigating the evolutions of both the percentage agreement and kappa as functions of the number of experts involved, \( N_{vS} \), first between two experts, then between three, up to all experts. For a given \( N_{vS} \) (two to six), all possible combinations, \( N_e \) of experts were computed, providing distributions of agreements.

In a second step, we added autoscoring to the pool. We performed pairwise comparisons using kappa and percentage agreement, with every possible pairs of scorings (VS and AS). We also performed comparisons between autoscoring and visual full consensus, VS\(_{all}\), as well as between each visual scoring, VS\(_T\), and the partial consensus of all the other experts (VS\(_S\), \( i \neq j \)).

In a third step, we compared all scorers (VS and AS) with respect to their individual contribution to the overall agreement, questioning whether automated analysis contributes differently to the overall agreement than visual experts. A global kappa, \( k_{G1} \), was computed on all seven scorings available (six VS + one AS). Partial kappa coefficients were computed for all possible pools of six scorings where only one was left out of the pool. The specific case where autoscoring was removed stands for an assessment of the impact of adding AS to the pool of experts.

The fourth step consisted of replacing the visual full consensus by the visual majority scoring. In case of ex aequo majority scorings (e.g., rapid eye movement [REM] decision for three experts and N2 decision for the other three experts for a given epoch), the ground truth was considered as undetermined and the epoch was discarded. Likewise, when an epoch did not meet the minimum number of majority members requested (e.g., if, in the previous case, the minimum number of experts requested to constitute a majority was \( N_{maj} = 4 \)), the epoch was discarded.

Finally, the contingency matrix between automatic scoring and the visual full consensus was computed to provide sensitivity and positive predictive value for sleep stages.

2.8 | Dataset 2 analysis

As a first step, the global kappa, \( k_{G2} \), and the percentage agreement between automatic and visual scorings were computed. The recordings scored by a given expert were then pooled together to provide for each expert a pairwise comparison with autoscoring.

In a second step the auto-visual agreements on DS2 were compared with the corresponding pairwise agreements obtained on DS1.

The third step aimed to assess the intra-expert variability according to the sleep condition (BAS, EXT, BEF and REC). We again used autoscoring as reference, because it is also blind to the sleep condition. Kappa coefficients and percentage agreement were computed for each expert and in each sleep condition.

Finally, the contingency matrix yielded sensitivity and positive predictive value for all sleep stages, without distinguishing between experts.

3 | RESULTS

3.1 | Dataset 1

In the first step, the inter-expert agreement as a function of the number of experts \( N_e \) (Figure 2) showed that the larger the number of experts, the lower percentage agreement and kappa variance, whereas mean kappa remained stable. The percentage agreement across all six visual scorers was 68.7% and the corresponding kappa was 0.81.

In the second step, concerning the inter-scorer variability ([min–max], \( \mu = \text{mean} \)), the six pairwise kappa coefficients between autoscoring and each scorer separately, AS versus VS\(_T\), ranged from 0.72 to 0.79, \( \mu = 0.75 \), and the 15 pairwise kappa coefficients between visual scorers, VS\(_S\) versus VS\(_T\), ranged from 0.73 to 0.87, \( \mu = 0.81 \) (Figure 3a). The corresponding percentage agreements for AS versus VS\(_S\) ranged from 79.1% to 84.7%, \( \mu = 81.7 \%), whereas for VS\(_S\) versus VS\(_T\) they ranged from 79.8% to 90.5%, \( \mu = 85.6 \%) (Figure 3b).

As expected, pairwise comparisons yielded lower agreements than comparisons involving full consensus scoring because the latter discards ambiguous epochs. Accordingly, the kappa between AS and the visual full consensus VS\(_{all}\) was 0.91, whereas kappa between each individual expert and the partial consensus of the others experts ranged from 0.90 to 0.98, \( \mu = 0.95 \) (Figure 3a, third boxplot).
The percentage agreement was 93.1% between AS and VS all, and 92.9% to 98.5%, \( \mu = 96.5\% \), between each VS i and the partial consensus of the other visual scorings (Figure 3b, third boxplot).

In the third step, the global kappa over DS1 obtained by comparing all scorings (VS + AS) was \( \kappa_G = 0.79 \), which is barely lower than the kappa obtained by comparing visual scorings (VS) only. The distribution of partial kappa coefficients when removing one scorer at a time by permutation ranged from 0.78 to 0.81 (\( \mu = 0.79 \)), the upper bound being the specific case of “visual” partial kappa, computed without autoscoring.

We then compared, in a fourth step, the scorings with various majority scorings, VS Maj. A high \( N_{\text{Maj}} \) was associated with a high agreement with VS Maj but implied a high number of rejected epochs for which too few experts agreed to reach a consensus (Figure 4). No expert obtained a 100% agreement with the majority scoring.

For the last step, the subset of the most reliable epochs according to visual scoring was built by discarding the 1,349 epochs (31.3%) of disagreement between experts, leaving 2,959 epochs of full visual consensus. The contingency matrix is shown in Table 2. Automated scoring used as a benchmark (first column) shows that the highest disagreement among experts is observed for epochs autoscored N1, whereas higher agreement is observed among experts for Wake (W) and N3.

Among these 1,349 non-consensual epochs between experts, Aseega agreed 1,255 times (93.0%) with at least one expert.

Proceeding from the contingency matrix, the sensitivity and positive predictive value of all sleep stages are reported in Table 3.

### 3.2 Dataset 2

Two recordings were rejected by Aseega because of low signal quality. Out of the remaining 102,141 recorded epochs, 764 (0.80%) were classified as artefacts (Arts) by automatic scoring and 445 (0.46%) were classified as Arts by the experts; 115 Art epochs were common to automatic and visual scoring. The total number of discarded epochs was 1,094 (1.14%), leaving 101,047 epochs for subsequent analysis.

Regarding the AS versus VS comparison, the global kappa was \( \kappa_G = 0.70 \) and the percentage agreement 79.0%. The six pairwise kappa coefficients between automatic scoring and each expert ranged from 0.67 to 0.73, \( \mu = 0.70 \) (Figure 3a, right boxplot). The corresponding percentage agreements ranged from 76.4% to 80.8%, \( \mu = 78.7 \) (Figure 3b, right boxplot). Pairwise agreements between DS1 and DS2 systematically decreased from DS1 to DS2 for all experts (\( \mu = -3.7\% \), Figure 5).
Regarding the impact of the sleep condition, Figure 6 shows that agreements on long-duration nights (EXT and REC) were globally lower than the ones obtained on shorter-duration nights (BAS and BEF).

The contingency matrix of dataset DS2 (Table 4) provides the sensitivity and positive predictive value of all sleep stages (Table 5).

**DISCUSSION**

Scoring variability and accuracy cannot be measured in the typical scoring routine where recordings are scored once, and yet their effects still apply. Our study proposes new results and elements to...
BERTHOMIER ET AL. support the hypothesis on scoring variabilities, in order to identify the best ways to mitigate them.

4.1 Visual-automatic agreement is similar to visual-visual agreement

Scoring agreement between scorers (all VS and AS) in DS1 was excellent (Landis & Koch, 1977), Conger’s kappa of 0.79, whereas pairwise kappa between visual and automatic scoring ranged between 0.72 and 0.79, corresponding to an 82% mean agreement, in line with recent works (Fiorillo et al., 2019). The best kappa coefficient was observed when automatic scoring was left out. Likewise, better pairwise kappa and percent agreement were observed between visual scorers (respectively, 0.81 and 86%). High agreement between experts from the same centre guarantees high homogeneity in local scoring but is likely to lead to inter-site variability (not assessed here). Agreement between autoscoring and the consensus of visual scoring was similar to results published by Stephansen (Stephansen et al., 2018). A significant drop in automatic-visual agreement was noted between DS1 and DS2 for the REM positive predictive value, whereas the corresponding sensitivity remains quite stable (Table 3 and 5). Qualitative appreciation of scorings showed that the algorithm used tends to smooth REM episodes, unlike visual scoring where REM episodes are more fragmented. This fragmentation lowers automatic-visual agreement when automatic is compared to one expert only. However, whereas commonly marked by all experts, this fragmentation is located differently by all experts. It therefore disappears from visual consensus scoring, and thus from the comparison between AS and VS

4.2 Inter-expert variability: visual disagreement is not just noise

As stated by Silber: “no visual-based scoring system will ever be perfect, as all methods are limited by the physiology of the human eye and visual cortex, individual differences in scoring experience, and the ability to detect events viewed using a 30-s epoch” (Silber et al.,...
There is a continuous effort to improve the guidelines (GRADE program in 2009 (Morgenthaler et al., 2016)) and to homogenize their enforcement. Based on this program, over 2,500 technicians showed 82.6% agreement compared to a reference built as the majority score (Rosenberg & Van Hout, 2013). Even if this inter-scoring reliability may be overestimated, for protocol reasons (Redline et al., 2013) or by the use of majority scoring, these efforts are needed.

Here, when limiting the number of experts to two, their percentage agreement is about 85%, whatever the pairing. However, this apparent homogeneity is misleading because it suggests that only 15% of epochs raise doubts. Increasing the number of experts significantly decreases the overall agreement and shows that the contentious epochs and scoring consensus depend strongly on which pair of experts is considered. On DS1, the asymptotic consensus agreement is closer to 65%, meaning that one third of the epochs raised doubts. Our results show that the inter-expert disagreement cannot be considered as a low-level constant noise. It is not only a matter of specific epochs that are difficult to score (Younes, Raneri, & Hanly, 2016), otherwise adding more experts to build the scoring consensus would not affect the number of consensus epochs. The variability in inter-expert-agreement comes from both epoch-specific content (difficulty in applying the scoring rules) and expert-specific sensitivity to signal content.

Consensus and majority scoring are costly mitigations for inter-expert variability in two ways: they require several experts and entail large amounts of rejected epochs. Majority scoring (three experts minimum) suggests that a unified majority of agreeing experts exists, next to a minority of disagreeing experts. But the majority scoring can be composed of different experts at each epoch: no expert scores like the majority scoring (Figure 4). Among alternative approaches to cope with the inter-expert variability, the “discussed consensus” implies that experts discuss contentious epochs in order to reach a consensus (Danker-Hopfe et al., 2009; Penzel et al., 2013). If this time-costly approach does reinstate the non-consensual epochs, inter-expert variability is abolished at the cost of losing the independence of experts. Another alternative is computer-assisted scoring, which has been explored for decades (Anderer et al., 2010; Ktonas & Smith, 1976; Younes et al., 2016). However, it only copes partially with expert variability because it involves human expertise.

4.3 | Evolution of the auto–visual agreement across datasets: intra-expert variability?

Intra-expert variability, rooted in learning process, experience and fatigue, is usually demonstrated by comparing different scorings.
performed on the same data by a given expert (score–rescore). The common option of having all recordings read by the same scorer in a sleep laboratory mitigates the inter- but not the intra-expert variability. Relying on the reliability of the autoscoring used in the study, we decided to explore intra-expert variability by using autoscoring as the reference, where scorers are observed right after their training and a few months later. Whereas studies on training generally focus on the training period (Danker-Hopfe et al., 2009; Rosenberg & Van Hout, 2013), we gained insight into post-training situations, when scorers go back to their scoring routine and effects of training tend to at least partially fade away. As noticed by Danker-Hopfe et al. (2009), training sessions represent an essential tool to achieve a homogeneous interpretation of the scoring rules: in our study, prior training sessions probably led to the excellent inter-scorer agreement in DS1. We have no direct evidence as to visual–visual agreement in DS2, but the systematic decrease we observed in visual–automatic agreement for each expert between DS1 and DS2 (Figure 5) could be consistent with the hypothesis of a “drift” over time in visual scoring (Redline et al., 2013).

Regarding the sleep conditions, long nights (EXT and REC) showed globally lower agreements compared to shorter ones (Figure 6), suggesting that the intra-expert variability is possibly determined by fluctuations in attention. The intrinsic composition of each night appears to matter. For instance, the REC night, which as expected showed more consolidated sleep, gave rise to a better agreement between automatic and visual scoring. By contrast, the EXT night, which is associated with more fragmented sleep (more transitions) at the end of the night due to the decreased sleep debt, yields a lower agreement with a wider dispersion. The issues of visual scoring could result from the interaction between a specific content and the sensitivity of the scorer to this content.

4.4 | Automatic scoring: pros and cons

Visual scoring is variable and yet, in the current state of the art, it is the reference standard for sleep scoring. This inevitably raises the issue of the ground truth of sleep: if two scorers, or even one, even if they are highly trained and experienced, can provide different scorings of the same night, what is the score that corresponds adequately to the content of the night and to the real state of the subject? This uncertainty holds for sleep scoring in general. Indeed, it is rooted in the very principle of sleep scoring. As already pointed out, sleep scoring is structurally flawed, for instance by the 30-s (or 20-s) windows that are based only on contingent technical constraints with no physiological ground. Visual scoring provides access to a ground truth, which is extensive (i.e., on the whole night) but questionable when only one expert is involved, or strong but partial (many epochs rejected) when more experts are involved, yielding a consensus. This situation obviously makes the evaluation of automated analysis complicated, when there is no other way to proceed apart from to refer to an uncertain reference, made all the more difficult because different approaches coexist that differ in the way they are assessed (Anderer et al., 2005; Koupparis, Kokkinos, & Kostopoulos, 2014; Ktonas & Smith, 1976; Malhotra et al., 2013; Pittman et al., 2004; Popovic, Khoo, & Westbrook, 2014; Sun et al., 2017; Wang, Loparo, Kelly, & Kaplan, 2015), in protocol (population studied and numbers of experts) and in comparison methodology (reference setup and statistics). Precise assessment and comparison on common datasets using common metrics (de Zambotti et al., 2016; Dean et al., 2016; Penzel et al., 2013; Redline et al., 2013) remains an open question. Providing public sleep databases has been an ongoing and useful process for several years in the USA (www.sleepdata.org), in Europe (www.physionet.org) and more recently in Canada (www.ceams-carsm.ca/en/MASS). In addition, autoscoring methods differ in nature or by their objective: some use multichannel data analysis (Anderer et al., 2005; Malhotra et al., 2013; Pittman et al., 2004), others a single EEG channel (Berthomier et al., 2007; Popovic et al., 2014; Wang et al., 2015) or EOG only (Virkkala, Hasan, Varri, Himanen, & Muller, 2007), and some are limited to wake–sleep scoring (Kaplan, Wang, Loparo, Kelly, & Bootzin, 2014), making autoscoring also accountable for inter-scorer variability. The variabilities of visual scoring delineate the range of the acceptable uncertainty of automated scoring. Indeed, our results are in line with recent works (Fiorillo et al., 2019), which show that several automated analysis algorithms have reached this level of acceptable uncertainty. Automated analysis, being based on standard sleep scoring, remains unable to give access to the ground truth, but addresses the key issue of exogenous and potentially confounding variability. Indeed, the investigated variability of sleep characteristics, \( V_{\text{characteristic}} \), is only reachable via analysis methods that introduce additional noise, \( V_{\text{method}} \), such that the variability of the measurement \( V_{\text{observed}} \) can be written as:

\[
V_{\text{observed}} = V_{\text{characteristic}} + V_{\text{method}}
\]

The stake is to minimize the contribution of the noise originating from the method. By neutralizing external sources of variance (intra-expert variability), autoscoring avoids possible masking effects of visual scoring, giving closer access to the intrinsic meaningful data variance. Automated scoring, based on alternative criteria derived from quantitative and artificial intelligence methods instead of conventional visual criteria, can then provide interesting new ways to describe sleep while carrying on building on the existing science of sleep.
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