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�0 and 
0 have been used as independent parameters inconjunction with a non-singular lens model in an analysisof this type, complementing similar analyses with otheremphases. (See Cheng & Krauss (1999) for a discussion ofthe importance of including a core radius.) Also, we in-clude enough of the �0-
0 plane to avoid neglecting anypossibly viable models; this also makes the comparisonwith a variety of other cosmological tests easier. This isespecially important in light of the fact that many analy-ses (e.g. Perlmutter et al. 1998; Riess et al. 1998; Schmidtet al. 1998; Carlberg et al. 1998a; Lineweaver 1998; Guerraet al. 1998; Daly et al. 1998) are now suggesting that ouruniverse may contain a signi�cant cosmological constantand be non-
at.The plan of this paper is as follows. Sect. 2 reviews thegroundwork and serves to de�ne our notation. In Sect. 3we specify the observational data and selection functionswe use and formulate prior information about the parame-ters �0 and 
0. Sect. 4 describes the parametric submod-els we use and the numerical computations we perform.In Sect. 5 we discuss our results and compare them withothers. Sect. 6 presents our summary and conclusions.2. Probability of multiply imaged sourcesIn this section we brie
y review the statistical conceptsintroduced in K96; this also serves to de�ne our notation.Note that with regard to cosmogical notation we followthat of Kayser et al. (1997), repeating here only 2 equa-tions needed for discussion in this paper: the comovingspherical volume element at redshift z readsdV = 4�r2 cH0 dzpQ(z) ; (1)whereQ(z) = 
0(1 + z)3 � (
0 + �0 � 1)(1 + z)2 + �0: (2)Following the K96 approach, we assume that the lightde
ection properties of the gravitational lenses can bemodelled with a particular type of circularly symmetriclens models with a monotonically declining radial mass



2 R. Quast & P. Helbig: Gravitational lensing statistics with extragalactic surveys. Ipro�le. Such lens models generally create three images andhave two critical radii on which the magni�cation diverges(e.g. Schneider et al. 1992). It is possible to estimate theprobability p(m; zs) of the eventA source at redshift zs is triply imaged. The totalapparent magnitude of the three images is m. Theimage con�guration meets the selection criteria Sand, particularly, shows the properties C.If the outer and inner critical angular radii of the lens po-tential are respectively r+ and r�, the imagemagni�cationat radial angular position r is �(r), the total magni�ca-tion of the three images of a source at angular position y isM (y), the functions S(y) and C(y) are 0j1 valued selectionfunctions, the comoving density of lenses of luminosity Lis dn=dL and the number-magnitude counts of sources aredN=dm, thenp(m; zs) = 12 zsZ0 dVdz 1Z0 dndL r+Zr� rj�(r)j�1 �� B(m; zs; y)S(y)C(y)| {z } dr dL dz; (3)whereB(m; z; y) = dNdmfm+2:5 log[M (y)]; zg �dNdm (m; z)��1 :(4)The critical radii, the image magni�cations and the sourceposition are functions of the lens model, the luminosity ofthe lens galaxy and the redshifts of the source and the lensgalaxy. If the underbraced functions are dropped, Eq. (3)yields the optical depth { the fraction of the sky includedwithin the caustics of all lenses between us and the sourcesat redshift zs. The inclusion of these functions accountsfor magni�cation bias, survey selection e�ects (includingwhat is de�ned as a lensing event) and allows the observedimage separation to be taken into account.Equation (3) parametrically depends on �0 and 
0through Eq. (1) and through the angular size distances,1which are needed for calculating observable quantities fromthe lens model (these also depend on the source and lensredshifts). Equation (3) additionally depends on paramet-ric submodels required to model the lens population andthe number-magnitude counts of sources. Since through-out this paper we are principally interested in �0 and 
0,hereafter we refer to the submodel parameters as nuisanceparameters (although technically they are on the samefooting with �0 and 
0, there are not of as much inter-est here and thus a nuisance). In principle, one could alsoincorporate other observables into the parametric model;the reasons for not doing so are practical.1 In general, the angular size distances depend not only on�0 and 
0 but on the degree of homogeneity in the universe aswell (see, e.g., Kayser et al. 1997). However, in contrast to someother cosmological tests, this e�ect is relatively unimportantfor the type of analysis performed here (see, e.g., Fukugitaet al. 1992).

Assuming the survey selection function S is known, wecan numerically compute Eq. (3) and reasonably estimatethe probability 1 � p(mi; zi) that the quasar i is singlyimaged or the probability p(mi; zi; �i) that the quasar i ismultiply imaged and its images (within some tolerance)are separated by �i. If the survey data D contains Msingly and N multiply imaged quasars, we can estimatethe probability of the eventIn a model universe �xed by the cosmological pa-rameters �0, 
0 and the nuisance parameters �, amultiply imaged quasar survey collects the observa-tional data D.by applying the parametric model (or likelihood function)ln[p(Dj
0; �0; �)] = � MXi=1 p(mi; zi)+ NXj=1 ln[p(mj ; zj; �j)]; (5)where the logarithm ln[1 � p(mi; zi)] was expanded to�rst order. We can combine surveys of di�erent objects byadding the logarithms of the likelihood functions for theindividual surveys, and can combine surveys containingthe same objects by applying their joint selection func-tion.In Bayesian theory the model parameters �0, 
0, �are regarded as random quantities with known joint priorprobability density function p(�0;
0; �). Applying Bayes'stheorem, the appropriate posterior probability distribu-tion given the observational data D isp(�0;
0�jD) = p(Dj�0;
0; �)
 p(�0;
0; �); (6)where the operation `
' denotes multiplication followedby normalisation. Marginalising the nuisance parametersp(�0;
0jD) = Z p(�0;
0; �jD) d�: (7)yields the (marginal) posterior probability density func-tion for the parameters �0 and 
0. In the limit whereall nuisance parameters take a precise value, � = �0, thejoint prior probability density function p(�0;
0; �) fac-torises into p(�0;
0) and a delta distribution �(� � �0),and Eq. (7) simpli�es top(�0;
0jD) = p(Dj�0;
0; �0)
 p(�0;
0): (8)On the basis of Eq. (7) or Eq. (8), we can calculate con�-dence regions for two parameters or perform further mar-ginalisations and calculate mean values, standard devia-tions and marginal con�dence intervals for one parameter.3. Observational data and prior informationWe use the observational data of the optical multiply im-aged quasar surveys by Crampton et al. (1992), Jaunsenet al. (1995), Kochanek et al. (1995), Yee et al. (1993)and the observational data of the HST Snapshot Survey



R. Quast & P. Helbig: Gravitational lensing statistics with extragalactic surveys. I 3Table 1. Observational data of multiply imaged quasars con-tained in the sample. The magnitudes are V magnitudes unlessotherwise speci�ed. The image separations are taken from Ko-chanek et al. (1997)Identi�er m [mag] zs � [00]Q 0142�100 17:0 2:72 2:2Q 1009�0252 18:1 B 2:74 1:5Q 1115+080 16:2 1:72 2:2Q 1208+1011 17:9 3:80 0:48Q 1413+117 17:0 2:55 1:2compiled by Maoz et al. (1993), including Q 0142-100,Q 1115+080 and Q 1413+117. If applicable, we replacethe apparent quasar V magnitude catalog data found inCrampton et al. (1992), Jaunsen et al. (1995) and Yeeet al. (1993) with more current data from Veron-Cetty& Veron (1996). We estimate the Kochanek et al. (1995)apparent quasar V magnitude data by adding the surveyaverage V{R and V{I colours to the observational R andI magnitude data. Following K96, we only include quasarswith redshift zs > 1. In all, our sample contains 807 singlyand 5 multiply imaged quasars. The observational data ofthe multiply imaged quasars are summarised in Table 1.Our complete input data can be obtained fromhttp://multivac.jb.man.ac.uk:8000/ceres/data_from_papers/lower_limit.htmlThis follows K96 for purposes of comparison. Since muchlarger surveys (i.e. CLASS) will be considered in a futurepaper, there is little point in increasing the number oflenses for its own sake. Since radio observations are con-sidered in more detail in a companion paper (Helbig et al.1999), we restrict ourselves to optical surveys in this pa-per. We use the Crampton et al. (1992), HST SnapshotSurvey and Yee et al. (1993) survey selection functionsproposed in Kochanek (1993), the Jaunsen et al. (1995)survey selection function at 1:000 seeing and the prelimi-nary Kochanek et al. (1995) survey selection function.Before considering prior information in more detail,one must �rst decide which region of the �0-
0 plane isto be investigated. Clearly, this region should be de�nedby either exact constraints or conservative estimates, asopposed to current `best �t' values (and their errors), inorder to avoid excluding any possibly viable cosmologicalmodels. Also, it is desirable for the region to be on thelarge side, so that in addition the sensitivity of the test(i.e. what regions of the �0-
0 plane can be ruled out ata high con�dence level) can be investigated.3.1. The range of 
0 and �0The mass clustered with galaxies on smaller scales, 
0;gal,is 0.1 within a factor of two (e.g. Peebles 1993). This lowerlimit is small compared to our full 
0 range so we do notassume any prior lower limit on 
0 except, of course,
0 � 0: (9)

Especially for comparison with other work it is importantto note that, within the framework of cosmological mod-els based on general relativity with which we (and almosteveryone else at present) are working, 
0 � 0 is a require-ment. Results reported which include 
0 < 0 within theerrors, or even as a best-�t value, do not indicate `im-plausible results' but merely improper statistics. Often,con�dence contours are assumed to be ellipses and theseare extended, if applicable, to 
0 < 0. (Of course, it ispossible that 
0 = 0 is within the errors or even the best�t value for a certain set of results.)An extremely conservative upper limit comes from dy-namical tests on larger (though still cosmologically small)scales; when this work was started, we assumed an (again,extremely conservative) upper limit
0 � 2 (Czoske 1995).Since then, these methods have started to indicate smallervalues of 
0, (e.g. da Costa et al. 1998) more in line withboth a long tradition of low 
0 values (e.g. Gott et al.1974; Coles & Ellis 1994, 1997) (albeit with somewhatlarger errors) as well as new determinations (often withquite small errors), examples of which are mentioned inSect. 3.2.We have assumed no prior upper or lower limits on �0per se. This has two reasons:{ `Direct' measurements of �0 (as opposed to measure-ments of a combination of parameters involving �0)are virtually nonexistent.{ We obtain a small enough range in �0 from the valuesobtained from joint constraints on the range of 
0 and�0.Historically, positive �0 values have been consideredmore than negative ones, probably because positive val-ues can have a wide range of relatively easily observablee�ects, while negative ones are more di�cult to measure.Many cosmological tests have a degeneracy such that �0and 
0 are correlated, so that increasing �0 can be com-pensated for in some sense by increasing 
0 as well. Thus,e�ects of negative values of �0 for a given value of 
0 arehard to di�erentiate from the e�ects of larger values of 
0for larger (less negative) values of �0 or even �0 = 0.Here, we consider negative values of �0 as well. Thereis no a priori reason why they cannot exist. If one be-lieves that the `source' of �0 are zero-point 
uctuations ofa quantum vacuum, this would lend support to the ideathat �0 > 0. However, it is not clear that this must be theonly source of �0, and indeed it has been argued that, ifthis source of �0 exists, there must be an additional con-tribution with a negative value (e.g. Martel et al. 1998,though the assumption that this is possible is so obviousto the authors it is barely stated!).In spatially closed (k = +1) models, the antipode is re-quired to be at z > 4:5, the redshift of the most redshiftedmultiply imaged object currently known (Gott et al. 1989;



4 R. Quast & P. Helbig: Gravitational lensing statistics with extragalactic surveys. IPark & Gott 1997).2 The light grey shaded area in thepanel in the middle of the left column of Fig. 1 marksthe right side of the region thus enclosed. This gives us aslightly 
0-dependent upper limit on �0 which is slightlystronger than that obtained by merely excluding modelswith no big bang. (This can be done because these modelshave a maximum redshift which is less than the redshift ofhigh-redshift objects, the only exception being some cos-mological models which have 
0 < 0:05, the robust lowerlimit discussed above (e.g. Feige 1992).)The age of the universe in units of the Hubble time,H�10 , is�0 = 1Z0 dz(1 + z)pQ(z) ; (10)where Q(z) is given by Eq. (2) and thus depends on 
0and �0. (There are world models in which the maximumredshift is not in�nite but these are all models withouta big bang and are excluded by the constraint from theantipodal redshift or the lower limit on 
0 as discussedabove and are thus not relevant for this work.) Clearly, inany physically realistic world model, �0H�10 exceeds theage of the oldest galactic globular clusters:�0 > tgcH0: (11)Following Carroll et al. (1992), we take a robust lowerlimit on �0 from conservative lower limits on the Hubbleconstant and age of the universe. This gives a lower limiton �0 from the value at 
0 = 0; at larger values of 
0the constraint on �0 is not as strict|by assuming thelower limit of �0 = �5 independent of 
0 we are beingconservative. We choose �0 � �5 instead of �0 � �7 as inCarroll et al. (1992) since no published current constraintsexamine this region in detail. (Were this the case, thenincluding this area would be helpful if only to aid a directcomparison.) This value corresponds roughly to the one-sided 99% con�dence level in the top row of Fig. 1 (seeSect. 3.2), which is also a reason not to extend the areato more negative �0 values.3.2. Prior probability for �0 and 
0We have assumed no prior knowledge of �0 per se, apartfrom the upper and lower limits discussed above. This hasthree reasons:{ `Direct' measurements of �0 (as opposed to measure-ments of a combination of parameters involving �0)are virtually nonexistent.{ Based on general knowledge from the literature andour own low-resolution calculations, we expect lensstatistics itself to constrain �0 quite well.2 Recently, a lensed object of even larger redshift has beendetected at z = 4:92 (Franx et al. 1998). However, at our reso-lution this would make only a negligible di�erence to the resultsso we have not updated the calculations to re
ect this.

{ Although recent measurements are encouraging (seeSect. 5), the value of �0 is observationally not as wellestablished as that of 
0.Regarding tgc and H0 as independent random quanti-ties with known prior probability density functions p(tgc)and p(H0), the probability that Eq. (11) is satis�ed isP (�0 > tgcH0) = 1Z0 p(H0) �0=H0Z0 p(tgc) dtgc dH0: (12)A cosmological world model is compatible with the ab-solute age of the oldest galactic globular clusters as longas the above expression does not vanish. Reasonably, weassume a prior probability density function that is pro-portional to this expressionp1(�0;
0) = 1
 1Z0 p(H0) �0=H0Z0 p(tgc) dtgc dH0: (13)The best estimate of the absolute age of the oldest galacticglobular clusters currently is tgc = 11:5 � 1:3Gyr (Cha-boyer et al. 1998). We choose to formulate this prior infor-mation in the form of a lognormal distribution that meetsthese statisticsp(tgc) = L(tgcj11:5Gyr; 1:3Gyr): (14)Similarly, we roughly estimateH0 = 65�10 kms�1Mpc�1and choose to formulate this prior information in form ofa normal distributionp(H0) = N (H0j65 kms�1Mpc�1; 10 kms�1Mpc�1); (15)where the notation for L and N is such that the two ar-guments correspond to the mean and standard deviation.This estimate is compatible with `small' values of theHubble constant, which is conservative in the sense thatit restricts our region of the �0-
0 plane less than would`large' values. By the same token we neglect any time be-tween the big bang and the formation of the oldest globu-lar clusters. Inserting Eq. (14) and Eq. (15) in Eq. (13) oneobtains a well-founded a priori probability distribution forthe parameters 
0 und �0.Although observational evidence has always indicateda low value of 
0 (e.g. Gott et al. 1974; Coles & Ellis 1994,1997), the in
ationary paradigm (e.g. Guth 1981), coupledwith a prejudice against a non-negligible value of �0, hascreated a prejudice in favour of 
0 = 1,3 unfortunatelytoo often to the extent where this prior belief has beenelevated to the status of dogma (see, e.g., Matravers et al.1995, for an illuminating account) even though there areserious fundamental problems with the in
ationary idea(e.g. Penrose 1989) and even though there might be othersolutions to the problems it claims to solve (e.g. Barrow3 After this was found to con
ict with too many observations,the prejudice against a non-negligible value of �0 weakened,and the new prejudice has been in favour of a 
at universewith �0 +
0 = 1.



R. Quast & P. Helbig: Gravitational lensing statistics with extragalactic surveys. I 51995; Collins 1997). What is more, some current in
a-tionary thinking (e.g. Turok & Hawking 1998) seems ableto predict values for �0 and 
0 similar to current obser-vationally determined values, though it would have beenmore interesting had this prediction been made before therecent improvements in the observational situation. (Tobe fair, many leading practitioners of in
ation considera 
at universe to be a robust prediction and its obser-vational falsi�cation essentially a falsi�cation of the entireparadigm.) Recently, in the light of overwhelming observa-tional evidence in favour of a low value of 
0 (e.g. Carlberget al. 1998b; Carlberg 1998; Carlberg et al. 1998c; Bah-call 1998; Bahcall et al. 1997; Fan et al. 1997; Bartelmannet al. 1998; Lineweaver 1998), whether determined moreor less independently or in combination with other param-eters, this prejudice is starting to weaken. Conservatively,these results can be summarised asp2(�0;
0) = L(
0j0:4; 0:2): (16)A prior constraint on 
0 is useful since lensing statisticsalone, as expected and as our results show, cannot usefullyconstrain 
0.In addition, we also consider the product of p2(�0;
0)with the age constraint p1(�0;
0),p3(�0;
0) = p1(�0;
0)
 p2(�0;
0): (17)3.3. General discussion of prior informationUsing harsher constraints would mean that results wouldre
ect almost exclusively the prior information as opposedto the information derived from lensing statistics. It is notthe purpose of this paper to do a joint analysis of severalcosmological tests,4 but rather to examine lens statistics asa cosmological test. For practical reasons, an upper limiton 
0 and upper and lower limits on �0 are required. Onthe other hand, it is sensible to combine the results withconservative constraints from other well-understood cos-mological tests where there is general agreement and littleroom for debate. Within our upper and lower limits, wepresent our results both with and without the constraintsdiscussed above. The density values and con�dence con-tours of the three prior probability density functions areshown in the right column of Fig. 1.4. CalculationsFollowing K96, we use the Hinshaw & Krauss (1987) soft-ened isothermal sphere model for modeling the light de-
ection properties of the lens galaxies. For this model, thelens equation readsx� y = bxŝ +px2 + ŝ2 ; (18)4 but see Sect. 5

where x is the angular position in the lens plane, y the an-gular position in the source plane, b � 4�(�=c)2(Dds=Dos),� denotes the one{dimensional velocity dispersion of thedark matter, s denotes the core radius, ŝ � s=Dod is theangular core radius and Dod, Dos and Dds denote the an-gular size distances between the observer and the lensgalaxy, the observer and the source and the lens galaxyand the source, respectively. Still following K96, we modelthe distribution of elliptical and lenticular lens galaxies us-ing Schechter functions with constant comoving densityne = 0:61� 0:21h3 10�2Mpc�3 (19)(h = H0 10�2 km�1 sMpc) and slope�e = �1:0� 0:15: (20)The lens galaxy luminosities are converted to the darkmatter velocity dispersions of the softened isothermal lensmodel by means of Faber{Jackson type relations,L=L�e = (�=��e)
e ; (21)where
e = 4:0� 0:5 (22)and��e = 225:0� 22:5 km s�1: (23)The core radii of the softened isothermal lens model arevaried with the dark matter velocity dispersions accordingtos=s�e = (�=��e)2+"; (24)where " = 2:8 and s�e = 10h�1 pc. We consider ellip-tical and lenticular lens galaxies only. For the number{magnitude counts of quasars, we adopt the best-�t modelfrom K96. We neglect here evolution, dust and other pos-sible systematic e�ects and refer the reader to K96 for adiscussion.In our �rst calculations we apply Eq. (8) and computethe a priori likelihoodp(Dj�0;
0; �0) (25)and the posterior probability density functionsp1(�0;
0jD) = p(Dj�0;
0; �0)
 p1(�0;
0); (26)p2(�0;
0jD) = p(Dj�0;
0; �0)
 p2(�0;
0); (27)andp3(�0;
0jD) = p(Dj�0;
0; �0)
 p3(�0;
0) (28)in the limit where all nuisance parameters take preciselytheir mean values. To obtain an impression of the con-sequences of neglecting the uncerntainties of the nuisanceparameters, in our second calculation we increase the valueof the most uncertain nuisance parameter, ne, by two stan-dard deviations.For the computation of the innermost integral on theright side of Eq. (3), we consider the detectability of im-ages in pairs: If the separation between the two closestimages { these are always images 2 and 3, counting from
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R. Quast & P. Helbig: Gravitational lensing statistics with extragalactic surveys. I 7the outside in { is more than the lower limit of the sur-vey resolution limit S(y), we de�ne the image separationand 
ux ratio for the purpose of sample selection based onthe two brightest images, usually 1 and 2. Otherwise weconstruct one image from the combined 
uxes and 
ux-weighted positions of images 2 and 3 and de�ne the imageseparation and 
ux ratio for the purpose of sample selec-tion based on this combination image and image 1.In general, if the separation between images 1 and 2is too large for the survey and the separation betweenimages 2 and 3 is large enough, then the image separationand 
ux ratio for the purpose of sample selection should bebased on images 2 and 3. However, the present surveys aresensitive to the largest separations due to isolated galaxies,so this case doesn't need to be addressed in this paper(i.e. implementing it would lead to the same results in thepresent case).For the calculation of the probabilities p(mi; zi; �i) thefunctionC(y) selects only those image con�gurations whoseseparation is �10 per cent of the observed separation �i.Each of the three integrals on the right side of Eq. (3)is approximated to an accuracy better than 0:004 by afamily of recursive monotone stable formulae (Favati et al.1991a,b).5. Results and discussion5.1. Information contentGiven some observational data D, some model parame-ters �, and some prior and posterior probability densityfunctions p(�) and p(�jD), the amount of information ob-tained from the data (e.g. Bernardo & Smith 1994) (on alogarithmic scale) islog[I(D)] = Z p(�) log�p(�jD)p(�) � d�: (29)The amounts of information obtained from our sampledata are given in the caption of Fig. 3.5.2. ResultsThe left panel of Fig. 2 shows the constraints on the cos-mological parameters �0 and 
0 based only on the infor-mation obtained from the lens statistics.Quite good constraints can be placed on �0, more orless independent of 
0. It is a well-known fact (see K96and references therein) that lensing statistics can providea good upper limit on �0. While in the past this has mainlybeen discussed in the context of 
at cosmological models,it is of course more general (Carroll et al. 1992; Falcoet al. 1998). Although no unexpected e�ects are seen, itis important to note that this is the �rst time �0 and 
0have been used as independent parameters in conjunctionwith a non-singular lens model in an analysis of this type.

Our analysis shows for the �rst time that gravitationallensing statistics can place a quite �rm lower limit on �0 aswell, again more or less independent of 
0. The constraintis not as tight since the gradient in the probability den-sity is not as steep towards negative �0 as towards positive�0. If this lower limit can be improved enough, it couldprovide an independent con�rmation of the detection ofa positive cosmological constant (see Sect. 5.3). On theother hand, this might be di�cult, since Poisson errors inthe number of lenses and uncertainties in the normalisa-tion of the luminosity density of galaxies introduce rela-tively large uncertainties in this region of parameter space(K96, Falco et al. 1998). The latter e�ect is illustrated inthe right panel of Fig. 2, where ne, the galaxy luminositydensity normalisation, is increased by two standard devi-ations: the derived lower limit on �0 changes much morethan does the upper limit. Nevertheless, our robust lowerlimit is much better than the �7 mentioned in Carrollet al. (1992).Our results place no useful constraints on 
0. It isinteresting to note the fact, however, that likely valuesof �0 and 
0 are positively correlated. This is similar tomost cosmological tests, a notable exception being con-straints derived from CMB anisotropies (see Sect. 5.3).Fortunately, constraints on 
0 from other sources are quitegood (Sect. 3.2). Often, this is cast in the form of a con-straint on 
0 � �0 (e.g. Cooray et al. 1999) or, perhapsmore practical, �0 � 
0. This is a reasonable way or re-ducing the information to one number, at least when oneis concerned with upper limits on �0 (or �0�
0) in a rel-atively low-density universe. Besides the obvious depen-dencies on con�dence levels and assumptions made, whencomparing constraints on �0 from di�erent investigationsone should keep in mind whether they are approximations,like �0�
0 in lensing statistics, and whether a value for aparticular scenario (for example, for a 
at universe) is the`obvious' de�nition or in fact describes the intersectionof the k = 0 line with the corresponding 2-dimensionalcon�dence contour, which in general will give a di�erentnumber. Also, some authors plot `real' con�dence con-tours while some actually plot contours at values whichwould correspond to certain con�dence contours were thelikelihood distribution in the parameter space in questionGaussian.The left plot in the top row of Fig. 3 shows the jointlikelihood of our lensing statistics analysis and that ob-tained by using conservative estimates for H0 and the ageof the universe (see Sect. 3.2). Although neither methodalone sets useful constraints on 
0, their combination does,since the constraint involving H0 and the age of the uni-verse only allows large values of 
0 for �0 values which areexcluded by lens statistics. Even though the 68% contourstill allows almost the entire 
0 range, it is obvious fromthe grey scale that much lower values of 
0 are favouredby the joint constraints. The upper limit on �0 changesonly slightly while, as is to be expected, the lower limit
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ect higher ratios. The pixel sizere
ects the resolution of our numerical computations. The contours mark the boundaries of the minimum 0:68, 0:90, 0:95 and0:99 con�dence regions for the parameters �0 and 
0. Right panel: Exactly the same as the left panel, but the parameter ne isincreased by two standard deviationsbecomes tighter. Also, the change caused by increasing neby 2 standard deviations is less pronounced, with regardto both lower and upper limits on �0, as demonstrated inthe right plot in top row of Fig. 3.The middle row of Fig. 3 shows the e�ect of includingour prior information on 
0 (see Sect. 3.2). As is to beexpected, (for both values of ne) lower values of 
0 arefavoured. This has the side e�ect of weakening our lowerlimit on �0 (though only slightly a�ecting the upper limit).We believe that the left plot of the bottom row of Fig. 3represents very robust constraints in the �0-
0 plane. Theupper limits on �0 come from gravitational lensing statis-tics, which, due to the extremely rapid increase in the op-tical depth for larger values of �0, are quite robust andrelatively insensitive to uncertainties in the input data(compare the left and right columns of Fig. 3) as wellas to the prior information used data (compare the upper,lower and middle rows of Fig. 3). The upper and lowerlimits on 
0 are based on a number of di�erent methodsand appear to be quite robust, as discussed in Sect. 3.2.The combination of the relatively secure knowledge of H0and the age of the universe combine with lens statistics toproduce a good lower limit on �0, although this is to someextent still subject to the caveats mentioned above.If one is interested in the allowed range of �0, one canmarginalise over 
0 to obtain a probability distributionfor �0. This is illustrated in Fig. 4 and Table 2.5.3. Comparison with other resultsFor comparison with other results, as a �rst step one canexamine the allowed range of �0 for the current `best-�t' value for 
0, which we take, based on the work cited

in Sect. 3.2, to be 
0 = 0:3. (A more conservative esti-mate is re
ected by using the prior probability distribu-tion p2(�0;
0) = L(
0j0:4; 0:2) as shown by the dark greycurve in Fig. 4 and in Table 2.) On the other hand, previ-ous limits on �0 have often been quoted for a 
at universe(K96 and references therein). We consider both cases inTables 3 and 4.We do not do a comparison for the special case �0 = 0since this analysis of gravitational lensing statistics doesnot usefully constrain 
0 (any limits coming only from theprior information on 
0).It is beyond the scope of this paper to do a full com-parison of di�erent cosmological tests. Except for a fewgeneral comments, we therefore restrict ourselves to com-ments on the similarities and di�erences between the re-sults from this work without using prior information on�0 and 
0, i.e. (the left plot in) Fig. 2, and the thosefrom K96 and Falco et al. (1998) (using only optical data,i.e. the lower left plot in their Fig. 5).Taking all results at face value and examining the
0 = 0:3 case �rst, we note that with `three-and-one-half' exceptions (counting as one test each the four fromthis work and the three from Falco et al. (1998)) the 68%c.l. lower limit from Lineweaver (1998) is higher than all68% upper limits from other tests, while the 95% lowerand upper con�dence levels from Lineweaver (1998) arehigher than the corresponding limits from the other testsfor all but one of these. Even at the 99.9% con�dencelevel (not shown in Table 3), the Lineweaver (1998) re-sult requires �0 � 0:12. If one assumes 
0 = 0:3, onlyLineweaver (1998) requires �0 > 0, though all other tests(except Carlberg (1998)) are compatible with this. This isnot surprising, since it is well-known that constraints from
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10 R. Quast & P. Helbig: Gravitational lensing statistics with extragalactic surveys. ITable 2. Marginal mean values, standard deviations and 0:95 con�dence intervals for the parameter �0 on the basis of themarginal distributions shown in the top row of Fig. 4; `information' refers to Eq. 29Distribution Mean standard deviation 95% c.l. range informationp(Dj�0) �0:35 1:07 �2:55 1:51p1(�0jD) �0:02 0:80 �1:59 1:50 1:74p2(�0jD) �0:78 0:97 �2:85 0:76 1:24p3(�0jD) �0:34 0:67 �1:72 0:79 1:74Table 3. Mean values and ranges for assorted con�dence levels for the parameter �0 for our a priori and various a posteriorilikelihoods from this analysis and from other tests from the literature (using the latest publicly available results) for the specialcase 
0 = 0:3. Except where noted, the ranges quoted are the projections of the corresponding con�dence contours in the �0-
0plane onto the �0 axisa (as opposed to 
0-independent estimates, which of course would always give a smaller range), and areof course two-sided, not one-sided, bounds. Values are either those quoted in the references given and/or obtained from �guresin those references; inequalities mean that the corresponding con�dence contour is to be found in the range indicated by theinequality, e.g. < �1:2 would mean that the corresponding contour level is to be found at �0 < �1:2, not that the constraintis �0 < �1:2 at the corresponding con�dence level. This arises because the corresponding area of parameter space was notexamined in the reference in question. If the con�dence interval could not be determined from the reference, both values in thecorresponding column are missingCosmological test 68% c.l. range 90% c.l. range 95% c.l. range 99% c.l. rangethis work, p(Dj�0) �1:18 0:24 �2:19 0:50 �2:81 0:60 �4:16 0:73this work, p1(�0jD) �0:97 0:46 �1:55 0:60 �1:89 0:69 �2:73 0:81this work, p2(�0jD) �2:00 0:49 �3:33 0:65 �4:10 0:72 < �5:00 0:80this work, p3(�0jD) �1:20 0:52 �1:98 0:69 �2:35 0:77 �3:40 0:86lens statistics (K96) not possible since only k = 0 models consideredradio lensesbc �0:54 0:28 < �1:00 0:75 < �1:00 0:89optical lensesde < �1:00 0:37 < �1:00 0:75 < �1:00 0:89radio + optical lensesf g < �1:00 �0:12 < �1:00 0:50 < �1:00 0:70 < �1:00 0:89supernovae m-z relation Ah �0:70 0:50 �1:15 0:75supernovae m-z relation Bijk 0:78 1:00 0:53 1:27 0:27 1:41CNOC surveyl < �0:50 < �0:50 < �0:50 < �0:50CMBmn 0:44 0:67 0:36 > 0:90 0:26 > 0:90CMB + IRASo not possible since only k = 0 models considereddouble radio sourcesp 0:00 1:00 < �2:00 1:39a Note that some references quote con�dence ranges for k = 0|in general, these will be di�erent than the projection of theintersection of the corresponding contour in the �0-
0 plane onto the �0-axis.b Falco et al. (1998)c contour at 95.4% not 95%d Falco et al. (1998)e contour at 95.4% not 95%f Falco et al. (1998)g contour at 95.4% not 95%h Perlmutter et al. (1998)i Riess et al. (1998)j Fig. 6, solid contoursk contours at 68.3%, 95.4% and 99.7% instead of 68%, 95% and 99% respectivelyl Carlberg (1998)m Lineweaver (1998)n contours at 68.3%, 95.4% and 99.7% instead of 68%, 95% and 99%, respectivelyo Webster et al. (1998)p Guerra et al. (1998)
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0 = 0:3 case are compatible with all tests, even at the

�90% con�dence level. It appears the simplest solution toachieve concordance would be to have 
0 � 0:2, which iswithin the error on 
0 discussed in Sect. 3.2. For k = 0this would imply �0 = 0:8, which seems to be ruled out,thus ruling out the 
at universe altogether. For a non-
atuniverse, reducing 
0 would, due to the CMB constraint,require a higher value of �0, and thus make the �0 = 0case more unlikely, ruling out this special case as well.On balance, a cosmological model with �0 � 0:3 and
0 � 0:25 seems compatible with all known observationaldata (not just those discussed here) at a comfortable con-�dence level.For a `likely' 
0 value of 0.3 we have calculated thelikelihood with the higher resolution ��0 = 0:01. This isshown in Fig. 5. From these calculations one can extractcon�dence limits which, due to the higher resolution in



12 R. Quast & P. Helbig: Gravitational lensing statistics with extragalactic surveys. ITable 4. Mean values and ranges for assorted con�dence levels for the parameter �0 for our a priori and various a posteriorilikelihoods from this analysis and from other tests from the literature (using the latest publicly available results) for the specialcase k = 0. Otherwise the same as Table 3, in particular the references are not listed in the footnotes to this table. X denotesthe fact that there is no intersection of the con�dence contour with the k = 0 lineCosmological test 68% c.l. range 90% c.l. range 95% c.l. range 99% c.l. rangethis work, p(Dj�0) �0:68 0:51 < �1:00 0:57 < �1:00 0:62 < �1:00 0:70this work, p1(�0jD) �0:09 0:56 �0:38 0:64 �0:57 0:68 �1:04 0:81this work, p2(�0jD) X X 0:09 0:69 �0:03 0:73 �0:28 0:92this work, p3(�0jD) 0:47 0:48 0:18 0:67 0:07 0:70 �0:14 0:84lens statisticsa < 0:00 0:66radio lensesb �0:47 0:56 < �1:00 0:72 < �1:00 0:80 < �1:00 0:85optical lensesc < �1:00 0:56 < �1:00 0:72 < �1:00 0:80 < �1:00 0:87radio + optical lensesd �0:87 0:43 < �1:00 0:60 < �1:00 0:69 < �1:00 0:78supernovae m-z relation A 0:20 0:60 �0:05 0:75supernovae m-z relation Bef 0:74 0:83 0:61 0:92 0:50 1:00CNOC survey 0:85 0:95 0:81 0:98CMBg < 0:00 0:60 < 0:00 < 0:00 < 0:00 < 0:00 < 0:00 < 0:00CMB + IRASh 0:47 0:71double radio sources 0:35 1:00 0:70 1:00a value for k = 0, not projectionb contour at 95.4% not 95%c contour at 95.4% not 95%d contour at 95.4% not 95%e Fig. 6, solid contoursf contours at 68.3%, 95.4% and 99.7% instead of 68%, 95% and 99% respectivelyg contour at 68.3% instead of 68%; other contours, and part of the 68.3% contour, lie partially in the k = +1 area of parameterspace which was not examined for technical reasons in Lineweaver (1998)h value for k = 0, not projection
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R. Quast & P. Helbig: Gravitational lensing statistics with extragalactic surveys. I 13�0, are more accurate. These are presented in Table 5 andshould be compared to those for p(Dj�0) from Table 3.Again, a full discussion of joint constraints involvingdiscussion of possible sources of error for each test, as wellas comparing the full contours in the �0-
0 plane, is be-yond the scope of this paper. However, quick comparisonswould be aided were the results of all tests available inan easy-to-process electronic form (see below); such quickconsistency tests would enable one to spot areas of incon-sistency much more quickly. Also, it should be emphasisedthat the projections onto the �0-axis of the intersection ofa particular con�dence contour with the 
0 = 0:3 or k = 0axis are generally not the same as the corresponding con-�dence interval for the 
0 = 0:3 or k = 0 special cases.For a 
at universe, our 95% con�dence level upperlimit on �0-
0, i.e. the value of �0 where this contourcrosses the k = 0 line, is �0 < 0:62. This is essentially thesame as the �0 < 0:66 of K96, as was to be expected con-sidering we used essentially the same data and methods.Interpreted cautiously, one might conclude from this thatthe singular isothermal sphere model is a good approxi-mation as far as determining the cosmological parametersfrom lens statistics is concerned, as was assumed in Falcoet al. (1998). Our 99% con�dence level upper limit on �0is �0 < 0:70. This is quite a tight upper bound on �0 andappears to be quite robust.Perhaps more interesting is the comparison with (theresults using only optical data in) Falco et al. (1998). Al-though a detailed comparison is complicated by the dif-ferent plotting scheme and reducing the entire contour(or indeed grey-scale) plot to a few numbers throws awayinformation, it is obvious that the plots are broadly sim-ilar. Our 68% contour is, for 
0 � 1, roughly parallel tothe �0-axis at �0 � �1. This is just at the edge of theFalco et al. (1998) plot, and as they provide no grey-scale,it is di�cult to compare the lower limits on �0. Thus,while our main goal was to explore a `large enough' regionof parameter space, comparison in the areas where thereis overlap shows consistency, which strengthens our faithin the conclusions pertaining to areas of parameter spacewhere there is no overlap.Recently, it has become quite fashionable to discussjoint constraints derived from a variety of cosmologicaltests. This has grown from plotting the overlap of likeli-hood contours (often in a space spanned by parametersother than �0 and 
0) (e.g. Ostriker & Steinhardt 1995;Turner 1996; Bagla et al. 1996; Krauss 1998; White 1998)to full-blown joint likelihood analyses, both detailed theo-retical investigations of what will be possible in the future(e.g. Tegmark et al. 1998a,b; Eisenstein et al. 1998a,b) andmore restricted analyses using present data (e.g. Websteret al. 1998). While in some cases it is quick and easy to cal-culate the likelihood as a function of �0 and 
0 given thedata, for example for tests using the m-z relation, in othercases such as the present one it is a major programmingand computational e�ort to do so. To aid comparisons, all

�gures from this paper are available in the form of tablesof numbers athttp://multivac.jb.man.ac.uk:8000/ceres/data_from_papers/lower_limit.htmland we urge our colleagues to follow our example. We ap-plaud the fact that most results are now presented in the�0-
0 plane, as opposed to using other parameters such asq0 or 
tot � �0 + 
0. A further aid in comparison wouldbe a uniform choice of axes. We prefer to plot 
0 on they-axis and �0 on the x axis since up/down symmetry isless fundamental than left/right symmetry and this mir-rors the fact that 
0 has the physical lower limit 
0 = 0whereas no corresponding upper or lower limits for �0 ex-ist. Square plots with the same range would further aid thecomparison. Of course, if all data are publicly available,then they can be re-plotted to taste.6. Summary and conclusionsWe have re-analysed optical gravitational lens surveys fromthe literature, using the techniques described in Kochanek(1996), for the �rst time allowing both the cosmologicalconstant �0 and the density parameter 
0 to be free pa-rameters while also using a non-singular lens model. Wecon�rm the well-known results that gravitational lensingstatistics can provide a good upper limit on �0 but arerelatively insensitive to 
0. We have presented the newresult of a robust lower limit on �0, which is a substan-tial improvement on previously known robust lower lim-its. Coupled with relatively conservative prior informationabout the Hubble constant H0, the age of the universeand the well-established value of 
0, one can reduce theallowed parameter space in the �0-
0 plane to a small,�nite region, which is similar to the area allowed by jointconstraints based on many other cosmological tests (seeFig. 3).Using lens statistics information alone, at 95% con-�dence, our lower and upper limits on �0 � 
0 are re-spectively �3:17 and 0:3. For a 
at universe, this cor-responds to lower and upper limits on �0 of respectively�1:09 and 0:65. Keeping in mind the di�culties of a quan-titative comparison, this is in good agreement with otherrecent measurements of the cosmological constant. Thisvalue was calculated from Table 5 and assuming a degen-eracy in �0 � 
0 as in Cooray et al. (1999) and Cooray(1999). For comparison, from Table 4, the correspondingvalue for the upper limit on �0 is 0:62 and the value fromK96 is 0:66.5For detailed comparison of cosmological tests, one needsto compare con�dence contours|calculated in the same,5 The value from Cooray et al. (1999) and Cooray (1999)is 0.79, but it should be noted this value (the same in bothpapers) is based on di�erent surveys, namely the Hubble DeepField and CLASS, respecively.)



14 R. Quast & P. Helbig: Gravitational lensing statistics with extragalactic surveys. Ipreferably in the `real', way|in the same parameter space.Of course, this makes it di�cult to meaningfully reducethe results of a given cosmological test to one or even afew single numbers. Unless a cosmological test is devel-oped which can measure �0 independently of any otherparameters, there is not much point in quoting unquali-�ed `limits on �0'.Presently tentative claims of the detection of a posi-tive cosmological constant, if true, would rank among thegreat discoveries of cosmology. Even though there are se-rious di�culties involved, it seems worthwhile to be ableto con�rm this result by improving the lower limit on�0 derived from gravitational lensing statistics. Targettingthe two primary sources of uncertainty calls for improvingour knowledge of the normalisation of the local luminos-ity density of galaxies as well as increasing the size ofgravitational lens surveys. As far as the latter goes, theCLASS survey (Browne et al. 1998; Myers et al. 1999)looks the most promising at the moment. In a companionpaper (Helbig et al. 1999), we have shown that compa-rable constraints to the ones presented in this work canbe obtained from the JVAS gravitational lens survey; thisgives us hope that the much larger CLASS survey willo�er improvement in this area.Cosmological tests which set tight upper limits on 
0imply, for a 
at k = 0 universe, a value of �0 which isruled out by lensing statistics. For a non-
at universe,many tests are indicating �0 > 0, and at present a cosmo-logical model with �0 � 0:3 and 
0 � 0:25 seems compat-ible with all known observational data, with neither a 
atuniverse nor a universe without a positive cosmologicalconstant being viable alternatives. The simplest case, theEinstein-de Sitter universe with �0 = 0 and 
0 = 1, both
at and without a cosmological constant, had been aban-doned long before the new observational data cited in thiswork came to light (see, e.g., Ostriker & Steinhardt 1995,and references therein); this trend has continued, with thenext-most-simple cases also no longer viable. For �0 and
0, we have in a sense reached the least simple case; itwill be interesting to see if this trend continues with re-gard to the other cosmological parameters, in particularthose which can be measured by the Planck Surveyor mis-sion. Larger gravitational lens surveys such as CLASS willbe a step in this direction.Acknowledgements. We thank Sjur Refsdal, Leon Koopmans,Lutz Wisotzki and many colleagues at Jodrell Bank for help-ful comments and suggestions. This research was supportedin part by the European Commission, TMR Programme, Re-search Network Contract ERBFMRXCT96-0034 `CERES'.Appendix A: Getting a feel for itThe likelihood of a given cosmological model for a givenset of observational data, calculated using Eq. (3), is theresult of the complex interplay of many factors. While this
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at uni-verse and thus a lower limit) essentially corresponds to Fig. A2(though with a di�erent sample of lenses). Since lensing is arare phenomenon, small-number statistics are a source of con-cern. The advantage of a well-de�ned gravitational lens survey,as opposed to using a `sample from the literature', is that the(much greater) number of non-lenses in the sample also makes
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