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“Only two things are infinite, the uni-
verse and human stupidity, and I’m
not sure about the former.”

Albert Einstein, 1936
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Thesis abstract

The size and population distributions of space debris constitute an impor-
tant input to risk analysis for current and future space missions. In prepara-
tion for future observations with the zenith-pointing 4-m International Liq-
uid Mirror Telescope (ILMT), the 1.3-m Devasthal Fast Optical Telescope
(DFOT) was used to gain experience with zenith-pointing observations and,
serendipitously, to detect, identify and characterize orbital debris. An ef-
fective data reduction and calibration strategy was developed to treat raw
CCD images recorded in the time-delay integration (TDI) mode. Thirteen
debris streaks were detected visually, mostly during dawn and twilight. By
modeling each of the debris as a diffuse-specular Lambertian sphere with an
albedo ρ= 0.175, their effective diameters were estimated from the observed
apparent magnitudes, altitudes, velocities and solar phase angles.

We also present an automatic detection technique to detect streaks in-
visible to human eyes by using the matched filtering technique. The Fourier
space implementation of the matched filtering has been found to be compu-
tationally efficient. Monte Carlo simulations were performed to evaluate the
efficiency of the proposed technique. After comparing with other existing
streak detection techniques, the matched filtering in the Fourier space has
been found to have better sensitivity in detecting fainter debris streaks.

An observation strategy in the TDI imaging mode has been proposed
and demonstrated to obtain the information on the angular velocity or the
altitude of the detected debris. This will provide an independent estimate
of the orbital parameters and help in upgrading the existing catalogued in-
formation. It was found that debris in low-Earth orbits can be detected and
characterized using the 4-m ILMT down to a size of 5 cm.

We also highlighted the construction work accomplished at the ARIES
observatory (Devasthal, Uttarakhand, India) leading to the proper function-
ing of the ILMT observatory. We have been very actively participating in
the installation of the various components related to the pneumatic and elec-
tronic systems, primary mirror stability, alignment of the rotation axis along
the center of the prime focus and safety mechanism concerning the mercury
handling.
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Résumé

Les distributions en nombre et en taille des débris spatiaux constituent un
élément important dans l’analyse des risques pour les missions spatiales
actuelles et futures. En vue de prochaines observations au zénith avec le
télescope à miroir liquide international de 4 m (ILMT), nous avons utilisé le
télescope optique rapide de 1,3m (DFOT) situé à Devasthal en vue d’acquérir
de l’expérience en matière d’observations pointées au zénith dans le but de
détecter, identifier et caractériser les débris spatiaux. Une stratégie efficace
de réduction et d’analyse des données a été mise au point pour traiter les
images CCD brutes en mode d’intégration TDI (en anglais «Time-Delay In-
tegration»). Treize traces de débris spatiaux ont été détectées visuellement,
principalement à l’aube et au crépuscule. En modélisant chacun des débris
au moyen d’une sphère lambertienne diffusante/spéculaire avec un albédo ρ
= 0.175, leur diamètre effectif a été estimé à partir des magnitudes appar-
entes, altitudes, vitesses et angles de phase solaire.

Nous présentons également une technique de détection automatique per-
mettant de détecter de faibles traces de débris spatiaux invisibles à l’œil nu
sur les images CCD en utilisant la méthode de filtrage adapté. L’implémenta-
tion dans l’espace de Fourier de cette méthode s’est avérée très efficace en
termes de puissance et de temps de calcul. Des simulations Monte Carlo
ont été effectuées pour évaluer l’efficacitè de la technique proposée. Après
comparaison avec d’autres techniques existantes de détection de traces de
débris spatiaux, il s’est avéré que le filtrage adapté dans l’espace de Fourier
présentait une bien meilleure sensibilité pour la détection de traînées de très
faibles débris.

Une nouvelle stratégie d’observation en imagerie TDI a été proposée et
testée pour obtenir des informations sur la vitesse angulaire ou l’altitude des
débris détectés. Cela fournira une estimation indépendante des paramètres
d’orbite et facilitera la mise à niveau des informations cataloguées existantes.
Nous avons estimé que les débris en orbites basses et moyennes pourront être
détectés et caractérisés à l’aide de l’ILMT de 4 m jusqu’à une taille d’environ
5 cm.
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Nous présentons également les travaux de construction réalisés à l’Observ-
atoire ARIES (Devasthal, Uttarakhand, Inde) qui vont permettre la prochaine
mise en opération du télescope à miroir liquide de 4m, le ILMT. Nous avons
participé très activement à l’installation des divers composants liés aux sys-
tèmes pneumatiques et électroniques, à la stabilité du miroir primaire, à
l’alignement de l’axe de rotation passant par le centre du foyer principal
du télescope et au mécanisme de sécurité concernant la manipulation du
mercure.
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1
Introduction

1.1 Space situational awareness

Orbital debris present at altitudes ranging from low-Earth orbits (LEO -
an altitude of 2000 km or less) to geosynchronous orbits (GEO) consists
primarily of expired spacecraft, rocket stages, separation devices and prod-
ucts of collision or breakup of satellites (Chobotov et al., 1997). Debris in
the Earth-space environment poses a threat to the survivability of resident
satellites and future space missions (Schaub et al., 2015; Zhang et al., 2017).
In addition, several accidents and intentional anti-satellite weapon tests fuel
the threat to a higher level by decreasing the lifetime of a functional satellite
(Wright, 2007; Black and Butt, 2010). Simulations have also predicted that
even if no more spacecraft is launched, the risk will keep on increasing due to
collision cascade effect (‘Kessler Syndrome’, Kessler and Cour-Palais, 1978)
and increase in debris population (Liou and Johnson, 2006). The debris not
only affects active satellites but also constantly threatens manned spacecraft
such as the International Space Station (ISS) (Johnson and Klinkrad, 2009).
The only natural mechanism for debris removal is atmospheric drag, which
is relatively slow even for objects in LEO. If enough warning is provided,
the spacecraft can maneuver to avoid collisions with debris. But for this
to be effective, a real time updated database of all space debris should be
produced.

Ground-based observations employ radar or reflected sunlight to detect
and track orbiting objects (Mehrholz et al., 2002; Lederer et al., 2016). The
orbital radius, and distance from the observer can then be determined from
the observed position, angular rate, and time of observation. Figure 1.1
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2 CHAPTER 1. Introduction

shows the sample of objects estimated in LEO by various types of measure-
ments. It can been noticed that the majority of the population has been
observed by means of radar surveillance technology and there a lack of op-
tical observations for fainter or smaller size population. The sensitivity of
radar measurements falls proportionally to the distance to the fourth power
of the target object, but in case of optical measurements the sensitivity re-
duces proportional to the distance squared. Another advantage of the optical
telescopes are their better pointing accuracy and angular resolution than the
radar ones. These are the main advantages of the optical telescopes over the
radar antennas which encourage in constructing an independent and comple-
mentary catalogue to the radar ones. Most debris objects have near-circular
orbits (Xu and Xiong, 2013). In an optical observation, these parameters
can be determined from the length of the streak that the objects leave on
timed exposures, or angular distance traveled if they appear in two or more
sequential exposures. The orientation of the streak provides information on
the inclination of the orbit. If one assumes an albedo and phase function, the
size is readily estimated (Mulrooney and Matney, 2007, 2008). Identification
of the detected objects can be achieved by matching the derived ephemeris
and direction of the streak with predicted values for cataloged objects.

Till now several optical survey results have been published, such as 1)
measurements at LEO from the 3-m NASA Liquid Mirror Telescope (LMT,
Africano et al., 1999) and measurements at higher orbits like, Medium Earth
Orbits (MEO) or GEO belt using 2) NASA CCD Debris Telescope (CDT,
Barker et al., 2005), 3) Michigan Orbital DEbris Survey Telescope (MOD-
EST, Abercromby et al., 2010), 4) Transitoires - Rapid Action Telescope for
Transient Objects network of telescopes (TATROT, Boër et al., 2017), 5)
ESA’s Space Debris Telescope (ESASDT, Hinze et al., 2013), etc. Despite
all these surveys, a meagre information on the optical characteristics and
statistics is not enough to represent a significant sample of the debris pop-
ulation. As the population of space debris is increasing steadily (see Figure
1.2) and smaller or fainter space debris are exceedingly more numerous than
larger ones (Portee and Loftus, 1999), more such surveys are required par-
ticularly focusing on the small debris population, which is until this date
sparsely cataloged.

1.2 The ILMT project
A new facility, the 4m International Liquid Mirror Telescope (ILMT) (Jean
et al., 1999; Surdej et al., 2006, 2018) is expected to achieve first light in
early 2020 at Devasthal (India), with the joint efforts from the scientific and
engineering communities of several institutions 1. While its primary purpose

1Space sciences, Technologies and Astrophysics Research (STAR) Institute of Liège
University, the Royal Observatory of Belgium (ROB), University of British Columbia
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Figure 1.1: Object size distribution in LEO. Source: Portree and Loftus Jr,
1999

Figure 1.2: Evolution in the space debris population. Source:
https://www.esa.int/Our_Activities/Space_Safety/Space_Debris/
About_space_debris

is to conduct astronomical surveys, the data that will be obtained will have
many uses, including the detection and characterization of space debris.

(UBC, Canada), Université Laval (Canada), University of Montreal (Canada), University
of Toronto (Canada), York University (Canada), University of Victoria (Canada), Aryab-
hatta Research Institute of Observational Science (ARIES, India) and the Observatory of
Poznań (UAM, Poland)

https://www.esa.int/Our_Activities/Space_Safety/Space_Debris/About_space_debris
https://www.esa.int/Our_Activities/Space_Safety/Space_Debris/About_space_debris
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1.2.1 Working principle
Borra et al. (1985, 1992) have first suggested to use a CCD in the TDI mode
sky observations with liquid mirrors. The fundamental working principle of
this telescope is to make use of a rotating liquid (Mercury) surface which
takes the shape of a paraboloid and record the patch of the sky that passes
overhead (Borra et al., 1985). The telescope set up primarily comprises a
4-m diameter bowl containing liquid Mercury, a rotation table to spin the
bowl and a system of corrector lens along with a cryo-cooled CCD cam-
era employing time-delay-integration readout (TDI) at the prime focus (see
Figure 1.3).

Figure 1.3: The image on the left is a front fish-eye view and the image on
the right is a corner panoramic view of the 4-m ILMT.

Figure 1.4 shows a basic schematic of the liquid mirror telescope. The
rotating liquid Hg experiences accelerations due to the centrifugal force along
the radial direction (r̂) and the local gravity downwards (-ẑ, see Figure 1.4).
Hence at the equilibrium, the liquid surface settles perpendicularly to the
net acceleration. If the angle between the tangent over the liquid surface
and the horizontal plane is ζ, then

tan(ζ) =
dz

dr
=

Ω2r

g
, (1.1)
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where Ω is the angular velocity of the primary mirror, r is the radial distance
of the liquid surface from the axis of rotation and g is the local gravitational
acceleration. By integrating Eq. 1.1 along the axis of rotation and along the
radial direction, ∫ z

0
dz′ =

∫ r

0

Ω2r′

g
dr′,

z =
Ω2r2

2g
.

(1.2)

The expression derived above can be compared to the standard equation
of a parabola with a focal length F and the axis of parabola being -ẑ, i.e.,

z =
r2

4F
. (1.3)

Hence, the focal length of the telescope takes the expression

F =
g

2Ω2
. (1.4)

The focal length of the ILMT is set at 8 meters that can be achieved by
rotating the liquid mirror surface with ∼ 7.5 revolutions per minute. To
achieve a surface quality for astronomical observation, a pressurized air-
bearing is used at the rotation table which restricts a significant amount of
vibration being transferred to the liquid mirror surface and thereby avoids
wavelets formation. As a conventional parabolic mirror, the liquid mirror
also induces coma aberration and astigmatism at the focal plane (to know
the details about these effects see Schroeder, 1999). In addition to these,
TDI observation induces optical distortion also known as ‘TDI distortion’
(Hickson et al., 1993; Hickson and Richardson, 1998a; Vangeyte et al., 2002).
In order to correct for these effects, a complex corrector lens setup is placed
before the CCD camera to correct for a field of view of 27 by 27 arcminutes.

1.2.2 Scientific applications
Several scientific possibilities have been discussed by Borra (1995, 1997).
Observing and recording 27’ wide patch of the sky at the zenith centered
at a constant declination (= the latitude of the telescope, 29.3617◦N), the
ILMT will cover a total of ∼141.2 square degrees sky field. Approximately
half of the sky coverage falls under the high Galactic latitude (|b| ≥ 30◦)
which facilitates the detection of fainter and distant objects such as quasars,
galaxies and supernovae, whereas in the low galactic latitudes predominant
milky way stars will be visible. Hence, various research works concerning
galactic as well as extra-galactic astrophysics can be accomplished. The
initial running phase for the ILMT project is 5 years. Repeatedly observing
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Figure 1.4: Basic schematic of a liquid mirror telescope.

the same part of the sky night after night will not only give access to fainter
magnitude objects but also make inter-day as well as inter-year transient
studies possible. A brief description of a few scientific cases are as follows:

• Statistical estimation of the cosmological parameters Ho, ΩM , ΩΛ based
on the Supernova type Ia studies or the gravitational lens studies
among multiply imaged quasars.

• Study of faint galaxies by co-adding images of equal field of view from
multiple nights.

• Photometric variability study of RR Lyrae stars, Novae, transiting
exo-planets and other transient events.

• Photometric follow up of supernova remnants, active galactic nuclei,
etc.

• Estimation of the trigonometric parallax of nearby objects such as red,
white and brown dwarfs, milky way’s halo stars.

• Detection of high proper motion stellar objects

• Astrometry of multiple star systems



2
TDI observations

The imaging technique termed “Time-Delay Integration (TDI)” or, “Drift
Scanning” is a special method of directly imaging celestial objects. While
the telescope is in the non tracking mode, the TDI implementation on a
CCD detector makes the photoelectrons being transferred from one CCD
row to the next one such that the image of the moving celestial objects
comes out sharp without image blurring. The necessary conditions to obtain
such images are the proper alignment of the CCD camera and the correct
photoelectron transfer rate. The CCD columns should be parallel to the
linear motion of the objects (see Figure 2.1) and the charge transfer rate
should be synchronized with the speed of the moving objects. Operating a
CCD camera in the TDI mode has been a usual practice in many digital sky
surveying telescopes since more than three decades (McGraw et al., 1980;
Wright and Mackay, 1981; Gehrels et al., 1986; Gunn et al., 1998, 2006;
Zaritsky et al., 1996; Gorjian et al., 1997; Baltay et al., 2002; Hickson et al.,
2007; Gaia Collaboration et al., 2016a,b).

This whole setup provides the advantage of always working under the best
seeing conditions as it encounters the least air-mass (Z=1). Transparency
at the zenith is also naturally the best. Scanning the same part of the sky
repeatedly by the fixed telescope also enables one to access fainter sources
by co-adding CCD frames of the same field and to detect variable or moving
objects by subtraction of a reference CCD frame from those acquired on
different nights (cf. Section 3.5).

In preparation for the ILMT survey, we have obtained and analyzed
several nights of data using a conventional optical telescope pointed towards
the zenith and equipped with a CCD image sensor operating in TDI mode.
The telescope employed was the 1.3-m Devasthal Fast Optical Telescope

7
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Figure 2.1: Schematic of a properly oriented CCD camera chip for TDI
operation.

(DFOT) of ARIES, Uttarakhand, India (Sagar et al., 2013). It is located
adjacent to the ILMT, at N29◦21′42′′ E79◦41′06′′ and 2410-m altitude, and
therefore experiences very similar observing conditions. In the following
sections we describe our data analysis techniques and present the results for
the detected objects.

2.1 1.3-m DFOT observations
Observations were conducted by parking the telescope near the zenith and
implementing the TDI mode, also known as drift-scanning to compensate for
the Earth’s rotation (McGraw et al., 1980; Wright and Mackay, 1981). This
is the observing mode that will be used for the ILMT. The detector used
was an SBIG 2K × 2K CCD camera, having a field of view of 10.1 × 10.1
arcmin and an image scale of 0.295 arcsec per pixel. The gain of the CCD
was 0.59 e−/ADU and its readout noise was approximately 25 e−. Initially
the CCD camera was placed at the Cassegrain focus of the telescope. Then
several TDI frames were taken with an arbitrary TDI rate. If the scanning
direction of the CCD columns is not properly oriented along the East-West
direction and that the readout rate is not the same as the sidereal rate, then
the celestial sources detected on the CCD frame will appear as elongated
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trails inclined with respect to the CCD rows. It is then necessary to bring
the trails parallel to the CCD rows (see Figure 2.2) by adjusting the readout
rate to match the angular velocity of the objects passing up above. At this
point the orientation of the CCD is still not tuned. To do so, while changing
the azimuthal orientation of the CCD, we took several long exposures in the
classical mode of observation (i.e., not using the TDI mode) and made sure
that the long trails observed for the stars were getting perfectly parallel to
the columns of the CCD (see Figure 2.3).

Figure 2.2: This picture illustrates a part of a CCD frame obtained with
DFOT pointing towards the zenith while the CCD camera operating in the
TDI mode was not properly aligned along the East-West direction. If the
TDI rate would perfectly match the angular velocity of the stars passing over
the focal plane, the star trails would appear vertical, i.e., perfectly aligned
with the CCD rows. We see that the stellar trails are slightly inclined due
to a non accurate choice of the TDI rate.

Three filters were set in the camera, matching the g′, r′ and i′ wavelength
bands of the Sloan Digital Sky Survey (SDSS) (Gunn et al., 1998). One of
these filters was inserted at the beginning of each night and used for the
entire night. The median seeing (FWHM) was found to be 1.1 arcsec. In
the TDI mode, the CCD is read continuously. The effective integration
time for the celestial objects is the time required for their images to drift
across the full length of the CCD, which in our case was 46.1 seconds. In
practice, the length of the acquired CCD frames was limited by the memory
available to the data acquisition system. As a result, each recorded frame
has a dimension of 27952 × 2048 pixels, corresponding to a 2.29◦ × 10.1′
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Figure 2.3: Portion of a CCD frame obtained in the classical mode of obser-
vation (i.e., without TDI). The long star trails indicate that the CCD camera
needs to be better oriented along the East-West direction, i.e. be set exactly
parallel to the CCD columns.

field of view. The temperature of the CCD was maintained close to −27◦

C by means of a Peltier cooling system. Observations were made during
11 nights in May, 2015 (see Table 2.1). However, approximately 60% of
the observing time was lost due to bad weather (pre-monsoon season). Of
course, orbital debris can be detected optically only when illuminated by
the Sun. Particularly, LEO objects can be observed only within a few hours
from sunset and sunrise.

2.2 Data reduction

Like any other raw CCD image, TDI data are also affected by well known
noise phenomena such as photon noise, dark noise, readout noise and non-
uniform response of each pixels. However, TDI data present some unique
aspects compared to images obtained in the classical mode of observation
(without TDI). Each row of the image is read out at a different time, so any
temporal variations in CCD temperature will result in a systematic variation
of dark current along the scan direction (right ascension). Similarly, changes
in sky brightness will produce background variations in the images.
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In our case, a varying gradient in dark current was observed, primarily
along the orthogonal (declination) direction. This was removed by sub-
tracting a 1-dimensional mean dark (see Figure 2.4) from each row of the
subsequent CCD frames. This mean dark was computed by taking the mean
of all rows in several dark frames, using a one-time rejection of outliers that
differ by more than 1.5 standard deviations and subsequently fitting a second
order polynomial.

Figure 2.4: Profile of a 1-dimensional mean dark showing a varying gradient
of the pixel counts (in ADU) along the declination direction. ADU stands
for Analog-to-Digital Unit which in fact is the digital counts present in the
CCD pixels.

The pixel-to-pixel variation in the sensitivity of the CCD camera is called
flat-field effect which makes the brightness output of each pixel slightly dif-
ferent from each other while being uniformly illuminated. This effect can be
removed from the astronomical images in order to be capable of detecting
very faint objects. The usual practice to obtain a flat-field image is by illu-
minating the CCD camera with a uniform light source such as the twilight
sky or a dome flat. However, it is difficult to obtain a uniform illumination
from these procedures. Such a flat-field also contains information on optical
non uniformity due to vignetting, interferences and dust particles deposited
on some of the camera lenses. So the flat field frames must be taken without
moving or changing anything on the telescope setup.
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In TDI images, the output signal is proportional to the sum of the charges
generated by the individual pixels in the scan direction. Effectively, the
detector response function is averaged along the scan direction. The result
is a very uniform response that varies only along the orthogonal (declination)
direction. These small residual sensitivity variations have been corrected for
by creating a normalized 1-dimensional flat-field from the background sky
light. Another big advantage of taking the sky background for the flat-field
is that its spectrum is the same as that which dominates the integrated
flux of very faint objects. While steadily observing the darkest part of the
sky (i.e. at the zenith) and subsequently obtaining the pixel response for
each individual CCD frame that varies only in one direction is the most
efficient flat-field that can be achieved. Its signal-to-noise ratio turns out to
be much higher. After dark subtraction, the average of the pixel values was
taken along the scan direction using 1.5-σ outlier rejection. The resulting
1-dimensional sensitivity map was normalized and then applied to (divided
into) every row in the science images. An example of such a normalized
1-dimensional pixel response is shown in Figure 2.5.

Figure 2.5: 1-dimensional normalized flat-field pixel response along the dec-
lination direction.

An independent measurement of the CCD gain was also done in order to
better establish the relationship between the number of electrons recorded
by the CCD and the digital counts generated. To perform this, we used an
equation which relates the electron quantities, which are unknown, to the
values that we measure from the CCD in counts or ADUs. We can relate
the signal and its associated noise via the gain factor g as,

fe = g fc and σe = g σc, (2.1)
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where fc and fe represent the flux levels expressed in terms of counts recorded
in the CCD and electrons produced by the CCD, respectively. Similarly σc
and σe are the one-sigma noise levels associated with the CCD measurements
in terms of digital counts and electrons, respectively. The dark noise sub-
tracted and flat-field corrected images remain affected by the photon noise
(σphote in e−) and readout noise (σRONe in e−). Both these noise terms are
independent of each other and hence add up in quadrature. So the total
noise counts present in the CCD frames can be written as,

σ2
e = σ2

phote
+ σ2

RONe
(2.2)

The photon noise follows a Poisson distribution, so σ2
phote

can be approxi-
mated by fe. Adopting this relation in the above equation we get,

σ2
e = fe + σ2

RONe
, or

σ2
c =

1

g
fc + σ2

RONc
.

(2.3)

Of course σ2
RONc

is the readout noise in terms of digital counts. The
expression above represents a simple straight line equation (σ2

c versus fc)
which slope inverse corresponds to the CCD gain value. If we measure the
total counts and the corresponding variance from different regions of a long
strip TDI image, we may able to derive the value of the CCD gain appearing
in Eq. 2.3. But the selected regions may show a flux gradient due to the
change in sky brightness and it may inflate the measured variance. As a
result, the gain measurement will not be accurate. In a TDI image each
row is read at a different time instance. If we consider that the background
brightness of the CCD image does not change significantly over a few rows,
then the constituting region can be considered as uniformly illuminated and
ready to be used in the signal-variance analysis. But if we again split this
region into two sub-regions and take their ratio, then any noise due to pixel-
to-pixel variation in the sensitivity can be normalized.

Let us assume the two regions of nearly equal surface brightness to have
the flux levels fc1, fc2 with standard deviations σc1 and σc2, respectively. The
variance of the ratio of these two regions will be mathematically represented
by,

Var

[
fc1
fc2

]
= f2

c1Var

[
1

fc2

]
+

1

f2
c2

Var[fc1],

in which Var[fc1] = σ2
c1

and Var

[
1

fc2

]
=
σ2
c2

f4
c2

.

(2.4)
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Assuming the same flux and noise levels in both regions under consider-
ation, we may write

fc1 = fc2 = fc and σ2
c1 + σ2

c2 = 2σ2
c (2.5)

where fc and σ2
c are the common flux level and variance, respectively. So

Equation 2.4 can be re-written as,

Var

[
fc1
fc2

]
=

2σ2
c

f2
c

.

Replacing σ2
c from Equation 2.3 and rearranging the terms gives,

f2
c

2
Var

[
fc1
fc2

]
=
fc
g

+ σ2
RONc

(2.6)

We have plotted f2c
2 Var

[
fc1
fc2

]
Vs fc from one of our TDI frames considering

sub-regions of shape 100×100 pixels (see Figure 2.6). A straight line fit to
these data points enables one to derive the gain of the CCD as 0.59±0.01
e−s/ADU.

Figure 2.6: CCD gain and readout noise measurement. This measurement
is for a single TDI frame obtained on 15 May 2015 at 10:49:01 UTC using
the SDSS i’ filter.

The presence of moon, clouds or twilight largely contributes to the sky
background. Sky subtraction was performed by fitting each image, after dark
and flat-field correction, with a smooth two-dimensional polynomial, using
outlier rejection to remove the stars. This polynomial was then subtracted
in order to remove the sky. A second order polynomial was found to be
sufficient to fit the sky background in most of the acquired frames. But
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the frames obtained close to sunrise or sunset showed a stiff gradient in
their background counts (see Figure 2.7). So, in that case, a higher order
polynomial was used to fit the background level. The effectiveness of these
preprocessing steps is illustrated in Figure 2.8.

Figure 2.7: Average sky counts along each CCD row recorded through out
the night of 16 May 2019. A stiff increase in the average sky counts after
22h 45m (local time = 5h 15m) can be seen at the beginning of sunrise.

2.2.1 Astrometric and Photometric calibration

The Sextractor algorithm (Bertin and Arnouts, 1996) was used to build a cat-
alog of objects present on each individual preprocessed image. A threshold
intensity of 1.5-σ above the local background, determined from the median of
a 64× 64-pixel surrounding region, was applied to isolate connected groups
of pixels (objects). A minimum object area of 10 pixels was considered.
For each detected object, the centroid was computed by modelling it with
a Gaussian ellipsoidal intensity distribution. This resulted in instrumental
magnitudes and centroid positions for all detected objects.

Calibrated magnitudes of the detected sources were obtained by matching
detected stellar objects with stars in the Gaia Data Release 1 catalog (Gaia
Collaboration et al., 2016a,b). As the observations were made towards the
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(a)

(b)

Figure 2.8: Comparison of a subimage before (2.8a) and after preprocessing
(2.8b). An area of 3.5′ × 4′, centered at 18h02m+29◦ (J2000.0), is shown.
The image was taken on 24 May 2015 at 20:34:46 UTC, using the SDSS g′

filter.

zenith, the atmospheric extinction was minimum. So, the published Gaia
magnitudes (mG) were used directly to estimate the zero-point offset between
the calibrated magnitudes and our instrumental magnitudes. Figure 2.9
shows the linear relationship between the instrumental magnitude (minst)
and the corresponding Gaia magnitude scale.

In the TDI observing mode, while the scanning direction is along the
right ascension, the CCD columns and rows correspond to different right as-
cension and declination, respectively. This makes the astrometric calibration
straightforward. Mathematically,

x = c1 raJ2015.4 + c2,

y = c3 δJ2015.4 + c4,
(2.7)

where x and y are pixel positions along CCD rows and columns, respectively,
raJ2015.4 and δJ2015.4 are the right ascension and declination at the epoch of
observation , and c1, c2, c3, and c4 are the coefficients of the linear equations.
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Figure 2.9: Linear relationship between the instrumental magnitude (minst)
and the corresponding Gaia magnitude scale. This measurement is for a
single TDI frame obtained on 19 May 2015 at 21:04:17 UTC using the SDSS
g’ filter.

The calibration was performed by applying corrections for nutation and
aberration to the instrumental positions, and then precessing the resulting
coordinates to a standard epoch, J2000. These were then compared to the
corresponding Gaia positions. Coefficients of a bilinear transformation be-
tween instrumental and calibrated positions were determined by minimizing
the squared residuals for the matched stars. To improve the calibration in
both photometry and astrometry, very faint objects having mG > 17 were
excluded. Depending on the galactic latitude of the fields, one to two hun-
dred stars typically were available for the calibration of each image.

The resulting RMS astrometric precision was found to be 0.1 arcsec in
declination and 0.15 arcsec in right ascension, as seen in Figures 2.10 and
2.11. The RMS photometric precision is 0.04 magnitude (refer to Figure
2.12). This degree of photometric error is not unexpected due to the dif-
ferences between the SDSS spectral bands and the broad-spectrum Gaia
response.

2.3 Data analysis

2.3.1 Visual detection of space debris
Thirteen linear debris streaks were visually identified in the processed images.
These are illustrated in Figure 2.13. To determine the position and flux of
each, a line was fit connecting the endpoints of the streak. For each column,
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Figure 2.10: Histogram of the residuals in right ascension after astrometric
calibration with stars from the Gaia catalog. This is for a single field image,
obtained on 19 May 2015 at 21:04:17 UTC, within the ra range of 18h12m−
18h23m (2015.4 epoch) using the SDSS g′ filter.

Figure 2.11: Histogram of the residuals in declination after astrometric cali-
bration with stars from the Gaia catalog. This is for a single field image, ob-
tained on 19 May 2015 at 21:04:17 UTC, in the ra range of 18h12m−18h23m

(2015.4 epoch) using the SDSS g′ filter.

pixels within a distance of ±4 times the stellar FWHM of this line were used
to generate a profile, with 0.1-pixel resolution, by cubic spline interpolation.
The profiles for each column were then shifted and co-added, using cross
correlation to determine the required shifts. This resulted in a low-noise
composite profile of the line in the scan (ra) direction. This profile was
then fit to each individual column of data, using least squares analysis to
determine the best amplitude and shift. The uncertainty in estimating the
positions of bright streaks on the CCD images was found to be less than a
pixel, whereas in fainter streaks the uncertainty increased up to 10 pixels.
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Figure 2.12: Histogram of the residuals obtained after subtracting the
Gaia magnitudes of the detected standard sources from those derived in
the present work. This is the result obtained after calibrating a single
data block, obtained on 19 May 2015 at 21:04:17 UTC, in the ra range
of 18h12m − 18h23m (2015.4 epoch) using the g′ SDSS filter.

The fitted profile was then integrated to estimate the total flux in the streak
for each column of the image. From this, a one-to-one relationship between
flux and position along the streak was obtained. For some objects, this was
converted to a light curve (flux vs time) using the angular rate predicted for
the object based on its identification (described below).

Some objects showed quasi-periodic photometric variations (e.g. Figure
2.14) in their light curves (e.g. object 6 in Figure 2.13). This is very likely
due to the object rotating very fast, causing sunlight to be reflected in a re-
current manner. By analyzing such light variations, one could set interesting
constraints on the shape of the object. But such an analysis is beyond the
goals of this thesis.

The direction of each object, i.e., the angle φ subtended by the streak
from North towards East was measured from the images. Although the
telescope is not tracking and the Earth is rotating, the TDI scan removes
this rotation, so the direction measured on a TDI image is the actual direction
of the object in the International Celestial Reference System (ICRS) inertial
frame.

With TDI observations, the time at which the object crosses the detector
is generally uncertain, because the exact position at which it crossed the CCD
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Figure 2.13: Images of the 12 detected objects passing through the CCD field
of view. Images 2 and 12 show the same object, detected on two different
nights. All the images of the collage are cropped for a better visualization.

is not known. For our observations, images of celestial objects move across
the CCD in ∼46 seconds, which is the time required to move charges from
one side of the CCD to the other. So the time of detection of a moving
object is uncertain by as much as 23 seconds, depending on where it crossed
the detector. An exception to this occurs if the object enters or leaves the
CCD at an edge that is perpendicular to the scan direction. In that case,
the streak ends abruptly, as can be seen for objects 2, 5, 7, 9 and 11 in
Figure 2.13. From the direction of the streak and making use of the two line
element (TLE) (see below), one can determine whether the object entered or
exited at the edge where the charges are read out. Thus the time of entry or
exit is known within the precision of the read-out time of the corresponding
CCD pixel row. The precision was found to be ±1 second considering the
accuracy of the synchronization between the computer’s clock and its online
time source.

A set of python programs was used to correlate the observed streaks with
cataloged objects having their TLEs generated on the same observing date
available from the U.S. Air Force Space Command [Space-Track.org]. Each
TLE was propagated using the SGP4/SDP4 algorithm (Hoots and Roehrich,
1980; Vallado et al., 2006) and used to predict topocentric positions of the
objects as seen from the DFOT observatory, as well as their altitude, angular
velocity and direction. Objects predicted to pass through the field of view

https://www.space-track.org/
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of the telescope during the observing period, while at the same time being
illuminated by the Sun, were selected. By comparing the observed time and
direction of the streak with those predicted from the TLE database, all of
the 13 detections were identified. The predicted and observed parameters
for these objects are listed in Table 2.2.

One object (SSN 24827; objects 2 and 12 in Figure 2.13) was detected
on two different nights. According to the TLE information, its angular ve-
locity was 507.0′′/sec. By considering that the average time taken by the
object to complete a revolution around the earth is constant, there were 101
revolutions between the consecutive appearances of this object in our TDI
observations. Given the number of revolutions and the time interval between
the consecutive appearances of the object, we have found that the resulting
angular velocity to be 508.67±0.02′′/sec. This method could be a possible
application of the TDI observation to upgrade the orbital parameters of an
object in the TLE database which is being detected multiple times.

Figure 2.14: The light curve of object 6, detected on 18th May 2015, showing
periodic variations with two distinct maxima and minima, probably due to
the very fast rotation of an irregular body. The angular velocity of this
object is approximately 1 rotation per second.

2.3.2 Debris size estimation
The shape and surface structure of orbital debris can be very complex. So,
it is difficult to describe accurately a vast population of debris with a unique
model. From the satellite catalog information available from the U.S. Air
Force Space Command, 8 out of the 12 identified objects are found to be non-
functional payloads and the others are rocket bodies. A study conducted
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by Hejduk (2011) suggests that the photometric behavior of 50% of non-
geostationary payloads, 70% of rocket bodies and 80% of debris objects can
be represented by a diffuse-specular Lambertian sphere model.

The phase function, F (ϕ), represents the angular distribution of sunlight
intensity scattered by an object at a given wavelength as a function of the
phase angle ϕ. The phase functions of a diffuse sphere F1(ϕ) and a specular
sphere F2(ϕ) can be represented as (Williams and G.A., 1966),

F1(ϕ) =
2

3π2
[(π − ϕ) cosϕ+ sinϕ], (2.8)

F2(ϕ) =
1

4π
. (2.9)

In the context of the diffuse-specular Lambertian sphere model, a mixing
coefficient β is used to combine both these phase functions. Mathematically,

F (ϕ) = βF1(ϕ) + (1− β)F2(ϕ). (2.10)

Figure 2.15 shows the effect of β on the combined phase function.

Figure 2.15: Diffuse-specular Lambertian phase function for different values
of β.

This means that a value of β = 1 or 0 would represent a purely diffused
or specular sphere, respectively. The apparent brightness m of the reflected
sunlight from the sphere can be expressed as;

m = m� − 2.5 log(Aρ[βF1(ϕ) + (1− β)F2(ϕ)]) + 5 log(r), (2.11)
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where A = πd2/4 is the cross-sectional area of the sphere having a diam-
eter d, m� is the apparent magnitude of the Sun, ρ is the albedo and r is
the range to the object. By replacing the values of F1(ϕ), F2(ϕ) and A, the
expression for the optical diameter of the hybrid model can be written as;

d =
r10−0.2(m−m�)√

ρ[ β6π [sinϕ+ (π − ϕ) cosϕ] + 1−β
16 ]

. (2.12)

In this analysis equal weight to both the specular and diffuse components
were assigned by setting β at 0.5. For comparison, we also considered the
case β = 1 (pure diffuse Lambertian sphere) (see Table 2.2). Hejduk (2011)
also demonstrated that the contribution of earthshine on the size estimation
for objects having a small solar phase angle (ϕ < 120◦) is negligible. As
the objects listed in Table 2.2 have smaller ϕ, we did not have to take into
account the effect of earthshine in our analysis.

To estimate the apparent magnitude mG of the object, the total flux f of
the streak was divided by the time taken to cross the detector, which is the
ratio between the angular streak length l and the angular rate v computed
from the TLE,

mG = −2.5 log(fv/l) +m0, (2.13)

where m0 is the magnitude zero point determined by matching stars in the
Gaia catalog.

The apparent Gaia magnitude of the Sun was estimated by applying the
color transformation given by Jordi et al. (2010) to the Sun’s V magnitude
of −26.72. This leads to mG� = −26.95± 0.38.

The albedo ρ was taken to be 0.175 (Mulrooney and Matney, 2008). Since
our observations were made near the zenith, the range is equal to the altitude
of the object, which was determined from the TLE. The solar phase angle was
computed from the observed time and observatory topocentric coordinates
using standard relations. The estimated diameters of the detected objects are
listed in Table 2.2. The uncertainties in the size estimation were calculated
from the uncertainties found in the flux estimation.

From the ESA’s Database and Information System Characterising Ob-
jects in Space (DISCOS) (Flohrer et al., 2013), the estimated cross-section
of 10 of the 12 identified debris could be retrieved. This database contains
the minimum and maximum observed cross-sections of the resident space
objects. We also calculated the optical cross-section (πd2/4) for those 10
objects from the current diameter d (see Table 2.2). These independent sets
of results are presented in Table 2.3. The size estimates for both the hybrid
model and pure diffuse Lambertian sphere model are found to be compara-
ble to the measurements obtained from the online source catalog except for
the case of object 4. We also could obtain the shape and size information
of object 2 (SSN 24827) from RussianSpaceWeb.com. The object was found

https://discosweb.esoc.esa.int/
http://www.russianspaceweb.com/araks.html
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to be a reconnaissance satellite equipped with a telescope setup of 2 meters
diameter and a length of 6.9 meters. There are also solar panels attached to
it. So, the dimensions of the satellite can possibly come into agreement with
our effective optical diameter estimates of 7.6 or 5.9 meters listed in Table
2.2.

The limiting magnitude for 1000-km LEO objects seen at a solar phase
angle of 50◦ with a β value of 0.5 is estimated from the faintest observed
track, which has a signal-to-noise ratio of 18, to be mG ' 8.4 for the DFOT
telescope under seeing conditions of 1 arcsec. This corresponds to a diameter
of 50 cm. The signal-to-noise ratio of the streak was calculated by dividing
the total integrated flux of the streak by the total noise from an equiva-
lent streak area. Under similar conditions, the larger aperture and field of
view of the ILMT with a better telescope system efficiency (see Table 2.5)
should result in a limiting magnitude of mG ' 13.6, with a corresponding
diameter of 5 cm. A comparison of diameter limits for both telescopes, as a
function of altitude, is shown in Figure 2.16. Considering the 11 allocated
nights of observation and the two-line element predictions, we found that
10 additional cataloged objects passed the field of view of the 1.3-m DFOT
at the appropriate times but these were not detected on our frames. So,
the limiting magnitude is used to set a maximum size limit (dmax) to these
objects. However, the size information on these objects could not be found
from online sources for a comparison. The list of all undetected objects and
the maximum size limit assigned to them are listed in Table 2.4.

Figure 2.16: Estimated size of the identified debris as detected by DFOT for
the β values of 1 (thick lines) and 0.5 (thin lines). The solid lines indicate
the minimum detection capability of DFOT. The dashed lines indicate the
predicted detection threshold for the ILMT.
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In this chapter, we learnt the TDI observation technique used for astro-
nomical surveys. In this test study, the 1.3-m DFOT telescope was operated
in the same TDI mode as that of the ILMT. The efficient data reduction
technique applicable to the TDI frames provided a photometric precision of
0.04 magnitudes and astrometric precision of approximately 0.1 arcsec for
point like objects. 12 objects were successfully detected passing overhead
in the form of streaks on the CCD images. Identification of the objects
was achieved by cross matching their observed time and direction to those
from the TLE. Once the identifications were made, their apparent magni-
tudes were derived using TLE information on their angular velocity and
altitude. The precision of these photometric measurements depends on the
velocity and the orientation of the streak. The error associated with the
derived magnitudes of the objects are calculated from the noise present in
the streak signal. The precision of the detection time of the objects was
found to vary between 1 and 23 seconds. However, the uncertainties associ-
ated with TLE predictions may also lead to some faulty identification of the
objects. If the hybrid diffuse-specular Lambertian sphere is representative
of this population of space debris, their estimated diameters range from 0.8
to 7.6 m. Cross-section estimates of 9 out of the 10 identified objects are
consistent with the values retrieved from online sources, while one (object 4)
seems to differ appreciably. Compatibility of the size estimates can be better
addressed in the future thanks to multiple detection of the objects with a
dedicated telescope, such as ILMT. The detection threshold of DFOT could
be used to set an upper size limit to fainter debris which have crossed the
field of view of the DFOT CCD but were not visually detected. The 4-m
ILMT telescope, with its 27-arcmin-square field of view and fainter detection
threshold, should be able to detect many more space debris, down to a size
of approximately 5 cm in low Earth orbits. All these results have been pub-
lished in the journal ‘Acta Atsronautica’ (Pradhan et al., 2019). A pipeline
has also been developed using Python 2.7 programming with Numpy/Scipy
libraries to reduce and calibrate the TDI data automatically. One original
contribution in the data reduction has been the noticeable improvement in
the quality of the flat fielding of the TDI images based upon the use of the
uniform sky background which dominates in the recorded flux of the faintest
detected object.
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Table 2.1: Log of TDI observations†

Date (YYYYMMDD) Filter (SDSS) Observation duration (UT) Number of science images

20150516 i′ 18h01m35s to 21h01h32h 26
21h14m03s to 23h14m01s

20150517 i′ 15h41m14s to 22h24m25s 33
20150518 g′ 14h46m44s to 23h08m23s 41
20150519 r′ 18h28m00s to 23h04m30s 23
20150520 r′ 16h09m36s to 16h20m53s 26

17h12m38s to 18h47m16s

19h00m01s to 22h25m07s

20150521 i′ 17h20m19s to 23h09m32s 22
20150522 i′ 17h16m34s to 23h06m01s 23
20150523 r′ 14h51m57s to 16h43m54s 09
20150524 r′ 15h26m38s to 23h07m54s 38
20150525 i′ 15h18m47s to 15h30m04s 04

15h48m09s to 16h12m45s

20150526 i′ 17h59m35s to 20h48m04s 14

† Each science image has a dimension of 27952×2048 pixels for a total observing time of 630
seconds.

Table 2.2: Characteristics of the detected objects†

No. SSN Date (UT) Time (UT) ∆t φ (◦) ∆φ mG r v d (m) ϕ Object type
Pred. Obs. (s) Pred. Obs. (◦) (km) (′′/sec) β = 1 β = 0.5 (◦)

1 13070 2015-05-16 20:16:41 20:17:21 40 24.5 24.5± 1.0 0.0 11.8± 0.1 18423.2 30.0 2.4± 0.1 2.7± 0.1 54.3 Payload
2* 24827 2015-05-16 23:07:50 23:08:30 40 154.1 152.3± 0.6 1.8 5.6± 0.2 2525.4 507.0 7.5± 0.7 7.6± 0.7 81.6 Payload
3 22689 2015-05-17 21:50:14 21:50:42 28 6.7 4.7± 0.1 2.0 8.3± 0.1 1411.0 1016.0 1.1± 0.1 1.2± 0.1 67.5 Payload
4 22488 2015-05-17 22:15:29 22:15:58 29 7.2 4.9± 0.1 2.1 6.6± 0.2 991.2 1446.8 1.7± 0.2 1.8± 0.2 71.8 Rocket body
5* 29669 2015-05-18 16:20:11 16:20:30 19 20.2 20.2± 1.1 0.0 12.0± 0.3 22516.3 22.7 2.8± 0.4 3.1± 0.4 59.0 Rocket body
6 32271 2015-05-18 17:58:57 17:59:07 14 156.4 156.3± 0.2 0.1 10.5± 0.5 13434.0 54.6 3.2± 0.8 3.7± 0.8 49.8 Rocket body
7* 4367 2015-05-19 21:05:09 21:05:03 6 12.6 14.6± 0.1 2.0 6.7± 0.1 1065.4 1376.5 1.6± 0.1 1.7± 0.1 60.8 Rocket body
8 10539 2015-05-19 21:42:34 21:42:37 3 168.7 167.0± 0.7 1.7 7.3± 0.1 1151.0 1223.0 1.4± 0.1 1.5± 0.1 66.5 Payload
9* 17582 2015-05-24 20:34:52 20:35:30 38 6.9 5.6± 0.9 1.3 9.3± 0.1 1396.3 1027.6 1.0± 0.1 1.1± 0.1 57.6 Payload
10 22646 2015-05-17 16:01:40 16:02:01 39 175.4 174.8± 0.1 0.2 11.2± 0.5 1401.2 1024.4 1.1± 0.1 1.3± 0.1 61.4 Payload
11* 25770 2015-05-18 16:31:44 16:32:27 43 140.4 137.8± 0.3 2.2 7.6± 0.3 2046.0 660.4 1.9± 0.3 2.2± 0.3 57.5 Payload
12 24827 2015-05-19 22:36:45 22:37:18 33 154.0 152.4± 0.3 1.6 6.0± 0.1 2525.6 507.0 5.7± 0.3 5.9± 0.3 75.8 Payload
13 16759 2015-05-17 20:30:14 20:30:44 30 166.6 164.8± 0.1 1.8 8.8± 0.1 1399.5 1019.0 0.7± 0.1 0.8± 0.1 55.9 Payload

† SSN is the catalog number of the object in the database of the US Space Surveillance Network and
∆t and ∆φ are the absolute differences between the predicted and observed times and directions,
respectively. The remaining symbols are described in the text. The asterisk symbol (*) is assigned
to the debris having an observed time accuracy of 1 second.

Table 2.3: Estimated and archived debris cross-sections

No. SSN Optical cross-section (m2) Cross-section from DISCOS (m2)
β = 1 β = 0.5 min max

1 13070 4.5 ± 0.4 5.7 ± 0.4 1.5 13.8
3 22689 0.9 ± 0.2 1.1 ± 0.2 0.5 1.4
4 22488 2.3 ± 0.5 2.5 ± 0.6 4.5 16.4
5 29669 6.2 ± 1.8 7.5 ± 1.9 5.6 10.2
6 32271 8.0 ± 4.0 10.8 ± 4.6 4.2 8.7
7 4367 2.0 ± 0.3 2.3 ± 0.3 1.8 9.6
9 17582 0.8 ± 0.2 1.0 ± 0.2 0.5 1.4
10 22646 1.0 ± 0.2 1.3 ± 0.2 0.5 1.4
11 25770 2.8 ± 0.9 3.8 ± 1.0 0.4 6.8
13 16759 0.4 ± 0.1 0.5 ± 0.1 0.5 0.6
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Table 2.4: Upper size limit of the undetected objects†

No. SSN Date (UT) Time (UT) r dmax ϕ Object type
(km) (m) (◦)

1 29904 2015-5-16 21:54:05 868.7 0.53 67.5 Satellite debris
2 39321 2015-5-17 21:50:40 704.0 0.48 67.0 Satellite debris
3 18807 2015-5-17 22:15:13 1191.5 0.62 71.0 Satellite debris
4 37704 2015-5-18 21:09:02 1180.1 0.61 60.3 Satellite debris
5 30662 2015-5-18 21:25:57 900.4 0.54 62.9 Satellite debris
6 34683 2015-5-18 22:18:28 735.4 0.49 71.7 Satellite debris
7 27688 2015-5-22 21:37:02 702.6 0.48 64.7 Satellite debris
8 23418 2015-5-24 22:10:49 888.3 0.54 70.0 Satellite debris
9 30079 2015-5-24 22:41:17 896.5 0.54 75.8 Satellite debris
10 27902 2015-5-26 19:36:25 9068.9 1.42 47.1 Satellite debris

† The size information of these objects from online sources is not available.

Table 2.5: Telescope parameters of DFOT and ILMT

DFOT ILMT
(Kumar and Shreekar) (Kumar et al., 2018)

(Santa Barbara Instrument Group)

Primary mirror diameter 1.31-m 4.0-m
Fraction of reflecting area 0.69 0.95
System efficiency in SDSS i′ 0.42 0.63
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3
Automatic streak detection

The optimal way of detecting an expected feature present in a signal with the
highest signal-to-noise ratio (SNR) is to correlate the feature with the signal
itself (Helstrom, 1968). In this case, the feature is called the matched filter
or correlation filter. A detailed overview of the matched filter technique is
presented in Section 3.1.1. We have implemented this concept in Section 3.1.2
in the context of faint streak detection. Numerical simulations to illustrate
the effectiveness of this approach are subsequently addressed in Section 3.1.3.
A computationally efficient method has also been developed by adopting the
matched filter technique in the Fourier space which is discussed in Section
3.2. To validate the proposed detection method, a wavelet based contrast
enhancement method is proposed subsequently in Section 3.3. We have also
independently tried out few other detection techniques readily available to
detect streaks and asserted their efficiency in Section 3.4. One of these
techniques, widely known as ‘Hough transformation’ (Duda and Hart, 1972)
is a feature extraction technique in digital images. In our case the feature
is of course a debris streak. Another technique we have tried to use is the
‘Radon transform’ (Radon, 1986) in Fourier space proposed by Hickson, 2018
to detect the streaks in the CCD images and compared its performance to
our proposed method.

The matched filter technique demands that an image should be devoid
of any signal other than the streak itself for a most accurate detection. So,
an efficient image subtraction technique becomes essential. In Section 3.5,
a detailed explanation on how image subtraction can be performed thanks
to discrete convolution kernels will be explained based on previous work
by Bramich, 2008 (DanDia). The DanDia algorithm assumes that the ref-
erence image and the target image have the same shape and are roughly

29
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aligned. However, some of the CCD images obtained using DFOT in 2015
are misaligned or rotated with respect to each other depending upon the
telescope pointing. After addressing these issues, that section illustrates the
application of the DanDia algorithm on a set of TDI images resulting in the
detection and characterization of a few faint debris streaks.

3.1 The Matched filter technique for debris
streak detection

3.1.1 Matched filter technique
In this section, a detailed overview of the matched filter technique leading
to the analytical modeling of a CCD detected streak is described.

Overview

The matched filtering algorithm has been widely used to detect streaks on
digital images. The scenario where a streak is formed on an optical detector is
investigated to construct the best matched filter. Then the cross-correlation
of the streak signal with the matched filter is performed to maximize the SNR
of the extracted signal with respect to the noise. Gural et al. (2005) have used
this technique to build a software at the disposal of the NASA data services
to detect near-Earth asteroids. Levesque (2009) also has implemented this
algorithm to achieve a very high accuracy for the detection of satellite streaks
on optical images. A significant work also has been done in detecting space
debris streaks on optical images by Schildknecht et al. (2015) by modelling
matched filters of variable lengths and orientations.

A faint debris can be considered as a point source in a linear motion across
the sky. The point source moving across the field of view of the CCD will
create a streak on the CCD read-out image as a result of the integration of
the point spread function (PSF) along the source’s direction of motion. The
CCD frames obtained from passive optical observations implementing TDI
imaging often contain such streaks. This is also true for classical surveys.
Let us consider for the moment that the streak is perpendicular to the CCD
columns or the read-out direction. A 2-D analytical PSF described by a
circularly symmetric normalized Gaussian function centered on (x0, y0) is
shown in Figure 3.1, where x and y are the pixel positions along the CCD
columns and rows, respectively. The streak formed from the integration of
the PSF, perpendicular to the CCD columns is also shown in Figure 3.1.
Mathematically, it can be expressed as,

PSFI(x− x0) =

∫
PSF (x− x0, y − y0)dy.
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Let us note that the profile PSFI(x − x0) is also supposed to be nor-
malized after integration along the x-axis. Considering this case where the
streak is characterized by projecting the PSF along a certain direction, the
best matched filter for optimizing the SNR of the streak profile is the pro-
jected version of the PSF itself.

Figure 3.1: A PSF expressed as a normalized two-dimensional Gaussian
function (on the left) and a streak created by co-adding the PSF along the
y-axis.

The two dimensional synthetic streak profile shown in Figure 3.1 is the
replication of the 1-D streak profile PSF I (x − x0 ) along the y-axis. So the
whole streak profile can be optimized for detection simply by correlating the
1-D streak shape along its width with the matched filter. The streak signal
along the width of the streak can be represented theoretically by

S(x) = α PSFI(x− x0), (3.1)

where α is the total number of photons collected by the CCD during the
transit of the faint space debris. Following the foregoing discussion, PSFI(x)
is regarded as the matched filter. The SNR of the streak profile will then
be maximized by its cross-correlation with the matched filter. We have
represented the numerator of the maximized SNR as the peak of the cross-
correlation result. The peak occurs at x = x0 and its value is,

|S(x) ~ PSFI(x)|max = α Q, (3.2)

where
Q =

∫
PSF 2

I (x)dx. (3.3)

We assume here that the dominant factor contributing to the noise asso-
ciated with a faint debris streak is the sky background. The effect of the
cross-correlation with the matched filter on the noise variance (σ2) along a
single CCD row associated with S(x) can be estimated using the property
of variance as shown below,

V ar

[∑
n

S(x)PSFI(x− n)

]
= σ2

∑
n

PSFI(x− n)2

⇒ σ2
corr = σ2 Q,

(3.4)
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where σ2
corr is the filtered noise variance. Now, the maximized SNR will

be the ratio between the peak of the matched filtered streak signal and the
square root of the matched filtered signal variance. So, after taking the ratio
of the output from Equation 3.2 and the standard deviation or the square
root of the output from Equation 3.4, the maximized SNR can be written
as,

SNRmax =
α

σ

√
Q. (3.5)

We see here the benefit of observing under the best seeing conditions since
the Q factor gets higher whenever the PSF tends to be narrower.

Analytical modeling

The total photon counts α from a space debris having a flux density FSD
(photon m−2 s−1) moving with an angular velocity AVSD (arcsec s−1) across
the CCD having a width θCCD (arcsec) is,

α = FSD
θCCD

AVSD sin(θ)
π

(
D

2

)2

ε, (3.6)

where, D (meters) and ε are the diameter of the telescope in use and the
overall instrumental efficiency, respectively. θ is the angle subtended by
the streak with respect to the CCD columns (for the moment, we have as-
sumed it to be 90◦). If the point spread function at the telescope focal plane
is represented by a symmetric two-dimensional Gaussian function, then its
projection i.e., the matched filter will be a one-dimensional Gaussian func-
tion bearing the same full width at half maximum (FWHM ). So, Q stated
in Equation 3.3 can be expressed analytically as,

Q =

∫
PSFI(x)2dx,

=

∫ [
2
√

ln 2

FWHM
√
π
exp

(
−x2 4 ln 2

FWHM 2

)]2

dx,

=

√
2 ln 2√

π FWHM
.

(3.7)

The sky background detected on the discrete CCD pixels follows a Poisson
distribution. Its variance σ2 over a single pixel row can be approximated as,

σ2 = SB
θCCD

AVS cos(δ)
π

(
D

2

)2

ε θpixelθCCD , (3.8)

where SB is the sky brightness expressed in photons m−2 s−1 arcsec−2, AVS
is the apparent angular velocity of the stars in arcsec s−1 while observing with
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a telescope pointed at zenith, θpixel is the angular size of the square shaped
pixels and δ (degree) is the declination at which the TDI observations are
being made.

Finally the maximized SNR of the 1D streak profile can be analytically
formulated by replacing the mathematical expressions of α, Q and σ from
Equations 3.6, 3.7 and the square root of Equation 3.8, respectively in Equa-
tion 3.5 :

SNRmax =
FSD D

AVSD sin(θ)

(
π ln 2

8

) 1
4
(

ε AVS cos(δ)

FWHM SB θpixel

) 1
2

. (3.9)

3.1.2 Streak detection
Detection of a streak in an image is achieved by determining its orientation,
location and brightness. A well known method to find the orientation of a
feature in an image is by analysing the results after performing convolution
with the matched filter aligned at various angles (Freeman and Adelson, 1991;
Jacob and Unser, 2004). The angle at which the filter output is maximum
happens to be the orientation angle.

The streaks found on CCD frames will have different orientations. Our
objective here is to bring the streak to a vertical position so that a sim-
ple average of pixel values along the length of the streak will produce a
one-dimensional streak signal ready for matched filtering. Figure 3.2 shows
different orientations of a synthetic streak on a CCD grid and the average
pixel values along the rows. The streaks shown in the subplots of Figures
3.2a, 3.2b and 3.2c are inclined by 60◦, 75◦ and 90◦ respectively with respect
to the CCD columns. The average pixel values obtained from the verti-
cally oriented streak along the pixel rows in Figure 3.2c give the optimal
representation of the cross-section of the streak profile.
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(a)

(b)

(c)

Figure 3.2: Streaks simulated on a CCD grid by integrating a normalized 2D
Gaussian with a FWHM of 10 pixels inclined at different angles with respect
to the CCD columns and the average value of all columns. Plots (a), (b) &
(c) shows the streaks inclined by 60◦, 75◦ and 90◦, respectively with their
average pixel columns values.
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The rotation of a lengthy frame (such as acquired in the TDI mode) will
be computationally expensive. The same qualitative result can be achieved
by a faster image shearing technique. In this method, each column is shifted
by a value of n/tan(θ), where n is a zero-based row number, like in Figure
3.3. Since we do not know the exact orientation of the streak in practical
cases, the image is sheared at each iteration by an angular step δθ to sample
all possible shearing angle values θ. The value of the angular step is set in
such a way that each pixel is shifted from its previous position by at most a
single pixel at the bottom of the CCD frame. Mathematically, the angular
step can be expressed in degree as

δθ =
θpixel
θCCD

180

π
. (3.10)

Then the average of the pixel values along the rows for each shearing
angle is convolved with the matched filter. The 1D convolution results are
stacked one after another in such a manner that a 2D grid is constructed
with one axis representing the columns of the frame and the orthogonal axis
representing the shearing angle (θ). The location of the peak value of this
new 2D maximized intensity map will apparently give the information about
the bottom location of the streak and its orientation. The study of such a
convolution intensity map has been widely used for pattern recognition or
feature detection in noisy images (Hester and Casasent, 1980; Savvides et al.,
2002; Diaz-Ramirez et al., 2006; Close et al., 2011).

The peak value in the intensity map (i.e. αQ) represents a streak detec-
tion and if divided by σcorr (see Eq. 3.4), also provides the maximized SNR
of the streak (see Eq. 3.5). Similarly, dividing the peak value by Q leads to
the determination of the flux α of the space debris integrated over the CCD
field. Indeed, using Equations 3.2 and 3.7, we obtain,

α = |S(x) ~ PSFI(x)|max
√
π FWHM√

2 ln 2
. (3.11)

A streak with a SNRmax of 100 having a FWHM of 9 pixels is shown in
Figure 3.4. The transformed intensity map of this image is shown in Figure
3.5. The ratio of the peak of the intensity map and the correlated standard
deviation was calculated to be 96.48, i.e. close to 100. The location of the
peak on the intensity map was also found to be equal to the known streak
orientation and bottom location values. A python implementation of this
algorithm takes around 300 seconds to process an image of 6144×2048-pixels
size with a CPU speed of 2.10 GHz and 16 Gb memory.

3.1.3 Monte Carlo simulations
To verify the effectiveness of the proposed detection technique, a large num-
ber of synthetic frames containing customized streaks have been generated.
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Figure 3.3: Illustration of the shearing of a CCD image (blue) with a streak
(yellow) inclined by an angle θ with respect to the columns. The subplot
at the top shows the unsheared image and the bottom one shows the image
after shearing by an angle θ.



3.1. The Matched filter technique for debris streak detection 37

Figure 3.4: A CCD image having a size of 6144×2048-pixels, containing a
faint streak with a SNRmax of 100, inclination angle (θ) of 60◦ and FWHM
of 9 pixels.

Figure 3.5: The transformed 2D intensity map of the image in Figure 3.4.
The peak value in this image corresponds to a streak with SNRmax of 100,
inclined by 60◦(θ) with respect to the CCD columns and the bottom of this
streak located at the 3080th pixel along the columns.

The size of each frame is kept to 6144×2048-pixels and each pixel unit has
been considered to be 0.3 arcsec. In each frame, the profile of a 1D Gaussian
PSF is scaled and replicated along the columns in a fixed direction to gen-
erate a streak. Different seeing conditions are used against a fixed Gaussian
noise background and the streaks are placed at random positions and orien-
tations on the frame. In total, the free parameters in generating the streaks
can be summarized as:

1. The seeing conditions, or FWHM from which Q is determined.
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2. The detection SNRmax , from which the streak amplitude α is calcu-
lated against a fixed noise level.

3. The position of the streak along the columns.

4. The orientation of the streak, i.e. θ.

The synthetic streaks having a SNRmax below 30 are not visible to human
eyes in 2K×2K or larger images unless they are digitally magnified. So, in our
simulations we have kept the value of the free parameter SNRmax between 1
to 25 against a Gaussian background noise having a standard deviation σ =
10 to represent faint streaks. The FWHM has been varied between 1” and
3”. The inclination angle of the streaks has been set between 45◦ and 135◦

randomly. In total 1100 synthetic frames have been generated considering a
uniform distribution for the values of SNRmax , FWHM , θ and the bottom
locations of the streaks.

The streak detection algorithm discussed in Section 3.1.2 has been ap-
plied to each synthetic frame. It is to be noted that the output SNRmax is
determined by dividing the peak value of the intensity map by the correlated
standard deviation (σcorr). To evaluate the reliability of the detection tech-
nique, we have used the Receiver Operating Characteristic (ROC) curve.
The ROC curve does this by plotting the probability of predicting a real
detection, or the True Positive Rate (TPR) vs the probability of predict-
ing a false positive, or the False Positive Rate (FPR) for various threshold
settings. The TPR and FPR have been calculated as;

TPR =
TP

TP + FN
, (3.12)

FPR =
FP

FP + TN
, (3.13)

where TP (true positive) corresponds to the true detection of a real
streak, FP (false positive) refers to the detection of a non real streak, TN
(true negative) occurs when there is no detection for a non real streak and
FN (false negative) corresponds to the non-detection of a real streak.

To understand this concept, let us consider the output SNRmax as the
prediction of the detection algorithm. Now we set a certain threshold value
for the parameter SNRmax . When the actual SNRmax value is greater than
the threshold and the prediction is equal to the former, then it is called a TP
and if the prediction fails, it will be a FN. When the actual SNRmax value is
less than the threshold, we assume that there is no streak. In this situation,
if the prediction is also not accurate, then it is said to be a TN; but if the
prediction is accurate, it will be regarded as a FP.

The ROC curve efficiency is measured from the area under the curve
(AUC). The AUC is the probability that the detection algorithm will cor-
rectly predict the parameter. So for a AUC value close to 1, the detection
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technique can be considered as very accurate and for a value of 0.5, the accu-
racy of the technique is not reliable at all. We have generated the ROC curve
for the parameters SNRmax shown in Figure 3.6. The AUC for SNRmax is
calculated to be 0.99, which suggests that the algorithm has an excellent
true parameter value prediction probability. It is also evident here that the
FPR is minimum for a SNRmax above 6. The plots shown in Figures 3.7a,
3.7b and 3.7c also suggest that there is a higher probability of false detection
for a streak having SNRmax ≤ 6.

Figure 3.6: ROC curve for predicting SNRmax . The filled circles refer to the
TPR vs FPR for a SNRmax > 6 .
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(a)

(b)

(c)

Figure 3.7: Comparison of simulated SNRmax , FWHM , inclination angle (θ)
and the bottom location of the streaks along the CCD column in the synthetic
images with their corresponding estimated values from streak detection.
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3.2 Debris streak detection in the Fourier
space
Fourier transform is a faster way to perform convolution on two dimensional
data. The matched filtering in the frequency domain was first proposed by
Dwork (1950). Since then the matched filtering in Fourier space has been
adopted widely to detect streaks on digital images. Sanders (1992) used the
Fourier matched filter to detect moving point source (satellite) from a se-
quence of images taken using the Lincoln Laboratory CCD camera. Levesque
and Buteau (2007) have demonstrated that faster CPU time can be achieved
for streak detection using Fourier space matched filtering. In this chapter,
the behaviour of a streak in the Fourier domain has been analyzed and
conceptualized. Later it has been tested using simulations and a detection
method is proposed. The limitations and possible remedies to this method
are also discussed subsequently.

3.2.1 Fourier analysis
Let us first establish the expression of a space debris streak detected on a
CCD frame (see streak 1 in Figure 3.8). In terms of the (x′, y′) coordinates,
it takes a very simple form

I(x′, y′) = αW (x′)
1

λ
Π(
y′

λ
), (3.14)

where α represents the integrated flux of the streak, W (x′) accounts for
the normalized lateral profile of the streak. We have assumed the lateral pro-
file to be a normalized Gaussian function having a width determined by the
local seeing conditions and Π(y′/λ)/λ a normalized hat function accounting
for the length λ of the streak. Since both the lateral and longitudinal profiles
are normalized, we have the obvious relation∫ ∞

−∞

∫ ∞
−∞

I(x′, y′) dx′dy′ = α. (3.15)

Whenever the streak crosses the whole CCD detector from the top (resp.
bottom) to the bottom (resp. top; cf. streak 2 in Figure 3.8), we have the
relation

λ =
L

cos(θ)
, (3.16)

where L represents the side length of the square CCD camera and θ is
the inclination angle of the streak with respect to the x−axis. Most of the
streaks are characterized by this length λ.
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Figure 3.8: A debris streak (1) on a CCD frame looks like the red straight
line centered at the (x0, y0) position, having a length λ and inclined by the
angle θ with respect to the x axis. Another streak (2) is illustrated on the
left part of the figure.

Making use of the coordinate transformation

x′ = (x− x0) sin θ − (y − y0) cos θ,

y′ = (x− x0) cos θ + (y − y0) sin θ,
(3.17)

the expression of I(x, y) in terms of the (x, y) coordinates takes the form

I(x, y) = αW [(x−x0) sin θ−(y−y0) cos θ]
1

λ
Π[

(x− x0) cos θ + (y − y0) sin θ

λ
].

(3.18)

In the absence of any other contribution (cf. sky background, stars, cosmic
rays), the Fourier transform of the light distribution is simply given by

FT [I(x, y)](p, q) =

∫ ∞
−∞

∫ ∞
−∞

I(x, y) exp[−2iπ(xp+ yq)]dxdy. (3.19)

Making use of Eq.3.17 and of the converse coordinate transformation

x = x0 + x′ sin θ + y′ cos θ

y = y0 − x′ cos θ + y′ sin θ,
(3.20)
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the previous Fourier transform can be successively rewritten as follows

FT [I(x, y)](p, q) =

∫ ∞
−∞

∫ ∞
−∞

I(x′, y′) exp[−2iπ(px0 + x′ sin θ + y′ cos θ)

+q(y0 − x′ cos θ + y′ sin θ)]dx′dy′,

(3.21)

or,

FT [I(x, y)](p, q) =

∫ ∞
−∞

∫ ∞
−∞

I(x′, y′) exp[−2iπ(x′(p sin θ − q cos θ)+

y′(p cos θ + q sin θ))]dx′dy′ exp[−2iπ(px0 + qy0)],

(3.22)

and finally

FT [I(x, y)](p, q) = FT [I(x′, y′)](p′, q′) exp[−2iπ(px0 + qy0)], (3.23)

with (see Figure 3.9)

p′ = p sin θ − q cos θ

q′ = p cos θ + q sin θ.
(3.24)

Figure 3.9: Representation of the spatial frequencies p, q and p′, q′ in the
Fourier space.
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Let us now evaluate the expression FT [I(x′, y′)](p′, q′) appearing in Eq.3.23
for a normalized Gaussian lateral profile

W (x′) =

√
ln 2

2FWHM
√
π

exp(
−4 ln(2)x′2

FWHM2 ), (3.25)

where FWHM represents its full width at half maximum. Making use of
Eqs. 3.14 and 3.19, we find

FT [I(x′, y′)](p′, q′) = αFT [W (x′)](p′)
1

λ
FT [Π(

y′

λ
)](q′), (3.26)

with

1

λ
FT [Π(

y′

λ
)](q′) =

sin(πλq′)

πλq′
(3.27)

and

FT [W (x′)](p′) = exp

(
−π2p′2FWHM2

4 ln(2)

)
. (3.28)

We notice that narrower is the width of the streak, broader is its Fourier
transform in the frequency space.

In Section 3.1, we have been using the matched-filtered technique to
detect at best the presence of space debris streaks. To perform a similar
action in the Fourier space, we should take the Fourier transform of the
convolution product (⊗) of the streak signal I(x, y) and the normalized point
spread function PSF (x, y) which is the same expression as I(x, y) but for
the case of α = 1 and for a chosen angular orientation φ on the CCD frame.
We thus find

FT [I(x, y)⊗ PSF (x, y)](p, q) = FT [I(x, y)](p, q)FT [PSF (x, y)](p, q).
(3.29)

For the case of W(x’) being the normalized Gaussian function

FT [I(x, y)⊗ PSF (x, y)](p, q) = α exp [
−π2(p sin θ − q cos θ)2FWHM2

4 ln(2)
]

sin[πλ(p cos θ + q sin θ)]

πλ(p cos θ + q sin θ)
exp [

−π2(p sinφ− q cosφ)2FWHM2

4 ln(2)
]

sin[πλ(p cosφ+ q sinφ)]

πλ(p cosφ+ q sinφ)
exp[−2iπ(px0 + qy0)].

(3.30)
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It should then be easy to find out the orientation θ of the streak by
integrating the absolute value of FT [I(x, y)⊗ PSF (x, y)](p, q) over the co-
ordinates (p, q) for typically 180 values of the angle φ. The proper orientation
of the streak corresponds to the value of φ for which that quantity shows a
real maximum.

The maximum value taking place for φ = θ is

∫ ∞
−∞

∫ ∞
−∞
|FT [I(x, y)⊗ PSF (x, y)](p, q)|dpdq = α

√
2 ln 2√

πFWHM

1

λ
, (3.31)

or, by substituting the value of Q from Equation 3.7, the above expression
can be re-written as,∫ ∞

−∞

∫ ∞
−∞
|FT [I(x, y)⊗ PSF (x, y)](p, q)|dpdq =

αQ

λ
. (3.32)

The position (x0, y0) of the streak can then be derived from the real
and/or complex representation of FT [I(x, y)] in the Fourier space as in
Eq.(3.23).

In case of truncated streaks appearing on the CCD frames (cf. streak
number 2, 5, 7, 9, 11 in Fig. 2.13), one can first perform some image seg-
mentation (i.e., partitioning the image into several sub-images) and then
perform the aforementioned matched filtering. Another way would be to use
an appropriate PSF having a similar shape as that of the streak.

3.2.2 Discrete Fourier transform test
In the previous sub-section, we have proposed a strategy to determine the ori-
entation (θ) and the position (x0 , y0) of a streak using the continuous Fourier
transform (CFT). In a pixelized CCD image, a discrete Fourier transform
(DFT) better approximates the CFT. We have used the highly efficient al-
gorithm called Fast Fourier Transform (FFT) to evaluate all the DFTs.

At first, a 40×40 pixels image was constructed containing a streak of
the form described by Equation 3.14, set perpendicularly to the x−axis at
x0 = 20. The lateral profile is considered to be a normalized Gaussian
function with a FWHM of 5 pixels and the total integrated flux (α) is 10
units. This image and its DFT are shown in Figure 3.10.

Several PSFs are then simulated for different values of φ starting from 0◦

to 180◦. The convolution in the Fourier space is achieved from the product of
the Fourier transforms of I(x, y) and PSF (x , y) for each value of φ and then
the absolute values of these products are integrated. The plot between φ and
the respective results from the integration shown in Figure 3.11 displays a
peak at φ = 90◦, hence perfectly corresponds to the orientation of the streak.
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Figure 3.10: Discrete Fourier transform of a streak. The simulated
streak (top-left), the absolute (top-right), real (bottom-left) and imaginary
(bottom-right) part of the image’s DFT are shown.

To determine the position of the simulated streaks we have chi-square fit-
ted the sum of the real and imaginary parts of the image’s Fourier transform
to their theoretical expression;

<{(FT [I(x′, y′)](p′, q′)}+ ={FT [I(x′, y′)](p′, q′)} =

|FT [I(x′, y′)](p′, q′)| ( cos(2π[px0 + qy0]) + sin(2π[px0 + qy0]) ),
(3.33)

and found out x0 and y0. Figure 3.12 shows the sum of the real and imaginary
part of the Fourier transform of the simulated streak and the best fitted
theoretical curve.

Effect of noise

After a CCD image goes through the cleaning process to get rid of dark noise
average, flat field variations and sky background, the noise per pixel can be
described by a Gaussian distribution with zero mean and a certain standard
deviation σ. The DFT of such a noisy frame produces another Gaussian
distributed complex noise frame (Richards, 2014).

Several 2048×2048 pixels images were synthesized keeping a background
noise at the level σ = 5. A streak similar to that shown in Figure 3.10 was
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Figure 3.11: Plot between the PSF’s inclination angle φ and the integrated
values of the convolution product in the Fourier space.

then added to each image, but the flux α was varied such that the SNRmax

(cf. Equation 3.5) takes values from 1 to 25 and the inclination angle θ was
varied from 45 to 135 degrees. The values of θ and α were generated from
uniform distributions.

For each image, the Fourier analysis was done. From the graph between
the values of the integration of the convolution product (described by Eq.
3.31) and φ, the inclination angle of the streak was determined. Subsequently
the locations of the streaks were also determined using the real and imaginary
parts of the Fourier transformed image.

The chi-square fit method to find the streak’s position proposed in the
previous section was found to be inefficient for faint streaks having SNRmax ≤
20, where the streak signal per pixel becomes comparable to the rms noise
level in the image. So, once the inclination angle φ was estimated from the
Fourier analysis, we followed the faint streak detection method described in
Section 3.1.2 to estimate the bottom position of the streak along the CCD
column as well as its SNRmax . The processing time for a python implemen-
tation of the complete Fourier analysis of a single frame is 10 times faster
than the matched filtered technique in the original physical space.

The TPR and FPR were calculated for different threshold values of
SNRmax and a ROC curve was generated (see Figure 3.13). The area under
the curve was estimated to be 0.99, which suggests that the Fourier analysis
is as good as the analysis in the original physical space (refer to Figure 3.6).
The FPR of the filled circles in the ROC curve belongs to the streaks with
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Figure 3.12: Image on the left is the 3-D view of <[FT [I(x′, y′)](p′, q′)] +
=[FT [I(x′, y′)](p′, q′)] and the best fitted theoretical curves from Equation
3.33 is shown on the right.

SNRmax ≥ 6 , which shows the least false positive detection. The graphs
between the simulated and predicted values of SNRmax , inclination angles
and streak positions shown in Figures 3.14a, 3.14b and 3.14c, respectively
also support the conclusion derived from the ROC curve.
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Figure 3.13: ROC curve for predicting SNRmax in the Fourier space. The
filled circles represent the TPR vs FPR values for SNRmax > 6.

(a)

Figure 3.14: Comparison of input SNRmax , inclination angle (θ) and posi-
tion of the streaks along the columns in the synthetic image with their cor-
responding estimated values from the streak detection in the Fourier space.
(cont.)
.
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(b)

(c)

Figure 3.14: Comparison of simulated SNRmax , FWHM , inclination angle
(θ) and position of the streaks along the columns in the synthetic image with
their corresponding estimated values from the streak detection in the Fourier
space.

3.3 Streak contrast enhancement in the wavelet
domain

3.3.1 Wavelet transformation

One of the approaches to validate the streak detection can also be achieved
by increasing the contrast of the CCD frames, so that the invisible streaks
become visible to the naked eye. The discrete wavelet transform (DWT)
has been recognized as a powerful digital-image-processing tool for image
enhancement in recent years. The wavelet transform is defined as follows,

W j
k =

∫
f(x)ψ

( x
2j
− k
)
dx, (3.34)
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where ψ is the transforming function and is called the mother wavelet, f(x)
is the original signal (Tsai and Lee, 2004). The indices j and k are scale and
translation parameters, respectively. Bi-orthogonal wavelets can be consid-
ered as a good choice to detect edges in an image (Prasad et al., 2016). So, in
the current analysis we have considered the bi-orthogonal wavelet to perform
all the operations.

In 2-D DWT, a filter bank is used composed of a mother wavelet (ψ) as
well as a scaling filter (Ψ) acting as high-pass and low-pass filters, respec-
tively. The high-pass filter preserves the finer details of the image, whereas
the low pass filter gives a coarse approximation of the image. The 2-D
DWT is then estimated by performing high-pass and low-pass filtering on
the image pixels along the rows and columns. The output at the end of
each filtering is down-sampled by a factor 2 (↓ 2). The filtering separates an
image into wavelet high frequency components along the horizontal (W 1

H),
vertical (W 1

V ) and diagonal (W 1
D) directions as well as a low frequency

low resolution approximation of the image (S1) as shown in Figure 3.15.

Figure 3.15: Diagrams of 2D DWT image decomposition (Hsia et al., 2011).
(a) DWT image decomposition process, (b) decomposed DWT components.
The notation of (↓ 2) refers to down-sampling of the output coefficients by
a factor two.

This process can also be repeated on the low resolution approximations to
compute multiple wavelet decomposition at different scales (j). Figure 3.16
shows a layer representation of the 2D DWT for an image. W j

H ,W j
V ,W j

D

represent the detailed components in the vertical, horizontal and diagonal
directions at level j, respectively. Sj refers to the scaling approximation of
the image at level j. A level 2 decomposition of a gray-scale image is shown
in Figure 3.17.

If an image is decomposed to level j, level 1 contains the component of the
highest frequency inherent to the image, and level j contains the component
of low frequency inherent to the image. The conventional image enhance-
ment techniques take a DWT of an image, modify the DWT coefficients and
transform back the coefficients.
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Figure 3.16: Layer presentation of 2-D wavelet transform (Tsai and Lee,
2004).

Figure 3.17: 2-D wavelet transform of an image up-to two levels using bi-
orthogonal wavelets. The test image used here is a gray scale image of the
4-m ILMT air-bearing.
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3.3.2 Contrast enhancement
After multi level wavelet transformation, a thresholding is applied to the
wavelet coefficients to reduce the noise and then modified according to a
weighing scheme. This operation results in contrast enhancement of the low
frequency component of the image. The flow diagram of this method is
shown in Figure 3.18.

Figure 3.18: Flow chart of contrast enhancement using 2D discrete wavelet
transform.

In the wavelet domain, the actual signal is coherent and concentrated
within a few coefficients having high amplitudes. But the incoherent noise
is represented by a higher number of coefficients with smaller amplitudes.
Thus the noise can be suppressed by applying a threshold to the wavelet
coefficients. In our analysis we have applied the level dependent thresholds
(Johnstone and Silverman, 1997) λj = σj

√
2log2Nj , where Nj is the length

of the jth detailed component and σj is an estimate of the r.m.s. noise at
level j. Then a soft thresholding (Donoho and M. Johnstone, 1999) function
described below is applied to the wavelet coefficients to reduce the noise:

W j
out(m,n) =


W j
in(m,n)− λj if W j

in(m,n) ≥ λj
W j
in(m,n) + λj if W j

in(m,n) ≤ λj
0 if |W j

in(m,n)| < λj ,

where W j
in(m,n) and W j

out(m,n) are the wavelet coefficients of level j at
position (m,n) before and after thresholding, respectively.
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The faint streaks in the simulated frames produce the low frequency
components in the wavelet domain. So, in the weighing scheme, the DWT
coefficients at the highest level containing the low frequency coefficients are
enhanced more than the subsequent lower level coefficients. The scaling coef-
ficients at the highest level are not manipulated to prevent image distortion.

The wavelet coefficients after thresholding, i.e. W j
out(m,n) are weighed

as
Ŵ j
out(m,n) = exp(j − jmax) ·W j

in(m,n), (3.35)

where Ŵ j
out(m,n) is the coefficient after weighing and jmax is the maximum

decomposition level. Figure 3.19 shows a synthesized CCD frame and its
processed frame.

Figure 3.19: (a) Synthesized CCD frame containing an invisible streak having
a SNRmax of 25 with an inclination angle φ of 80◦, (b) Processed image using
the wavelet denoising technique

Wavelet based denoising can further be improved, thanks to the translation-
invariant denoising proposed by Coifman and Donoho (1995). The orthog-
onal wavelet transform of an image is not translation invariant. It means
that a shifted version of the image undergoing denoising may give a different
result. The wavelet based denoiser can be made translation invariant by mak-
ing several shifted copies of the image, then perform denoising, shift back the
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image and at the end, take an average of all the results. We have adapted this
procedure and asserted its superior performance than the conventional de-
noising (see Figure 3.20). Several synthetic frames having streaks of different
SNRmax are denoised using both techniques. A Normalized-Mean-Square-
Error (NMSE) is calculated for each case as follows,

NMSE =
1
n

∑n
i=1(Ioi − Idni

)2

max(Io)
,

where, Io and Idn are the noise free image and denoised image, respectively
each having n number of pixels. The normalization factor max(Io) is the
maximum pixel value present in the noise free image.

Figure 3.20: Comparison between conventional denoising and translation
invariant denoising. The FWHM and φ of all streaks are kept fixed 5 pixels
and 80◦, respectively.

Looking at Figure 3.20, there is a sharp rise in NMSE for SNRmax ≤
10 . At this transition only 35% fraction of the denoised streaks could be
visually detected and the visual detection probability is expected to decrease
further for fainter streaks. This implies that the proposed technique becomes
inefficient for streaks having SNRmax ≤ 10 . We have also analysed the effect
of denoising on the automatic streak detection performance, by applying the
method described in Section 3.2 to several denoised frames. The respective
ROC curve is estimated and compared to the curve previously shown in
Figure 3.13. The AUC estimations for both curves suggest that, wavelet
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based denoising has hardly any effect on the automatic streak detection
capability (see Figure 3.21).

Figure 3.21: A comparison between the ROC curves predicting the streak
detection in noisy and wavelet based denoised frames.

3.4 Other detection techniques for detecting
debris streaks

3.4.1 Hough transformation
The basics of the Hough transformation is to find connected pixels in an
image which create a line of a particular shape. Generally this technique is
used on binary preprocessed images which are themselves the products of the
application of an edge detection algorithm. The purpose of the edge detection
algorithm is to highlight sharp features in an image due to the presence of an
intensity gradient. Singh and Datar, 2013 have shown that the ‘Canny edge
detection’ algorithm (Canny, 1986) along with the Hough transformation
works better in noisy images than many other detection techniques. Bhawna
and Shukla, 2011; Sona et al., 2017 have also demonstrated that the Canny
edge detection technique followed by Hough transformation is very effective
in detecting features of different shapes in a gray scale digital image. The
Canny edge detector algorithm is as follows :

• Gaussian smoothing : A Gaussian filter is convolved with the image to
remove any spurious noise (e.g. cosmic ray hits, bad pixels, etc.). In
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our case, a filter size of 5×5 pixels with the standard deviation of the
Gaussian profile being 1.5 pixels was used.

• Intensity gradient estimation of the image : The smoothed image is
then filtered with a Sobel kernel to estimate the first derivative at
each pixel which represents a pixel intensity variation (see Sobel and
Feldman 1968 to know the details about the Sobel operator).

• Non-maximum suppression : After the intensity gradient magnitude
and direction from the previous step are obtained, the whole image
is scanned to remove any unwanted pixel that does not belong to the
edge. It is done by comparing each pixel with its neighbouring pixels
along the gradient direction. If the pixel forms a local maximum, it
is kept for the next step, otherwise set to zero. A binary image is
obtained at the end of this step.

• Hysteresis thresholding : This stage distinguishes between the real
edges and the false ones which are discarded subsequently. This is
done by setting an upper and a lower threshold values. Pixel values
higher than the upper threshold are kept and the pixels below the lower
threshold are discarded. The values falling between both thresholds
are verified as a real edge or not, based on their connectivity. We have
considered the upper threshold to be 0.6 times the maximum pixel
value in the image after smoothing and the lower threshold is kept at
0.5 times that of the upper threshold value.

We are interested in detecting the debris streak, which is a set of adjacent
parallel straight lines. The straight line can be represented in parametric
form as,

ρ = x sin θ + y cos θ, (3.36)

where x and y are pixel indexes along the CCD columns and CCD rows, re-
spectively. ρ is the distance of the line from the origin and θ is the inclination
angle of the line with respect to the CCD columns (see Figure 3.22). Hence,
each point (x, y) on the straight line in the real image can be converted into
the (ρ, θ) space, also known as the Hough-space. The transformation of (x, y)
to the (ρ, θ) space is regarded as the Hough transformation. The location of
the peak in the (ρ, θ) space determines the location and orientation of the
streak. Figure 3.23 demonstrates the algorithm applied to a simulated CCD
frame. We have found out that, this technique becomes inefficient for fainter
streaks (i.e. SNRmax ≤ 50 ) and also takes enormous computation time for
4K×4K pixels images.



58 CHAPTER 3. Automatic streak detection

Figure 3.22: Representation of a straight line on a CCD plane.

3.4.2 Radon transformation
Integrating all pixel values along all possible lines in an image is called the
Radon transform, where each point in the Radon-space represents the sum
of the pixels in the original image along a line with a particular slope and
intercept (Radon, 1917; Radon, 1986). The Hough transform and the Radon
transform are mathematically equivalent when applied to gray-scale images
(Illingworth and Kittler, 1988). However, there exits a faster way to per-
form the Radon transform in the Fourier space using the Fourier Slice The-
orem (Bracewell, 1956). Hickson (2018) has demonstrated that the Radon
transform in the Fourier space can be used to detect faint debris streaks in
optical astronomical images. Figure 3.24 shows the Radon transform of the
CCD image shown in Figure 3.23(a). We have used this method to detect
the debris streaks on several simulated CCD images. All the streaks with
SNRmax > 15 were successfully detected, but the success rate of the de-
tection started decreasing for fainter streaks. In fact, less than half of the
streaks with SNRmax = 10 could be detected successfully. Hence, we did
not implement this approach to detect faint debris streaks.
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Figure 3.23:
(a) 1000×1000 CCD image with a synthetic streak having SNRmax = 100 ,
FWHM = 9 pixels, inclined at 60◦ with respect to the CCD columns.
(b) Canny edge detector output.
(c) Hough space obtained from the Hough transformation performed on the
output of the Canny edge detector
(d) The detected trajectory of the streak from Hough transformation, plotted
over the original image.
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Figure 3.24: Radon transformation of the CCD image shown in Fig. 3.23(a).
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3.5 Image subtraction

If a CCD image contains background sources other than the streak due to
the presence of stars, galaxies, etc., then the streak detection techniques
discussed above may not work optimally due to contamination. Image sub-
traction is an effective way to remove all the invariable background sources.
When the same region of the sky is scanned several times, then a high signal
to noise frame can be constructed by co-adding all the best seeing individual
CCD frames. This frame can be considered as a reference image. After mak-
ing adjustments for the seeing, background level and intensity variations to
the reference image, it is ready to be subtracted from the individual frames.
This particular method is called difference image analysis (DIA). Bramich
(2008) has proposed a very efficient image subtraction technique known as
‘DanDia’ which uses a discrete convolution kernel to perform DIA.

3.5.1 DanDia algorithm

Let us consider the following model for a given pixel:

Mij = (R~K)ij +B0, (3.37)

where R is the reference image, i and j are pixel indices, K is the convolution
kernel and B0 is an assumed constant background value.

By noting that the convolution here is a discrete operation, we can rewrite
Equation 3.37 as,

Mij =
∑
lm

KlmR
lm
ij +B0, (3.38)

where Rlmij = R(i+l)(j+m).
In order to optimize the kernel, we will consider the following linear

least-squares problem:

χ2 =
∑
ij

(
Iij −Mij

σij

)2

,

=
∑
ij

(
rij
σij

)2

,

(3.39)

where I is the image we want to fit from the reference image and σij is the
noise associated with pixel i, j.
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In order to minimize the χ2, we must have Oχ2 = ~0. So, by taking the
partial derivatives with respect to Kl′m′ and B0, we will have:

∂χ2

∂Kl′m′
= 2

∑
ij

rij
σ2
ij

∂rij
∂Kl′m′

= −2
∑
ij

rij
σ2
ij

∂Mij

∂Kl′m′

= −2
∑
ij

rij
σ2
ij

Rl
′m′
ij

= −2
∑
ij

IijR
l′m′
ij

σ2
ij

+ 2
∑
lm

∑
ij

Rlmij R
l′m′
ij

σ2
ij

Klm + 2
∑
ij

Rl
′m′
ij

σ2
ij

B0,

(3.40)

∂χ2

∂B0
= −2

∑
ij

rij
σ2
ij

∂Mij

∂B0

= −2
∑
ij

rij
σ2
ij

= −2
∑
ij

Iij
σ2
ij

+ 2
∑
lm

∑
ij

Rlmij
σ2
ij

Klm,+2
∑
ij

1

σ2
ij

B0.

(3.41)

Setting these derivatives equal to zero and rearranging leads to

∑
lm

∑
ij

Rlmij R
l′m′
ij

σ2
ij

Klm +
∑
ij

Rl
′m′
ij

σ2
ij

B0 =
∑
ij

IijR
l′m′
ij

σ2
ij

,

∑
lm

∑
ij

Rlmij
σ2
ij

Klm +
∑
ij

1

σ2
ij

B0 =
∑
ij

Iij
σ2
ij

.

(3.42)

The expression above is a system of linear equations that can be repre-
sented in matrix form. Considering the kernel with dimensions −L ≤ l ≤ L
and −M ≤ m ≤M ;

Ax = b
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where

A =
∑
ij



(R−L−M
ij )2

σ2
ij

· · · R−L−M
ij R00

ij

σ2
ij

· · · R−L−M
ij RLM

ij

σ2
ij

R−L−M
ij

σ2
ij

...
...

...
...

R00
ij R
−L−M
ij

σ2
ij

· · · (R00
ij )2

σ2
ij

· · · R00
ij R

LM
ij

σ2
ij

R00
ij

σ2
ij

...
...

...
...

RLM
ij R−L−M

ij

σ2
ij

· · · RLM
ij R00

ij

σ2
ij

· · · (RLM
ij )2

σ2
ij

RLM
ij

σ2
ij

R−L−M
ij

σ2
ij

· · · R00
ij

σ2
ij

· · · RLM
ij

σ2
ij

1
σ2
ij


,

(3.43)

x =



K−L−M
...

K00
...

KLM

B0


, (3.44)

and

b =
∑
ij



IijR
−L−M
ij

σ2
ij

...
IijR

00
ij

σ2
ij

...
IijR

LM
ij

σ2
ij
Iij
σ2
ij


. (3.45)

These matrices can also be represented in terms of the Jacobian matrix
system JTWJ x = JTW I, where

J =


R−L−M00 · · · R00

00 · · · RLM00 1
...

...
...

...
R−L−Mij · · · R00

ij · · · RLMij 1
...

...
...

...
R−L−MIJ · · · R00

IJ · · · RLMIJ 1

 (3.46)
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is the Jacobian matrix,

W =



1
σ2
00
· · · 0 · · · 0

...
. . .

...
. . .

...
0 · · · 1

σ2
ij
· · · 0

...
. . .

...
. . .

...
0 · · · 0 · · · 1

σ2
IJ


(3.47)

is the weight matrix and

I =


I00
...
Iij
...
IIJ

 (3.48)

is the image matrix. Finally the solution x will be given by

x = (JTWJ)−1JTW I. (3.49)

(JTWJ) is a positive-definite and Hermitian matrix, so its inverse can
be determined using a Cholesky decomposition for numerical efficiency.

3.5.2 The noise model
Considering the following model for pixel i, j of a raw image:

Xij = B + g(Yij) (3.50)

where

• B is the associated master bias,

• Yij is the pixel value obtained from the following model,

Yij = Dij + FijMij ,

• Dij is the associated master dark pixel (scaled by exposure time),

• Fij is the associated normalized master flat field pixel (considered as
noiseless since it should have a high S/N),

• Mij is the model for the calibrated image pixel,

• g is a given non-linearity relationship for the CCD

i.e, g(Y ) = aY 3 + bY 2 + cY + d,
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we can represent the noise within a pixel by:

σ2
Xij

= σ2
0 + σ2

g(Yij),

= σ2
0 +

(
∂g(Yij)

∂Yij
σYij

)2

,
(3.51)

where σ2
0 is the CCD readout noise.

If we set Hij =
∂g(Yij)
∂Yij

and since σ2
Yij

obeys the laws of Poissonian statis-
tics, we have σ2

Yij
= Yij and so:

σ2
Xij

= σ2
0 +H2

ijYij . (3.52)

The model for the raw image pixel can be inverted to yield the model for
the calibrated image pixel as follows:

Xij = B + g(Dij + FijMij) , from Eq. 3.50
Xij −B = g(Dij + FijMij),

g−1(Xij −B) = Dij + FijMij ,

g−1(Xij −B)−Dij

Fij
= Mij .

(3.53)

Noise propagation of σ2
Xij

(Eq. 3.52) using the relationship between Xij

and Mij (Eq. 3.53), yields the standard CCD noise model for σ2
Mij

in the
following way:

σ2
Mij

=

(
σg−1(Xij−B)

Fij

)2

,

=
1

F 2
ij

(
∂g−1(Xij −B)

∂Xij −B
σXij

)2

.

(3.54)

By noting that Yij = g−1(Xij − B) and that g(Yij) = Xij − B, we have
∂g−1(Xij−B)
∂Xij−B =

∂Yij
∂g(Yij) = 1

Hij
, and thus

σ2
Mij

=
σ2
Xij

H2
ijF

2
ij

,

=
σ2

0 +H2
ijY

2
ij

H2
ijF

2
ij

,

=
σ2

0

H2
ijF

2
ij

+
Yij
F 2
ij

,

=
σ2

0

H2
ijF

2
ij

+
Dij + FijMij

F 2
ij

.

(3.55)
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It is to be noted that the pixel variance σ2
Mij

depends on the image model
Mij and hence both can be fitted iteratively. During the initial guess to derive
σ2
Mij

, we have set Mij as the reference image Ri,j . In the next iterations,
3σ clipping has been used to remove outlier pixel values. The clipping is
done at the end of each iteration, by creating a normalized residual image
(nrij = |(Iij −Mij)/σij |) for all pixel values and any pixel having nrij > 3
is ignored in the subsequent iteration.

3.5.3 Algorithm demonstration
For illustration purpose, a background image has been simulated on a 50×50
grid using Equation 3.50 considering a linear CCD response, uniform flat
field, unit CCD gain and a read out noise of 10e−. Then a reference image
was constructed by generating 3 Gaussian point spread functions (PSF) on
the background image with a FWHM of 4 pixels and signal-to-noise ratios
of 12, 18 and 20. A target image was also created in a similar fashion
but with a broader FWHM (= 5 pixels). The DanDia algorithm discussed
in the previous subsection was applied and the residual image, convolution
kernel and the difference background were estimated (see Figure 3.25). The
implementation of the algorithm on archived real observations of a Type Ib
supernova (PS15bgt, Djupvik and Andersen, 2010) also confirms its efficiency
(see Figure 3.26).

Image alignment

In astronomical observations, the field of view in each CCD frame taken
with a certain telescope set up may not remain necessarily the same based
on various factors, for instance, inaccurate telescope pointing model, tele-
scope flexure, instrument flexure, change in focal length due to temperature
changes, etc. For an efficient DIA application, all the images should be per-
fectly aligned. In TDI images, the relative angular velocity of the passing
stellar objects will change in case of a slight change in the focal length of
the telescope which introduces an extra amount of complexity while trying
to align the images. Images taken with the 4-m ILMT will be naturally
perfectly aligned as there will be no change in the telescope structure and
TDI rate. But during the observations with the DFOT, the pointing of the
telescope towards zenith was not constant and the TDI rate also was var-
ied in order to compensate for the focal length variation from one night to
another.

The usual way to deal with such a problem is first to make astrometry
of all the images (i.e., mapping physical coordinates to the world coordinate
system [WCS]). One can then correlate each image and apply the geometric
transformations (such as translation, rotation or scaling) in order to recover
a same field of view with a same pixel scale. This process is called ‘image
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Figure 3.25: Demonstration of the DanDia algorithm: The images on the
upper left and lower left are the target image and the reference image. The
residual image is displayed on the upper right and the convolution kernel is
displayed on the lower right. The difference background B0 is estimated to
be 1.1 ADUs.

registration’. We have implemented our own python interface to well known
software SCAMP (Bertin, 2006) and SWARP (Bertin et al., 2002) for an
efficient astronomical image registration.

We have considered two TDI images taken with the same filter (∼ SDSS
i’) which have got the best overlapping region for further demonstration. The
first image was acquired on 17th of May 2015 with starting exposure time
20h23m27s (UT) and the second image was acquired on 22nd of May 2015
with the beginning of its exposure at 20h24m27s (UT). The declination at the
epoch of observation (J2015.4) corresponding to the center of the 1st image
and 2nd image differs by ∼ 32 arc-seconds. The 1st image also happens to
have the faintest streak observed corresponding to the debris no 13 (refer to
Figure 2.13 and Table 2.2). In Figure 3.27, the difference in the centroids of
the sources detected in both frames are shown. The difference along the x-
pixel positions (∆x) shows a gradient due to separate TDI rates used for both
frames. The read out rates were 44.254 and 44.383 CCD rows per second for
the 1st and 2nd image, respectively. The plots corresponding to ∆y suggest
that the strange gradient present in ∆y is because of an instability in the
telescope pointing possibly due to temporary telescope flexures.
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Figure 3.26: DanDia algorithm applied to NGC 7371 during a supernova
event (PS15bgt): The images on the upper left and lower left are the target
image (with a supernova) and the reference image (without any supernova).
The residual image is displayed on the upper right and the convolution kernel
is displayed on the lower right. The reference and the target images displayed
are centered at ra = 22h 46m 4s and dec = -11◦ 00’ 4”.

A segment of the 1st image containing the faintest streak is now consid-
ered as the target image and its overlapping region in the 2nd image is then
taken as the reference image for the image registration (see Figure 3.28).
After running SCAMP and SWARP through both the image slices, we could
improve their alignment to within 1 pixel (see the plots in Figure 3.29).

As both the image segments are aligned, they are ready for the difference
image analysis to be applied. The discrete convolution kernel (i.e., Klm from
Equation 3.42) is constructed from the linear least squares fitting of the
reference image to the target image. So, an image with a larger number of
sources will approximate a better kernel solution. During TDI observations
with the 4m ILMT, a certain portion of the acquired frames will be recorded
at high galactic latitude and hence the imaged fields will have comparatively
sparse stellar population. The same situation can be seen in the images
shown in Figure 3.28. We have developed a procedure that allows us to
determine a better convolution kernel even for astronomical images with few
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Figure 3.27: Analysis of the astrometric positions of the detected sources
in two different TDI frames not perfectly aligned to each other: ∆x is the
difference in the centroids of the detected sources along the x axis or the
CCD column. ∆y is the difference in the centroids of the detected sources
along the y axis or the CCD row. The scatter plots in orange color seen in the
upper-right and lower-left subplots belong to the sources detected between
the readout of CCD row number 9000 and 12000. The telescope had probably
undergone some transient mechanical flexure during this period due to heavy
wind flow or any other unknown cause.

stars. Both the target and reference images should be properly background
subtracted, registered and aligned for this approach to be effective. At first,
based on the astrometric and photometric information, bright sources are
chosen which are common to both images. A fixed region around the selected
sources are then copied and joined together to form a new image (see Figure
3.30). These new set of images with a high stellar density can then be used
to construct a better kernel solution. After applying DanDia to the newly
formed high stellar population images, we see that the normalized residuals
in Figure 3.30 still do not look optimal. This is due to the fact that the
reference image has neither sharper PSF profiles nor higher signal-to-noise
ratio sources compared to those of the target image. Another factor is the
TDI distortion, which arises due to the absence of an optical corrector for
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Figure 3.28: Sub-images selected from two different TDI frames having a
common field of view. The image on the left has been considered as the
target image and the right one is considered as the reference image for DIA.
A certain portion of the target image is zoomed which shows a faint streak.

Figure 3.29: Analysis of the astrometric positions of the detected sources
from two different TDI frames aligned with respect to each other: ∆x is
the difference between the centroids of the detected sources along the CCD
column. ∆y is the difference between the centroids of the detected sources
along the CCD row.

DFOT. Without the optical corrector, the shape of the PSFs changes along
the declination due to a gradient in their angular velocities. By looking at
the images (c) and (d) in Figure 3.30, one can say that the target image has
got sharper PSFs. So we have repeated our analysis by exchanging the target
image for the reference image and vice versa. We have also tried to take the
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sources along a constant declination so that the PSF profile does not change
significantly. The results of this analysis are shown in Figure 3.31. We can
now clearly see that the residual images look better.

Figure 3.30: Construction of a dense stellar image out of a sparse field image
in order to apply the difference image analysis. Images (a) and (b) are
the target and reference image, respectively. The small red squares on these
images are highlighting the sources selected for constructing the dense stellar
field images (c) and (d) from (a) and (b), respectively. Image (e) shows the
normalized residuals and Image (f) shows the kernel solution.

The target image shown in Figure 3.28 contains the faintest streak (streak
no. 13 in Figure 2.13) and this offered a good opportunity to test our auto-
matic detection algorithm using the matched-filter technique (refer to Section
3.1.1) on this image. So ultimately, the kernel solution shown in Figure 3.30
(f) was convolved with the reference image shown in Fig. 3.30 (b) and a
constant background value estimated from the DanDia algorithm was added
to form the model image (see Equation 3.37). The difference image was
obtained by subtracting the model image from the target image (see Figure
3.32) and finally the automatic detection technique was applied to it. For
a comparison, the parameters obtained with the visual detection (explained
in Section 2.3.1) and the automatic detection are presented in Table 3.1.

For a 2K×2K raw TDI frame, if the CCD dark frames and the corre-
sponding high signal-to-noise ratio reference frame are available, the image
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Figure 3.31: Construction of a dense stellar image out of a sparse field image
in order to apply the difference image analysis. Images (a) and (b) are
the target and reference image, respectively. The small red squares on these
images are highlighting the sources selected for constructing the dense stellar
field images (c) and (d) from (a) and (b), respectively. Image (e) shows the
normalized residuals and Image (f) shows the kernel solution.

processing time for a complete streak detection analysis in the Fourier space
on a computer with 64 Gb memory at 2.3 GHz clock-speed is ∼140 seconds.
In the context of the 4-m ILMT, a computer with same configuration would
take ∼290 seconds to process a 4K×4K raw image. We have planned to
use the high performance computer clusters maintained by Consortium des
Equipements de Calcul Intensif (CECI, http://www.ceci-hpc.be) for par-
allel processing of multiple raw CCD frames each night obtained with the
4-m ILMT survey. This will facilitate a real time streak detection or even
transient detection in general.

A flowchart highlighting the post processing steps for a raw CCD image
leading to the detection of a debris streak is shown in Figure 3.33. All the
steps surrounded by the dashed blue square have been discussed in Chapter
2. The components of the flowchart surrounded by the red dashed square
are elaborated in the current chapter (Ch. 3). In Section 3.1, we understood

http://www.ceci-hpc.be
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Figure 3.32: The image on the left is the residual image obtained after
applying the DanDia algorithm on the target image shown in Figure 3.28.
The image on the right is the wavelet based denoising (discussed in Section
3.3) applied to the residual image, hence showing the contrast enhanced faint
streak.

Table 3.1: Comparison of the characteristics of the streak no. 13 from the
visual detection and the automatic detection.

tbottom (UT) φ (◦) mG

visual detection 20:30:38 164.8 8.8± 0.1
matched filter detection 20:30:39 164.7 8.8± 0.1

† tbottom is the UT corresponding to the bottom location of the streak.

the process of the formation of a debris streak on a CCD image and theoreti-
cally modelled the streak. In the same section, we demonstrated the usage of
matched filtering to detect the debris streak and its effectiveness in detecting
faint streaks invisible to human eyes was assessed with the help of Monte
Carlo simulations. The processing time of executing the automatic streak
detection can be dramatically improved without compromising the sensitiv-
ity of the detection, thanks to the discrete Fourier transformation. This
has been discussed and illustrated in Section 3.2. In the subsequent section
(Sec. 3.3), we have implemented image contrast enhancement techniques
to confirm the debris detection visually using the Wavelet transformation.
However, we could not succeed in making the debris streak typically having
SNRmax ≤ 10, visible to the naked eyes. We have also used well known
techniques such as the Hough transformation and the Radon transformation
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for streak detection in Section 3.4. The Hough transformation was found
not only less efficient in detecting faint streaks, but also computationally
expensive. On the other hand, the Radon transformation in the Fourier
space was found to be better than the Hough transformation, but its sen-
sitivity for faint streak detection was not as good as our proposed matched
filtering technique. All the demonstrations in this thesis have been carried
out straight away by using Python 2.7 and its associated Numpy and Scipy
libraries. From Section 3.5, we understood that, for the matched filtering
to be effective, one needs to perform difference image analysis to remove
any sort of light sources other than space debris. We took inspiration from
ROBONET, 2019 to code DANDIA algorithm in Python language. To make
the algorithm computationally efficient, we introduced a new approach where
instead of choosing all sources in the image, only a few bright sources are
selected to construct the kernel solution. In the process of making DIA,
several issues related to the alignment of the TDI images and their potential
solutions were also discussed in that section.

Figure 3.33: Flowchart of a raw image processing leading to a streak detec-
tion.



4
Prospects of space debris

detection and characterization
with the ILMT

The size determination of space debris depends on their apparent magnitude
(Eq. 1.12), which in turn depends on their angular velocity (Eq. 1.13). Till
now, we have been completely dependent on the TLE catalogue to obtain
the angular velocity of every detected object. There has been a substantial
amount of studies on the limitations of the SGP4/SDP4 algorithm for TLE
orbit determination limited by the accuracy of the mathematical model put
in practice (Hartman, 1993; Boyce, 2004; Kelso, 2007; Vallado and Cefola,
2012). So the orbit determination from real-time observations, independent
of or in coordination with the TLE catalogue, could produce more accurate
object size estimations. Moreover, a real-time orbital parameter estimation
can also be used to refine and update the TLEs (Vallado and Agapov, 2010;
Thomas et al., 2019).

4.1 Strategy and theoretical developments
In the classical mode of optical observations (i.e. without TDI mode), several
methods have been adopted to measure the angular velocity of a passing
object over the field of view of the camera. Africano et al., 1999 have used
sequences of CCD images with the 3-m NASA LMT, captured at a short
time interval to derive the speed of the passing debris in LEO. Choi et al.,
2018 have used a chopper system to measure the angular velocities of the
satellites in LEO from a single CCD frame. We propose an observation
strategy that can be applicable to the TDI mode observation with a CCD

75
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Figure 4.1: Schematic of a 40×40 pixels CCD image. The yellow squares
show the trajectory of a passing object over the CCD in a conventional TDI
mode at sidereal rate.

to determine the angular velocity of an object passing overhead. The basic
principle here is to make the charge transfer between the CCD rows in such
a way that a streak will be segregated into two separate dashed ones. Then
by establishing a linear relationship between the length of each dash and the
charge transfer time, one can determine the angular velocity of the passing
objects.

Indeed, let us assume that the debris moves N pixels per second along
the vertical direction from bottom to top and the rows of electronic charges
are transferred from left to right by one pixel every P sec., corresponding to
the integration time between two charge transfers. A schematic is shown in
Figure 4.1 illustrating a streak that would be imprinted on a CCD operated
in TDI mode, from the passing debris. If the object entering the CCD field
of view is moving by N = 4 pixels per second oriented at 90◦ with respect
to the CCD columns, then it will take 10 seconds to cross the 40×40 pixels
CCD.

If we transfer all the rows of electronic charges by M+1 pixels to the
right at time t = 0 sec., then integrate during P seconds, then move the
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Figure 4.2: Schematic of the trajectory of a space debris on a 40×40 pixels
CCD image after the angular velocity determination strategy is implemented.
The debris is assumed to have a linear velocity of 4 pixels per second. The
values of M and P adopted here are 10 pixels and 1 second, respectively.

charges to the left by M-1 pixels, then integrate P seconds, and repeat this
process indefinitely, the debris streak will appear as shown in Figure 4.2,
composed of two parallel and vertical streak trajectories, separated by M
pixels. We could then measure the length of the dashes and dividing it by
the integration time (P) will determine the angular velocity of the moving
debris.

4.1.1 Analytical modeling of a double dashed streak
Assuming an infinitely thin vertical dashed streak along the vertical (y)
direction (cf. Figure 4.3), the equation representing it is merely given by

P1(y) =
α

2

1

(2N + 1)Λ

2N∑
n=0

Π(
y − (n−N)2Λ

Λ
), (4.1)

where the number of dashes is being supposed to be equal to 2N + 1. As
usual Π represents the top-hat or door function (described in Section 3.2)
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Figure 4.3: Illustration of a double vertical dashed streak (in red) due to a
passing space debris for the case N = 2 (at left) and a double dashed streak
with an inclination angle θ (in blue) centered at (x0, y0) for the case N = 1.

and α/2 is half of the total flux of the space debris integrated along one of
the dashed streaks. Integration of P1(y) along the y axis leads of course to
α/2.

If we take the Fourier transform of P1(y), we find

FT [P1(y)](q) =
α

2

1

(2N + 1)Λ

2N∑
n=0

∫ ∞
−∞

Π(
y − (n−N)2Λ

Λ
) exp−2iπqy dy,

(4.2)
and after making use of the change of variables z = y−(n−N)2Λ

Λ

FT [P1(y)](q) =
2N∑
n=0

∫ ∞
−∞

Π(z) exp−2iπqΛz dz Λ exp−2iπq(n−N)2Λ,

=
α

2

sin(πqΛ)

πqΛ

2πqΛ

sin(2πqΛ)

sin((2N + 1)2πqΛ)

(2N + 1)2πqΛ
.

(4.3)

A discrete Fourier transform of the ’Streak 1’ in Fig. 4.3 is shown in
Figure 4.4 which resembles the analytical expression derived above. We can
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also see that two secondary peaks appear on both sides of the main central
peak. Theoretically the positions of these peaks are at ± 1

2Λ . We may utilized
this property to derive the angular velocity of the space debris.

If the expression in Eq. 4.3 characterizes the first dashed streak, we
would similarly find from the function P2(y) = P1(y −Λ) characterizing the
second dashed streak, that its Fourier transform is merely given by

FT [P2(y)](q) = FT [P1(y − Λ)](q) = FT [P1(y](q) exp−2iπqΛ . (4.4)

Figure 4.4: Discrete Fourier transform of the streak 1 characterized by α =
1, N = 2 and Λ = 4 pixels. The analytical curve generated using Eq. 4.3
perfectly passes through each DFT values.

Of course, we should now take into account the width of the streak along
the x axis. Assuming that its profile Q1(x) is characterized by a 1−D Gaus-
sian function with FWHM representing its full width at half maximum, we
have

Q1(x) =
2
√

ln(2)

FWHM
√
π

exp(
−4 ln(2)x2

FWHM2 ), (4.5)

while its Fourier transform is easily found to be

FT [Q1(x)](p) = exp

(
−π2p2 FWHM2

4 ln(2)

)
, (4.6)

and we notice again that narrower is the dashed streak, broader is its width
in the Fourier space.
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Assuming that the second dashed streak is offset along the x direction
by M pixels with respect to the first one, we would similarly find that

FT [Q2(x)](p) = FT [Q1(x−M)](p) = FT [Q1(x)](p) exp−2iπpM . (4.7)

What we directly obtain after the Fourier transformation of the observed
CCD frame is of course

FT [Q1(x)P1(y) +Q2(x)P2(y)](p, q)

= FT [Q1(x](p)FT [P1(y](q) + FT [Q2(x](p)FT [P2(y](q),

= FT [Q1(x](p)FT [P1(y](q) + FT [Q1(x](p)FT [P1(y](q)

exp−2iπpM exp−2iπqΛ,

= FT [Q1(x](p)FT [P1(y](q)[1 + exp−2iπpM exp−2iπqΛ],

= FT [Q1(x](p)FT [P1(y](q)[expiπ(pM+qΛ) + exp−iπ(pM+qΛ)]

exp−iπ(pM+qΛ),

= FT [Q1(x](p)FT [P1(y](q) 2 cosπ(pM + qΛ) exp−iπ(pM+qΛ),

= α exp

(
−π2p2 FWHM2

4 ln(2)

)
sin(πqΛ)

πqΛ

2πqΛ

sin(2πqΛ)

sin((2N + 1)2πqΛ)

(2N + 1)2πqΛ

cosπ(pM + qΛ) exp−iπ(pM+qΛ) .

(4.8)

We see here some nice modulation of the signal. In principle, we could fit
the observed signal with the above function while determining the parameters
N and Λ and subsequently derive the corresponding angular velocity of the
space debris. Such a synthetic streak generated according to the expressions
in Equations 4.1 and 4.5 is shown in Figure 4.5. The 2-D discrete Fourier
transformation of this image and its corresponding theoretical chi-square fit
according to Eq. 4.8 is shown in Figure 4.6.

However, in practical scenario, the probability of observing a space de-
bris with a vertical trajectory and passing through x = 0 is very unlikely.
Therefore, let us generalize this approach to the case of a double dashed
streak inclined by an angle θ with respect to the x direction and centered
at x0, y0 (see Figure 4.3, right). We may write for the expression of the first
dashed streak (1′) centered at (x′ = 0, y′ = 0) that its flux distribution on
the CCD is merely given by the expression Q1(x′)P1(y′) (see Eqs. 4.1 & 4.5).
Considering the second dashed streak (2′), because of the inclination angle
θ, its center position is offset along the x′ direction by M sin(θ) pixels and
along the y′ direction byM cos(θ) pixels. Consequently, the expression of its
flux distribution is easily found to be Q1(x′−M sin(θ))P1(y′−M cos(θ)−Λ)
(see Figure 4.3, right). Finally, in accordance with Eq. 3.23, the Fourier
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Figure 4.5: A synthetic 40×40 pixels CCD image showing a double dashed
streak oriented vertically due to a passing point source. The velocity of the
source is 4 pixels/second. The values of α, FWHM , M and P are equal to
10 ADUs, 3 pixels, 10 pixels and 1 second, respectively.

transform of this inclined double dashed streak light distribution I(x′, y′)
may be derived as follows

FT [I(x′, y′)](p, q)

= FT [Q1(x′)P1(y′) +Q1(x′ −M sin θ)P1(y′ −M cos θ − Λ))](p, q)

= FT [Q1(x′)P1(y′) +Q1(x′ −M sin θ)P1(y′ −M cos θ − Λ))](p′, q′)

exp−2iπ(px0+qy0)

= 2FT [Q1(x′)P1(y′)](p′, q′) cosπ[M sin θ p′ + (M cos θ + Λ)q′]

exp−iπ[M sin θ p′+(M cos θ+Λ)q′] exp−2iπ(px0+qy0) .

(4.9)
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Figure 4.6: 3D representations of (a) the absolute values obtained from the
discrete Fourier transform of the CCD image shown in Fig. 4.5, (b) the best
fit theoretical curve according to Eq. 4.8 and (c) the residuals obtained after
subtracting the pixel values shown in plot (a) from their respective pixel
values in plot (b).

Replacing in the latter equation, the expression of FT [Q1(x′)P1(y′)](p′, q′) =
FT [Q1(x′)](p′)FT [P1(y′)](q′) by those given in Eqs. 4.3, 4.6 & 3.24

FT [I(x, y)](p, q)

= α exp

(
−π2(p sin θ − q cos θ)2FWHM2

4 ln(2)

)
sin(π(p cos θ + q sin θ)Λ)

π(p cos θ + q sin θ)Λ

2π(p cos θ + q sin θ)Λ

sin(2π(p cos θ + q sin θ)Λ)

sin((2N + 1)2π(p cos θ + q sin θ)Λ)

(2N + 1)2π(p cos θ + q sin θ)Λ

cosπ[M sin θ(p sin θ − q cos θ) + (M cos θ + Λ)(p cos θ + q sin θ)]

exp−iπ[M sin θ(p sin θ−q cos θ)+(M cos θ+Λ)(p cos θ+q sin θ)+2(px0+qy0)] .

(4.10)



4.1. Strategy and theoretical developments 83

4.1.2 Streak detection using the matched filter

As per our previous discussions in Chapters 3.1 & 3.2, the best matched filter
is the intensity normalized version of I(x, y), i.e. the PSF. So the expression
of the Fourier transform of the corresponding PSF for an inclination angle φ
is directly obtained by setting α = 1, x0 = 0, y0 = 0 and θ = φ in Eq. 4.10.
We thus find

FT [PSF (x, y)](p, q) =

exp

(
−π2(p sinφ− q cosφ)2FWHM2

4 ln(2)

)
sin(π(p cosφ+ q sinφ)Λ)

π(p cosφ+ q sinφ)Λ

2π(p cosφ+ q sinφ)Λ

sin(2π(p cosφ+ q sinφ)Λ)

sin((2N + 1)2π(p cosφ+ q sinφ)Λ)

(2N + 1)2π(p cosφ+ q sinφ)Λ

cosπ[M sinφ(p sinφ− q cosφ) + (M cosφ+ Λ)(p cosφ+ q sinφ)]

exp−iπ[M sinφ(p sinφ−q cosφ)+(M cosφ+Λ)(p cosφ+q sinφ) .

(4.11)

Figure 4.7: Plot of the integrated value of the Fourier transform of the
modulus of the convolution product I(x, y)⊗PSF (x, y) in the Fourier space
versus the PSF inclination angle φ. I(x, y) corresponds to the debris streak
shown in Fig 4.5. As expected, we see that the maximum is reached for
φ = θ = 90◦



84 CHAPTER 4. Prospects of space debris detection and characterization with the ILMT

Following the case of a single debris streak, we are now ready to make use
of Eq. 3.29 to derive the parameters of a double streak. In Chapter 3.2, we
have been using the matched-filtered technique in the Fourier space to detect
at best the presence of space debris streaks. Here also, we should take the
Fourier transform of the convolution product (⊗) of the streak signal I(x, y)
and the normalized point spread function PSF (x, y) (cf. Eq. 3.29). We find

FT [I(x, y)⊗ PSF (x, y)](p, q)

= α exp

(
−π2(p sin θ − q cos θ)2 FWHM2

4 ln(2)

)
exp

(
−π2(p sinφ− q cosφ)2 FWHM2

4 ln(2)

)
sin(π(p cos θ + q sin θ)Λ)

π(p cos θ + q sin θ)Λ

sin(π(p cosφ+ q sinφ)Λ)

π(p cosφ+ q sinφ)Λ

2π(p cos θ + q sin θ)Λ

sin(2π(p cos θ + q sin θ)Λ)

2π(p cosφ+ q sinφ)Λ

sin(2π(p cosφ+ q sinφ)Λ)

sin((2N + 1)2π(p cos θ + q sin θ)Λ)

(2N + 1)2π(p cos θ + q sin θ)Λ

sin((2N + 1)2π(p cosφ+ q sinφ)Λ)

(2N + 1)2π(p cosφ+ q sinφ)Λ

cosπ[M sin θ(p sin θ − q cos θ) + (M cos θ + Λ)(p cos θ + q sin θ)]

cosπ[M sinφ(p sinφ− q cosφ) + (M cosφ+ Λ)(p cosφ+ q sinφ)]

exp−iπ[M sin θ(p sin θ−q cos θ)+(M cos θ+Λ)(p cos θ+q sin θ)+2(px0+qy0)]

exp−iπ[M sinφ(p sinφ−q cosφ)+(M cosφ+Λ)(p cosφ+q sinφ)] .

(4.12)

It should then be easy to find out the orientation θ of the streak by inte-
grating the absolute value of FT [I(x, y)⊗ PSF (x, y)](p, q) over the coordi-
nates (p, q) for typically 180 different values of the angle φ. The proper ori-
entation of the double dashed streak corresponds to the value of φ for which
that quantity shows a real maximum. As expected, the maximum value
must be reached for φ = θ (cf. Fig. 4.7). The integrated value of the Fourier
transform of the modulus of the convolution product I(x, y)⊗PSF (x, y) in
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the Fourier space for θ = φ is then found to be

∫ ∞
−∞

∫ ∞
−∞
|FT [I(x, y)⊗ PSF (x, y)]|(p, q)dpdp

=

∫ ∞
−∞

∫ ∞
−∞
|FT [I(x, y)](p, q)FT [PSF (x, y)](p, q)|dpdp

= α

∫ ∞
−∞

∫ ∞
−∞
|FT [PSF (x, y)](p, q)FT [PSF (x, y)](p, q)|dpdp

= α

∫ ∞
−∞

∫ ∞
−∞
|FT [PSF (x, y)](p, q)|2dpdp.

(4.13)

Making use of the Parseval theorem, we may write

∫ ∞
−∞

∫ ∞
−∞
|FT [I(x, y)⊗ PSF (x, y)]|(p, q)dpdp

= α

∫ ∞
−∞

∫ ∞
−∞
|FT [PSF (x, y)](p, q)|2dpdp

= α

∫ ∞
−∞

∫ ∞
−∞

PSF 2(x, y)dxdy.

(4.14)

For the case of a double dashed streak, the corresponding expression of
the PSF (x, y) may be written as follows

PSF (x, y)

= PSF1(x, y) + PSF2(x, y)

= PSF1(x, y) + PSF1(x−M,y − Λ sin(θ)),

(4.15)

Equation 4.14 may then be transformed as

∫ ∞
−∞

∫ ∞
−∞
|FT [I(x, y)⊗ PSF (x, y)]|(p, q)dpdp

= α

∫ ∞
−∞

∫ ∞
−∞

PSF 2(x, y)dxdy

= α

∫ ∞
−∞

∫ ∞
−∞
{PSF 2

1 (x, y) + PSF 2
1 (x−M,y − Λ sin θ)

+ 2PSF1(x, y)PSF1(x−M,y − Λ sin θ)}dxdy

= α

∫ ∞
−∞

∫ ∞
−∞
{PSF 2

1 (x, y) + PSF 2
1 (x−M,y − Λ sin θ)}dxdy

= 2α

∫ ∞
−∞

∫ ∞
−∞

PSF 2
1 (x, y)dxdy = 2α

∫ ∞
−∞

∫ ∞
−∞

PSF 2
1 (x′, y′)dx′dy′.

(4.16)
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Indeed, a look at Fig. 4.3 clearly shows that because of the shifting
of the electronic charges by ±M pixels along the x direction, the product
PSF1(x, y)PSF1(x−M,y − Λ sin θ) = 0.

The expression of PSF1(x′, y′) is simply given by

PSF1(x′, y′) = Q1(x′)P1(y′), (4.17)

with Q1(x′) and P1(y′) given by Eqs. 4.5 and 4.1, respectively, for the value
α = 1. Equation 4.16 may thus be re-written as

∫ ∞
−∞

∫ ∞
−∞
|FT [I(x, y)⊗ PSF (x, y)]|(p, q)dpdp

= 2α

∫ ∞
−∞

∫ ∞
−∞

PSF 2
1 (x′, y′)dx′dy′ = 2α

∫ ∞
−∞

Q2
1(x′)dx′

∫ ∞
−∞

P 2
1 (y′)dy′

= 2α

∫ ∞
−∞
{

2
√

ln(2)

FWHM
√
π
}

2

exp(
−8 ln(2)x2

FWHM2 )dx′∫ ∞
−∞
{1

2

1

(2N + 1)Λ
}

2 2N∑
n=0

Π2(
y − (n−N)2Λ

Λ
)dy′

= α

√
2 ln(2)√

πFWHM

1

2(2N + 1)Λ
.

(4.18)

Since we have λ = 2(2N +1)Λ (see Eq. 3.16) and given the expression of
Q (see Eq. 3.7), the final result established in Eq. 4.18 is quite analogous to
the result previously derived for the case of a single continuous streak (see
Eq. 3.32). Hence we also namely find here that

∫ ∞
−∞

∫ ∞
−∞
|FT [I(x, y)⊗ PSF (x, y)]|(p, q)dpdp =

αQ

λ

In the current PSF, Λ and N are unknown parameters which means that
we do not know a priori the length of each dash and their numbers. So
we propose to use a double continuous streak as the convolution PSF and
remain independent of Λ or N while detecting a debris streak.

Adopting for the light distribution of the double streak of the space de-
bris, the expression αPSF (x, y) with PSF (x, y) given by Eq. 4.15 but for the
point spread function the expression 1

2 [Q1(x′)+Q1(x′−M sin(θ))]Π(y′/λ)/λ
which corresponds to a double continuous streak. Let us first consider the
case of a double continuous streak at θ = 90◦. It is then easy to show that
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the double continuous streak can be generated using four dashed streaks as
follows:

1

2λ
[Q1(x) +Q1(x−M)]Π(y/λ)

=
1

2
[PSF1(x, y) + PSF1(x, y − Λ)+

PSF1(x−M,y − Λ) + PSF1(x−M,y)].

(4.19)

Convolving αPSF (x, y), which represents the debris streak (see Eq. 4.15)
with the above expression, we obtain

αPSF (x, y)⊗
1

2
[PSF1(x, y) + PSF1(x, y − Λ) + PSF1(x−M,y − Λ) + PSF1(x−M,y)]

=
α

2
[PFS1(x, y)⊗ PFS1(x, y)+

PFS1(x−M,y − Λ)⊗ PFS1(x−M,y − Λ)],

(4.20)

If we use the dashed double streak as the PSF, we would obtain,

αPSF (x, y)⊗ [PSF1(x, y) + PSF1(x−M,y − Λ)]

= α[PFS1(x, y)⊗ PFS1(x, y)+

PFS1(x−M,y − Λ)⊗ PFS1(x−M,y − Λ)].

(4.21)

By comparing Equations 4.20 and 4.21, we observe that the convolution
results will be halved for the case of the double continuous streak PSF. Hence
the integration of the modulus of the Fourier transform of the convolution
product of I(x, y) and the double continuous PSF will be∫ ∞

−∞

∫ ∞
−∞
|FT [I(x, y)⊗ PSF (x, y)]|(p, q)dpdp

=
α

2

√
2 ln(2)√

πFWHM

1

2(2N + 1)Λ
.

(4.22)

This is numerically confirmed in Figure 4.8.
By iterating over different orientations of the continuous double streak

PSF (typically φ ranging from 0◦ to 180◦) and calculating the integration
result of the modulus of the convolution product with the CCD image con-
taining the double dashed debris streak in the Fourier space, the inclination
of the debris streak will be easily determined from the maximum observed
in the integration result. Once the orientation of the debris streak (φ) is
determined, shearing the image by an amount of φ (cf. Figure 3.3) will situ-
ate the dashed double streaks perpendicular to the CCD columns. It is very
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Figure 4.8: Plot of the integrated value of the Fourier transform of the
modulus of the convolution product I(x, y)⊗PSF (x, y) in the Fourier space
versus the PSF inclination angle φ. I(x,y) corresponds to the debris streak
shown in Fig. 4.5. The blue plot is obtained by using the dashed double
streak as PSF (x, y). When a continuous double streak is used in place of
the dashed one, we obtain the orange color plot. The ratio between the
maximum value of the blue and that of the orange plot is 2.
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convenient now to construct a 1-D profile of the streak by co-adding all the
CCD columns. This 1-D profile can be written as,

I(x) =
α

2
(PSF1(x) + PSF1(x−M)), (4.23)

where PSF1(x) or PSF1(x −M) are the 1D representations of PSF1(x, y)
and PSF1(x−M,y), respectively.

The bottom location of the debris streak can immediately after be found
by convolving the 1D profile in Eq. 4.23 with a normalized double 1-D
PSF separated by M pixels and finding out the location of the maximum of
the convolution product. The maximum of the convolution product I(x) ⊗
PSF (x − x0) will occur at x = x0, where x0 is the bottom location of the
debris streak and its value for the case of a Gaussian intensity distribution
(cf. Eq. 4.5) will be,

∫ ∞
−∞

α

4
(PSF1(x) + PSF1(x−M))2dx =

α

2

√
2 ln(2)√
πFWHM

(4.24)

This is numerically confirmed by the results shown in Figure 4.9.
In the presence of random noise in the CCD image characterized by σ2

variance, the standard deviation of the 1D convolution product will be σ2Q/2
(as given in Eq. 3.4). Following the conventions in Eq. 3.5, the maximized
signal-to-noise ratio of the double streak detection is expected to be,

SNRd
max =

α

σ

√
Q

2
. (4.25)

4.1.3 Sensitivity of the streak detection
In this section we have tried to understand the effectiveness of the debris
streak detection in the presence of random noise when considering a single
streak as discussed in Chapt. 3 or a double dashed streak.

Equations 3.5 and 4.25 show the maximized signal-to-noise ratio of a
debris streak after matched filtering is performed on a single continuous
streak and a double dashed streak. We took several uniformly distributed
random SNRmax values between 1 and 30. Given a fixed noise background
of σ = 100 and FWHM = 3 pixels, the streak brightness α were calculated
using Eqs. 3.5 and 3.7. For each α value, a single continuous debris streak
and a double dashed debris streak was generated on a 1000 × 1000 pixels
CCD grid oriented parallel to the CCD rows. Each dash was having a fixed
Λ of 100 pixels and the separation between both streaks in a double dashed
streak were kept at 10 pixels apart. Then a Gaussian noise having a standard
deviation of 100 ADUs was added to each pixel which finally represents the
case of very faint debris streaks.
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Figure 4.9: (a) The 1D double streak profile after co-adding all the CCD
columns of the image shown in Fig. 4.5, (b) the 1D double filter profile
or PSF (x) to be convolved with I(x), (c) the convolution product of I(x)
and PSF (x− x0) showing a peak at the central pixel position along x with
respect to the double streak shown in Fig. 4.5.
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Figure 4.10: a) Comparison between theoretical maximized SNR ( SNRmax)
and numerically calculated maximized SNR. For a double dashed streak the
numerical values are scaled up by a factor of

√
2, so as to make them com-

parable to the numerical values obtained from the single continuous streaks.
b) Plot of the relative-standard deviation (RSD) versus SNRmax , i.e., for a
simulated SNRmax , RSD is the standard deviation of the estimated SNRmax s
divided by their mean value.

Each synthetic image was convolved with a normalized single continuous
PSF or a double continuous PSF according to the simulated debris streak
type. Subsequently the numerical maximum of each convolution product and
associated standard deviation were determined. The ratio between these two
represents the numerical maximized signal-to-noise ratio. A comparison be-
tween the numerical and the theoretical maximized SNRs is shown in Figure
4.10. It can be noticed that the numerical values obtained for the double
dashed streaks are slightly more dispersed than those for the single con-
tinuous streaks as the simulated SNRmax value increases. This is expected
because while constructing the 1-D profile of the streaks (cf. Equation 4.23)
one encounters more noise for the case of a double dashed streak.



92 CHAPTER 4. Prospects of space debris detection and characterization with the ILMT

4.1.4 Estimating the angular velocity of the detected
space debris

It has already been discussed that, the streak can be positioned perpendicu-
larly to the CCD columns very easily after the orientation of the debris streak
is determined. The idea now is to use several synthetic CCD frames each
containing a vertically oriented normalized dashed double streak as PSFs to
perform the convolution operation on the CCD image and calculate the in-
tegration of the modulus of their Fourier transform. If the length of Λ value
is varied in each PSF, then a maximum will appear in the integration results
when the length of each dash in the PSF matches the length of each dash in
the debris streak (see Figure 4.11). Of course, the value of the maximum will
be theoretically equal to the expression given in Equation 4.16. We can also
take advantage of the information on the location of the debris streak and
apply our proposed Fourier analysis on the specific region of the CCD image
that only contains the streak. By doing so we minimize the effect of the high
frequency noise and enhance the prediction of the Λ value. Subsequently, the
estimated Λ value directly leads to the determination of the angular velocity
(ω in arc-seconds per second) of the space debris , i.e.,

ω =
Λ

P
sc, (4.26)

where sc is the pixel scale (in arc-seconds per pixel).

Other methods to estimate the angular velocity

When the double dashed streak is oriented vertically and its location is de-
termined, each single dashed streak from the double dashed debris streak
can be extracted. Then by co-adding all the CCD rows, a one-dimensional
streak profile can be generated which resembles the analytical expression
given in Eq. 4.1. After taking the DFT of this profile we expect to produce
a pattern that resembles Eq. 4.3 (also see Figure 4.4). By determining the
locations of the secondary peaks in the DFT samples which are essentially
separated by 1/Λ, one can derive the angular velocity of the debris streak.

When the debris streak is oriented vertically, we also know that both
single dashed streaks will be shifted from each other along the y-direction
by an amount of Λ pixels. So, another approach to find the Λ value is to
cross-correlate one of the 1D single dashed streak with respect to the other.
By doing so, the maximum of the cross-correlation result will occur at Λ,
corresponding to the complete overlapping between both 1D streaks.

Figure 4.12 shows the demonstration of these two techniques on a double
dashed debris streak. We have found that both these approaches are much
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Figure 4.11: Integration of the absolute values of the Fourier transform of
the convolution product of I(x, y) and PSF (x, y) oriented at φ = 90◦. The
values of Λ have been varied from 1 pixel to half the size of the CCD image
shown in Fig. 4.5. The maximum of the integration is achieved for Λ = 4
pixels which is the length of each dash seen in Fig. 4.5.

faster than the first one to determine the parameter Λ, but becomes ineffec-
tive for fainter streaks (streaks with SNRmax ≤ 20). So we propose to adapt
one of these techniques only if the estimated SNRmax is larger than 25.

4.2 Simulation results

A large fraction of the catalogued space debris population lies in LEO and
their orbit inclination with respect to the Earth’s equatorial plane is concen-
trated around 90◦ (Council, 1995; Liou et al., 2013; Johnson, 2011). So we
have considered that the altitude of the debris population ranges from 400
km to 1000 km and their inclination (i.e., φ) to be between 45◦ and 135◦ in
the following analysis. Here we also have assumed that the debris orbits are
stable and circular.

Several debris altitudes and inclination angles were generated from uni-
form distributions of the aforementioned altitude and φ ranges, respectively.
Applying simple Newtonian mechanics, the angular velocity of each debris
was calculated from the respective altitude value. Then the value of Λ is
estimated using Eq. 4.26. A pixel scale of ∼0.4 arc-second per pixel for the
ILMT CCD camera and an integration time P of ∼0.027 second on each
CCD pixel row in between two subsequent charge transfers were used to
derive all Λ values.
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Figure 4.12: Λ estimation technique for bright debris streaks:
The debris streak has the same features as that of shown in Figure 4.6 i.e,
Λ = 4, FWHM = 3 pixels, θ = 90◦.
a) The discrete Fourier transform of one of the double dashed streak. The
distance between the secondary peaks is 0.25 which is essentially 1/Λ.
b) The cross-correlation between both the single dashed streaks, showing a
peak at τ = 4.

The FWHM corresponding to each debris streak was drawn from a uni-
form distribution of 3 to 9 pixels from which Q was calculated (cf. Eq. 3.7).
The value ofM was kept 3 times that of the FWHM to make sure that both
components of the double streaks are well separated from each other. Con-
sidering an image size of 4096×4096 pixels and SNRmax ranging from 1 to
25, dashed double streaks were generated on each image against a Gaussian
noise having σ of 100 ADUs. Applying our proposed strategy leading to the
detection of debris streaks on each image was achieved in ∼120 seconds on
a machine having 64Gb of RAM at 2.3GHz clock speed.

The ROC curve, estimating the probability of true SNRmax , φ and bot-
tom position of the streaks is shown in Figure 4.13. The area under the curve
(AUC) is 0.87, which suggests that the detection method is quite effective.
After looking at the plots in Figure 4.14, we are convinced that a much
better detection probability is achieved for the streaks having SNRmax ≥ 9
with the exception for the prediction of the Λ values. Fig. 4.14d(d) shows
that a debris streak has to be brighter, specifically SNRmax ≥ 15, in order
to achieve a reliable prediction for Λ.

In this chapter, we have proposed and demonstrated a potential new
observation technique to derive the angular velocities of space debris inde-
pendent of TLE information. We have come up with the idea of modifying
the charge transfer strategy in TDI imaging, resulting in the formation of
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Figure 4.13: ROC curve for the detection of the debris streaks. The filled
circles refer to the TPR vs FPR for a SNRmax ≥ 9 .

dashed debris streaks where each dash is correlated to the angular velocity
of the detected debris. Several methods to estimate the length of each dash
have also been discussed, among which matched filtering has shown a supe-
rior performance. Using the 4-m ILMT, the objects at LEO or MEO can be
characterized. If we consider the TDI observations carried out with DFOT
(see Tab. 2.2) as a reference, the angular velocity of 10 over 13 cases could be
conveniently calculated using our proposed technique (see the table below).

Table 4.1: Probable statistical numbers for the characterization of space
debris with the ILMT

Approximate angular speed N◦ of space debris Λ
(”/sec) (pixels)
30 3 2.3
500 3 38
1000 5 76
1500 2 115

The values of the ‘Approximate angular speed’ of the space debris have been arbitrarily assumed.
The values in ‘N◦ of space debris’ have been taken from Table 2.2 where each value corresponds
to the number of detected debris having angular speed (v) close to the respective ‘Approximate
angular speed’ value. The values for Λ have been calculated by multiplying the integration time
P for the ILMT with the ‘Approximate angular speed’ and dividing the result by the pixel scale
(sc) of the ILMT CCD camera.
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(a)

(b)

Figure 4.14: Comparison of simulated SNRmax , FWHM , inclination angle
(φ), the bottom location of the streaks along the CCD columns and streak
dash length (Λ) in the synthetic images with their corresponding estimated
values from streak detection. It is to be noted that the predicted SNRd

max

is multiplied by
√

2 to make it comparable to the corresponding simulated
SNRmax . (cont.)
.
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(c)

(d)

Figure 4.14: Comparison of simulated SNRmax , FWHM , inclination angle
(φ), the bottom location of the streaks along the CCD columns and streak
dash length (Λ) in the synthetic images with their corresponding estimated
values from streak detection.
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5
ILMT construction and first

light

The 4-m International Liquid Mirror Telescope (ILMT) is in its final stage
of construction on the ARIES site in Devasthal (Uttarakhand, India). We
describe and illustrate hereafter its different components. The ILMT will be
used in the Time Delayed Integration (TDI) mode to carry out a deep survey
and high S/N photometric and astrometric observations of solar system,
galactic and extra-galactic objects within a narrow (24’) strip of sky. It will
also detect numerous space debris (Pradhan et al., 2019).

The infrastructure of the ILMT building primarily consists of a telescope
room, a data/control room and a compressor room (see Figure 5.1). The tele-
scope dome hosts a 4-m primary mirror, the mechanical structure supporting
the prime focus with a corrector lens + CCD camera setup, an air-bearing
and a mercury handling system. Inside the data/control room, all the obser-
vatory control system is present which comprises an electric cabinet for the
control of the air-bearing rotation, a filter-sensor module which ensures a
proper air supply to the air bearing and several industrial computers operat-
ing all the electronic components related to the ILMT. The compressor room
hosts two compressors along with two storage tanks and two air filter-drier
modules.

In the framework of this PhD thesis, we have monitored and partici-
pated in the installation of all the components of the ILMT which includes
the assembling of the metallic pillars inside the telescope building to hold the
prime focus, the fitting of the air-bearing and the 4-m primary mirror on top
of it, the installation of the air-flow system from the compressors to the air-
bearing, the corrector lens positioning with the CCD camera, the setting up

99
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of the observatory control system and the building operation safety mecha-
nism. The operational period of the ILMT will be 6 to 7 months per year for
five years. Though the observation will only be carried out during the night,
the mirror will remain functional continuously to avoid the Hg-surface for-
mation at the starting of the mirror rotation which typically takes ∼4 hours.
The state-of-the-art telescope system requires least human involvement and
will allow a person to operate the whole observatory remotely.

Figure 5.1: View of the ILMT telescope room, data/control room and com-
pressor room.

5.1 Mirror and corrector lens alignment
According to the telescope design, the rotation axis of the mirror should pass
through the center of the corrector lens setup, both these components should
be perfectly horizontal and the azimuth of the corrector lens setup should
be aligned along the N-S direction. In this section, the details on the actions
performed to achieve the desired settings are discussed.

Before making any adjustment to the alignment of the mirror or the cor-
rector, we set the proper distance between them. Theoretically, the distance
between the bottom of the first lens (the biggest one) of the optical corrector
and the center of the primary mirror is 7200 mm. So, the metallic structures
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holding the prime focus were lowered and the desired distance between the
mirror and the first optical lens of the corrector was properly achieved.

5.1.1 Positioning of the 4-m primary mirror
For a safe operation of the system driven by an air-bearing, it has to have
hydrostatic stability. The 4 meter primary mirror structure of the ILMT
rests on the air-bearing with the help of two stainless-steel interface plates
(one attached to the mirror structure and another lying directly on the air-
bearing, see Figures 5.2 and 5.3). The steel interface plates with an interface
radius of 10 cm, helps the 4 meter primary mirror (∼300 Kg) to rest on
the air-bearing and prevents any kind of physical damage to the aluminum
body of the air-bearing. The interface radius is well within the tilt capacity
of the air-bearing but it does not have a perfect ground flat finishing. So a
slight misalignment between the two steel plates may raise concern about the
proper functioning and safety of the rotating mirror which will carry about
550 Kg of mercury during the operational period.

Figure 5.2: Fish eye side view of the 4 meter primary mirror resting on
the air-bearing. The four yellow pillars are the safety pillars to protect the
primary mirror from tilting.

The mirror and the air-bearing were shipped to Devasthal, India and it
was lying idle for a few years. This situation encouraged us to check for
the current physical impact of the mirror structure on the air-bearing (tilt
stiffness), surface level variations of the mirror (vertical run out) and edge
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Figure 5.3: Arrangement of the stainless steel interface plates between the
primary mirror and the air-bearing. The X+ and X− symbols are printed
on the steel plates in yellow to know their relative orientation. The alignment
of X+ of the upper steel plate to X+ of the lower steel plate is considered
as the 0◦ alignment.

variation of the mirror periphery (lateral run out). The arrangement of the
air-bearing and the primary mirror achieved by aligning the X+ marks (see
Figure 5.3) on both the steel plates was considered as 0◦ alignment. We lifted
and aligned the mirror at different orientations (e.g. +180◦, +90◦, +5◦, -4.8◦,
-3◦, +2.6◦, +1.4◦, -1◦) with respect to the air-bearing with the help of car
jacks. The primary mirror was marked with numbers 1 to 24 representing 24
sectors with each sector covering 15◦. We took several measurements of the
tilt stiffness, vertical run out and lateral run out for each different orientation
of the two interface plates and at each sector to find the best alignment. For
a reliable operation, the tilt stiffness of the primary mirror system has to
be safely above a critical tilt stiffness (∼1.677 Nm/µ rad for the ILMT in
fully operational mode). The stiffness at a particular place of the mirror
can be calculated by applying a load at that place and then measuring its



5.1. Mirror and corrector lens alignment 103

vertical displacement due to tilting. We put a weight of ∼9 kilograms at
different points on the peripheral rim of the mirror and measured the tilt
with the help of two micrometers placed at the extreme ends (for a clear idea
refer to the schematic representation shown in Figure 5.4). These kinds of
measurements were done for different orientations of the air-bearing and the
mirror. For the 0◦ or 180◦ alignment, the estimated stiffness readings were
found to be the best. However, we could see no significant difference in the
stiffness readings for slightly different orientations, for example, see Figure
5.5.

Tilt	s'ffness		
measurements	

Ver'cal	run-out	
measurements	

Lateral	run-out	
measurements	

Figure 5.4: A schematic representation of tilt-stiffness, vertical run out and
lateral run out measurements. The orange cube represents a weight and the
red arrows represents the orientation of the pointer of analog micrometers.
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Figure 5.5: Tilt stiffness measurements for orientations slightly differing from
0◦ or 180◦.
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The surface of the primary mirror made of polyurethane and supported
by axial metallic bars may experience deformation if the interface plates are
not aligned optimally. When the ILMT becomes functional, this may lead
to instability in the mirror rotation. To check for the vertical run-out we put
the air-pressure on the air-bearing and took measurements of surface level
variation (as shown in Figure.5.4) for different orientations and at different
sectors with the help of micrometers. The vertical run-out measurements
showed a minimum dispersion at the 0◦ orientation (see Figure 5.6).

Figure 5.6: Vertical run-out measurements at the 0◦ orientation.
For better reliability, the measurements were taken twice for each sector,
represented in blue and black colors in the concerned plots.

We suspected that the periphery of the mirror structure may get de-
formed radially. So we took measurements of lateral variation of the outer
rim of the mirror as explained in the schematic Figure 5.4. Here also the
measurements were taken twice for each sector and represented in same fash-
ion as that of vertical run-out measurement plots in Figure 5.7. However, the
measurements of lateral run-outs could not help make any conclusion because
they did not show any kind of systematic trend for different orientations.

From the tilt stiffness, vertical and lateral run out measurements carried
out for various relative positions of the bowl with respect to the air bearing,
only those for an angular offset near 0◦ are acceptable in terms of vertical run
out. All around the 0◦ angular offset, the tilt stiffness measurements seem
not to be sensitive at all to the precise positioning. Therefore, paying most
attention to the vertical run out measurements, the optimal offset turns out
to be 0◦.

For a stable rotating mirror system, the axis of rotation should be per-
fectly aligned with respect to the local gravitational field. To achieve such
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Figure 5.7: Lateral run-out measurements for different orientations.

an adjustment, we have proceeded as follows. Initially a flat machined alu-
minium plate was placed near the center of the primary mirror. A 2” preci-
sion spirit level was put on top of it (see Figure 5.8 (a)). We then adjusted
the three screws which support the air bearing in such a way that the central
bubble of the spirit level stayed at the same relative position while rotating
the mirror around its axis (see Figure 5.8 (b)). After several adjustments,
it was found that the optical axis of the mirror was deviating from perfect
verticality by less than 0.4 arc-seconds.

Figure 5.8: Image on the left shows a spirit level (black) set on a flat alu-
minium plate close to the mirror center.
The picture on the right was taken while adjusting the tilt of the air-bearing
by means of three screws separated by 120◦ with respect to its center.
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5.1.2 Positioning the corrector lens
As the mirror is parabolic, the off-axis imaging becomes blurred due to coma
aberration and astigmatism (Schroeder, 1999). The trajectories of the ce-
lestial sources passing over the field of view of the CCD camera are curved,
but the TDI imaging technique shifts the electronic charge along the CCD
columns along a straight line. In addition to it, the angular velocities of the
sources in the sky varies as a function of their declination which does not
allow the TDI rate to be fixed (at the sidereal rate) through out the field
of view. To compensate for these effects, an optical corrector designed by
Hickson and Richardson, 1998b has been placed before the CCD camera.
The structure of the corrector lens system shown in Figure 5.9 (b) & (c) is
not symmetric and the whole set up is built in such a way that it has to be
kept perfectly horizontal and correctly set in azimuth.

Figure 5.9: Corrector structure drawing and the front view.
(a) Drawing of the corrector setup placed at the prime focus supported by
four metallic bars.
(b) Drawing of the cross-section of the corrector setup showing the complex
5 lens system highlighted in dark shade.
(c) Zeemax model of the lens system.
(d) Front view of the corrector structure placed at the prime focus.

During the installation of the ILMT, the corrector lens along with the
mechanical structure holding it, was initially not well aligned with respect to
the N-S direction. So, it was rotated manually to bring an inbuilt mark on
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the mechanical structure indicating the S in perfect alignment with the N-S
direction. This proper alignment was made by looking at the shadow of a
hanging pendulum from the roof top of the ILMT building at local solar noon
(see Figure 5.10 (a)). To make even a better alignment, the same procedure
was repeated. The final best alignment can be seen on Figure 5.10 (b).

Figure 5.10: Adjusting the corrector structure’s azimuth.
(a) A hanging pendulum from the roof of the ILMT telescope on top of the
corrector lens was installed at the prime focus building during local noon.
b) The shadow of the pendulum falling on the corrector lens indicates the
N-S direction at local noon.

Then we built a simple strategy to place the corrector setup horizontally.
Here, the idea was to use a high precision spirit level placed on the corrector
and use its electro-mechanical tip-tilt adjustments (see Figure 5.9 (a), (b) &
(d)) to set the flatness. However, the challenge was the insufficient space on
top of the corrector setup to put a spirit level and the inaccessible top view
of the whole set up along with the spirit level. So a frame was manufactured
to hold a web camera and a metallic cap was shaped with high accuracy
of flatness to accommodate the spirit level on the corrector setup without
making any damage to it (see Figure 5.11). The status of the spirit level with
0.01 mm/1 m accuracy could be accessed remotely via a webcam and a mini-
computer. Then by adjusting the tip-tilt motion of the corrector structure
and bringing the bubble levels to a fixed position for different orientations
of the spirit level, we could place the structure horizontally with a precision
of ∼2”.
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Figure 5.11: Arrangements to make the corrector structure perfectly hori-
zontal.

5.1.3 Aligning the centers of the primary mirror and
the corrector structure

We first tried to spot the center of the primary mirror by identifying the
precise point on its surface that remained fixed during its rotation. Based
on this idea, we put a millimeter paper on the back side of a plexiglas plate
very near the mirror center. Then a web camera was placed just over it to
record the motion of each millimeter square of the graph paper and hence to
identify the most motionless square corresponding exactly to the center of
the mirror. In addition, we used the digital magnification of the web camera
such that the center of the mirror could be estimated with a precision better
than two tenths of a millimeter. See Figure 5.12 to better comprehend the
configuration.

Determining the position of the optical corrector lens center surrounded
by several mechanical structures at the prime focus was not so trivial. We
built a strategy to make use of the baffle located around the corrector lens
which has a cylindrical symmetry to determine the center. Initially three
nylon wires were hanged separated by 120◦ around the baffle. An equilateral
triangle was then manufactured in wood by ourselves which could fit perfectly
inside the circular base of the cylindrical baffle. Then each corner of the
triangle was attached to one end of a nylon wire. We then assumed that
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Figure 5.12: Millimeter graph paper placed on the back side of a plexiglas
plate near the center of the bowl and live streamed via a web camera.

the center of the horizontally positioned triangle should correspond to the
center of the corrector lens. Please see the proposed design in Figure 5.13
and the actual set up in Figure 5.14. A plumb-bob was then hanged from the
center of the equilateral triangle towards the surface of the bowl where the
millimetric graph paper was already placed (see Figure 5.14). We then used
the z-axis or focus movement of the corrector lens to lower the plumb-bob
and the impact point of the tip of the plumb-bob covered with some paint
indicated the location of the corrector lens center with respect to the center
of the primary mirror (see Figure 5.15).

After estimating the centre of the primary mirror and of the corrector
lens, our goal was to achieve their alignment by moving the corrector lens
center towards the primary mirror center. Initially a laser pointer was in-
stalled at the corrector lens structure pointing vertically towards the mirror.
Then the sliders on the corrector lens (see Figure 5.16) were used to induce
linear motions of the corrector lens. By adjusting the sliders, the motion
of the laser point was traced and a correlation was established between the
displacement of the laser dot at the mirror plane as a function of the slider
movement. Based on the positions of the center of the mirror and corrector
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Figure 5.13: Schema of a design to determine the center of the corrector lens.

Figure 5.14: Setup to determine the center of the corrector lens.
In this figure, we can see a hanging equilateral triangle above the primary
mirror and a plumb-bob hanging from the center of the triangle.

lens, the sliders were adjusted. Subsequently, we repeated the procedure
described in the previous subsection to determine the position of the center
of the corrector lens. It was found that, we could align the centers of the
mirror and of the corrector lens with a precision better than 1 mm. This
alignment was then fine tuned by using a laser pointer. The pointer was
kept on the mirror surface pointing towards the edge of the first corrector
lens (see Figure 5.17). If the center of the mirror and that of the prime focus
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Figure 5.15: The tip of the plumb-bob touching the graph paper on the
primary mirror indicates the center of the corrector lens. The tip was covered
with some thick paint.

were aligned, then the laser dot should remain along the edge of the lens
when the mirror is being rotated. In this way we could confirm and slightly
improve the relative centering between the primary mirror and the corrector
lens.

Figure 5.16: Two orthogonal sliders on the corrector lens setup for inducing
a linear translation of its center.



5.1. Mirror and corrector lens alignment 113

Figure 5.17: Image on the left shows a laser pointer kept on the primary
mirror. The other image shows the green laser dot at the edge of the corrector
lens. During rotation of the mirror, th laser dot remained on the edge of the
corrector lens.
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5.2 Control systems

There are several subsystems to keep the telescope functioning properly
which can be categorized broadly into the pneumatic systems (PS) and the
electrical/electronic systems (EES). The sole function of the PS is to pro-
vide continuous supply of pressurized clean air to the air-bearing. The EES
consists of the electronic devices such as the air-bearing rotation system,
compressor system, the CCD camera system, Hg handling system and the
dome operating system.

5.2.1 Pneumatic systems

The air-bearing rotor system is equipped with two types of thrust circuits,
one supporting the vertical load of the rotating dish with Hg, known as ax-
ial thrust and another circuit which maintains a fixed position of the rotor
with respect to the stator during the rotation also known as radial thrust.
The operating pressures required for the axial and radial thrusts are ∼7
and ∼3 bars, respectively. The two compressors (Compair L07-13A) inside
the compressor room are operated to provide an uninterrupted supply of
compressed air to the air-bearing in case of a compressor failure. Both com-
pressors generate air having 12 bars of pressure which are fed to two storage
tanks each having 500 liters of storage capacity, where the 1st stage of the
air filtration occurs. The compressed air is cooled and the separated wa-
ter particles from the air are condensed and collected at the bottom of the
tank. Then the outlets of the two tanks are supplied to a 2nd stage filter
and dryer modules inside the compressor room. The module consists of two
parallel combinations of cascaded filters with a membrane dryer. The out-
put of the filter-dryer module is fed to a filter-sensor module inside the data
room equipped with a dew-point sensor , a pressure sensor and a flow me-
ter. The design and installation of the 2nd stage filter and drier module and
the filter-sensor module have been performed by Prof. Paul Hickson. The
output of the filter sensor module again goes through a pneumatic system
designed by AMOS which has got an air-drier and several filters. At this
stage the required pressurized air is supplied to the air-bearing. The layout
of the pneumatic system of the ILMT is shown in Figure 5.18.

Under the operating conditions of the air-bearing, the air is filtered and
dried to such an extent that the dew-point temperature goes below -20◦C
with a flow rate of ∼130 l/min and thus, any damage to the air-bearing by
water condensation or dust accumulation is avoided. The pressure-sensor
module also ensures the supply of adequate air-pressure to the air-bearing.
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Figure 5.18: Pneumatic system of the ILMT.
The red arrow lines represent the pneumatic tubes connecting different sys-
tems. The systems covered by the coloured dashed boxes highlight their
respective locations. The blue, green and orange boxes represent the tele-
scope room, data/control room and the compressor room, respectively.

5.2.2 Electrical/electronic systems

The rotor speed of the air-bearing is monitored by 3000 encoders surround-
ing it. The signal from the encoders are compared to the pulses generated by
a synthetic frequency generator in a close loop feedback system to maintain
the rotational speed stability of the air-bearing. Borra et al. (1985) have
prescribed a rotational period stability better than 10−5 for an optimal per-
formance of a liquid mirror. With the current setup, we can achieve an rms
rotation period variation of the order of 10−6. The status of the air-bearing
is accessed and regulated via a graphical user interface (GUI) which sends
and receives signals from a programmable logic circuit (PLC) connected to
the air-bearing system.

The compressors are set to automatic operation. This means that the
compressor remains in stand-by mode (stops) when there is no consumption
and automatically starts when the pressure at the beginning of the pneumatic
line falls below 12 bar. The compressors come equipped with variable fre-
quency drives (VFD) which reduce energy consumption, avoid power surges
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(during the start of the motor) and provide a better constant pressure than
any other compressor driving systems.

The ILMT CCD camera (Spectral Instruments, 2019) is equipped with
a 4K×4K E2V CCD 231-84-1-E06 chip (e2v, 2009) capable of TDI imaging.
The CCD is cryo-cooled by a compressor (at the floor of the telescope room)
with braided stainless steel lines running to the camera head at the prime
focus. The camera is maintained at -110◦C to eliminate dark current. A
link is established to the camera from a computer inside the data/control
room via a fibre optic line for readout operations. Three SDSS equivalent
filters (g′, r′, i′) are deployed with the CCD camera. An independent set
of movements such as a tip-tilt motion, azimuth rotation, focus adjustment
motion and linear motion to change filters are provided with the help of a
mechanical interface. The motions in the interface can be controlled remotely
with the help of a control panel exclusively dedicated to the interface. We
have developed a software in Visual Basics to monitor the interface. The
camera set-up along with the interface is shown is Figure 5.19.

Figure 5.19: The ILMT CCD camera set-up.

The mercury handling system (see Figure 5.20) is composed of a stainless
steel arm which pours the liquid Hg into the mirror as well as drains out the
mercury from the mirror when necessary. The mercury is transferred to and
from a stainless steel container having ∼500 Kg of mercury with the help of
a peristaltic pump. One end of the arm is hinged to a metallic pillar and
the arm can be moved to place the other end on or away from the primary
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mirror. The loose end of the arm is equipped with a linear translation device
integrated to a couple of end-stop sensors for placing the open end of the
pumping tube close to the center of the primary mirror.

Figure 5.20: Panoramic view of the stainless steel tank (on the right), cylin-
drical peristaltic pump (close to the tank), pump controller (in front of the
tank), and a black hose running through the metallic arm down to the center
of the primary mirror.

The dome operating system incorporates many devices such as a hatch
cover at the top of the telescope building to provide access to the sky around
the zenith, telescope room cooling system (exhaust fans & air-conditioners)
to reduce temperature gradient, lighting inside the telescope room, a weather
station and a GPS module. All these instruments can also be controlled
remotely with help of the relay circuits integrated with a micro controller.

An observatory control software (OCS) has also been developed which
contains several modules to communicate with the telescope, compressors,
dome, weather station and pneumatic sensors via a hardware interface. It
stores the weather information, monitor the autonomous operation of the
observatory and performs requested operations from an external user.

5.3 Safety features
There have been several measures taken to eliminate mercury contamination
with the surroundings. A large amount of vapour is created while pouring the
mercury into the mirror and spreading the mercury over the primary mirror
to form a continuous reflecting surface. However, after a stable reflecting
surface is formed, the upper layer of the mercury becomes oxidized and
stops emitting vapours.

We have used mylar films to cover the primary mirror. By doing so, the
mercury vapour is prevented to escape from the mirror, the mirror remains
protected from dust or insects and any friction between the mercury surface
and the air located just above is annihilated to remove turbulence while the
mirror is rotating. In fact, the harmful Hg vapours are sucked through a
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hole near the mirror center with the help of a vacuum cleaner like system
discussed below. Having a great optical quality, the thickness of the mylar
sheet is just of a few microns, which makes it very fragile. An efficient
technique has been developed by us to laminate the whole mirror at once
(see Figure 5.21), and thus the risk of damaging the mylar film is reduced.

Figure 5.21: Top view of the ILMT primary mirror laminated with the mylar
film.

A mercury vapour extractor has also been designed by us and manufac-
tured by the mechanical workshop of Liège University, having a powerful
pump and activated charcoal filter. It has been installed inside the telescope
room close to the primary mirror (see Figure 5.22). Its inlet is placed just
over the center of the primary mirror and the outlet is ducted through one
of the dome’s exhaust fans. When powered on, the Hg vapour extractor
sucks the Hg vapour coming out of the primary mirror and neutralize the
Hg content by filtering it through the activated charcoal. A small hole was
made on the mylar cover near the center of the primary mirror so that the
Hg vapour could be drawn out by the Hg vapour extractor.

The primary mirror is protected by four pillars (painted yellow) at its
periphery to prevent any accident if the rotation becomes unstable. For
such cases, emergency stops have also been provided at multiple places inside
data/control room as well as the telescope room to stop the rotation of the
air bearing.

All the operations involving mercury are done while wearing a mercury
vapour proof mask, clean room apron, gloves, shoes covers and safety eye
glasses. Every contaminated product is either disposed inside a dedicated
container or decontaminated using sulphur and isopropyl alcohol. To prevent
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Figure 5.22: Hg vapour extractor located on a brown platform at right. One
end of the black pipe is connected to the extractor and the other end goes
near the center of the primary mirror.

and quickly react in case of any mercury contamination, two Hg vapour
detectors are engaged each inside the telescope room and the data/control
room. An additional portable Hg vapour detector is also being used for the
routine check around the telescope building.

5.4 Heading to the first light
In the month of April 2019, we finished setting up everything necessary for
the functioning of the ILMT. Then we performed a few prerequisite checks
before making the telescope operational. Pressure readings on the gauges at
the compressor room and data room were checked. PLC status was checked
to ensure proper functioning of the air-bearing. Proper insulation between
the telescope room and data/control room was made. Connections between
the CCD cooling compressor, CCD and CCD control system were estab-
lished. The vapour detectors monitoring the Hg vapour concentration inside
the telescope room and the data room were also activated. The Hg vapour
extractor was switched on to neutralize the Hg vapour coming out of the
primary mirror. From the vapour detector readings, we got assured about
the fact that the contamination and danger due to the Hg vapour were elim-
inated (see Figure 5.23).

After all the safety checks, ∼34.8 liters of liquid mercury was poured into
the mirror and subsequently the air-bearing rotary table was activated. The
rotating mirror was then accelerated and decelerated using the air-bearing
motor in order to spread out the mercury uniformly over the mirror surface.
After several intense attempts, we could not succeed in closing the mercury
surface. Holes were systematically appearing after some time near the pe-
riphery of the mirror. We then tried to accelerate and decelerate the mirror
manually but also without success (see the sequence of pictures in Fig 5.24).
Experimentally, it is observed that, to form a continuous mercury layer over
the primary mirror having a diameter of 4 meters, a minimum initial average
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Figure 5.23: Hg vapour monitoring from 17th to 22nd of April, 2019, inside
the telescope building during which mercury was poured into the mirror.
Normally, when the Hg vapour concentration is less than 25 µg per cubic
meter, one can work every day without wearing a mask during a shift of 8
hours. The Hg vapour concentration never exceeded 4 µg per cubic meter.

Hg thickness of 3 mm is required, translating into a minimum volume of ∼40
liters. So we lacked a minimum of ∼5.25 liters of mercury to form a stable
mercury layer over the ILMT mirror. Moreover, the stiffness of the mirror
structure may also have deteriorated in due course of time after its manu-
facturing in 2012. So we have planned to use 15 litres of additional mercury
to overcome these issues and expect to achieve the first light in early 2020.

Now, we would like to highlight our personal contributions to the activ-
ities involved in the ILMT installation. All the installation processes have
been monitored and reports have been prepared frequently which have been
circulated subsequently among the participating members to keep them up-
dated about the progress. We have also contributed to develop strategies
for proper telescope operation and maintenance while training the technical
team dedicated to the ILMT project at Devasthal. We have proposed pro-
tection system from the surge currents and lightnings during heavy monsoon
to make all the electrical equipment safe. All the pneumatic tubes were in-
stalled connecting different parts of the pneumatic systems (see Fig. 5.18).
Several small gadgets such as temperature sensors to monitor temperature
gradient inside the telescope room, GPS systems to achieve accurate time
readings, Hg vapour monitors installation/upgrading and automatic moni-
toring system as well as the design of the Hg vapour extractor have also been
prepared by us. We have extensively carried out the primary mirror repair-
ing using epoxy resins as well as the mirror quality tests which involved the
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Figure 5.24: Process of liquid mirror formation.

vertical run-out, lateral run-out and tilt stiffness measurements. The align-
ment of the rotation axis of the mirror and the center of the corrector lens
were performed and a strategy was developed by us to place the delicate
CCD camera with its mechanical interface above the corrector lens setup
successfully. The safety features such as the mylar lamination, Hg vapour
extractor and proper setups for mercury handling was also developed by us.
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6
Future perspectives and

conclusions

Optical observation of space debris constitutes an important asset, providing
statistics on their number densities and sizes present at different altitudes.
Zenith-pointing telescopes such as the ILMT can make a contribution in
this area. Operating in TDI mode, observations will be carried out in survey
mode and will be sensitive to any objects passing through the field of view.

In the context of obtaining the first light with the ILMT, once the ade-
quate amount of mercury becomes available, we will perform optimization of
the telescope setup to improve the image quality via mirror angular velocity
adjustments as well as prime focus lateral, azimuth and tip-tilt adjustments.

With the subsequent optical observations recorded in the TDI mode, we
intend to implement the proposed charge transfer strategy to determine the
angular velocity of the passing debris overhead. As the first phase, the value
of M will be kept to 1 which means that every pixel column in the CCD
chip will integrate up to 2P seconds before shifting the accumulated charge
into their second next column. We expect to recover the information on
the angular velocity from the detected streaks using our proposed matched
filtering technique, provided good seeing conditions will prevail.

On the other way, there have already been several ground based wide field
optical astronomical surveys (e.g. the Sloan Digital Sky Survey, Canada-
France-Hawaii Telescope Legacy Survey, etc. ) as well as many will be
commissioned soon. The enormous data obtained from these surveys cer-
tainly contain many debris streaks which are till today being ignored. Deep
learning has been proven to be the most efficient technique for feature ex-
traction and classification when a huge amount of data is involved. We are

123
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planning to make use of this class of machine learning techniques to detect
streaks of variable geometry and brightness in some of these existing surveys.

In Chapter 2, we have performed a test study for debris detection using
the 1.3-m DFOT operated in the same TDI mode as that planned with
the ILMT. The efficient data reduction technique applicable to the TDI
frames provided a photometric precision of 0.04 magnitudes and astrometric
precision of approximately 0.1 arcsec for point like objects. Twelve debris
were successfully detected visually in the form of streaks on the CCD images
and identified using the TLE information. It was demonstrated that the
effective optical size of the detected debris can be derived by modelling them
as hybrid diffuse-specular Lambertian spheres. The detection threshold of
DFOT could be used to set an upper size limit to fainter debris which have
crossed the field of view of the DFOT CCD but were not visually detected.
The 4-m ILMT telescope, with its 22-arcmin-square field of view and fainter
detection threshold, should be able to detect many more space debris, down
to a size of approximately 5 cm in low Earth orbits.

A comprehensive overview of the matched filtering technique leading to
the faint debris streak detection in the CCD images has been provided in
Chapter 3. Theoretically, we have shown the optimization of the SNR of
a debris streak using the matched filter technique. We took advantage of
the discrete Fourier transformation to perform the matched filtering in the
Fourier space , resulting in a much faster processing time without compro-
mising the effectiveness of the detection technique. We have also used the
wavelet based contrast enhancement technique to improve the detection ef-
ficiency by increasing the contrast of the faint streak with respect to the
background noise which can be used to visualize and confirm the detection
of the faint streaks typically having SNRmax more than 10. Monte Carlo
simulations were performed to evaluate the proposed detection method ef-
ficiencies. We have also used and compared a few other existing detection
techniques such as the Hough and Radon transformations. We found that
the sensitivity of our proposed technique is better than the others.

During practical observations, many background sources will appear on
the CCD images other than the streaks due to the presence of stars, galax-
ies, etc. So, these unwanted signals should be removed from the image to
minimize any false streak detection. To achieve this goal, we successfully
used the difference image analysis technique (DanDia) on simulated as well
as real astronomical images.

We noted that, the optical magnitude of the detected debris can not
be determined unless they are identified from the TLE catalog. Hence, in
Chapter 4, we have proposed a new TDI observation strategy to indepen-
dently characterize the detected space debris by extracting the information
on their angular velocities. This involves the segregation of a continuous de-
bris streak into two parallel double dashed streaks by modifying the charge
transfer scheme from one CCD column to the other. The length of each
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dash from the resulting streak is correlated to the angular velocity of the
detected debris. Again, the matched filtering technique in the Fourier space
was demonstrated for a dashed double streak and found to be performing
better than the other techniques to estimate the length of the dashes. A
small statistics, based on the debris detection results with the 1.3-m DFOT
has convinced us that the objects at LEO or MEO can be characterized using
the 4-m ILMT.

In Chapter 5, we have briefly discussed the various installation stages of
the ILMT telescope. The stability analysis of the primary mirror mounted
on the air-bearing was done by taking measurements of the vertical run-outs,
lateral run-outs and tilt stiffness of the mirror for its different relative ori-
entations with respect to the air-bearing. The procedures adopted to align
the rotation axis of the mirror through the center of the corrector lens while
keeping both these components horizontal was also discussed in this chapter.
The setting up of the pneumatic systems and the electrical/electronic sys-
tems necessary for the proper functioning of the ILMT were also highlighted.
All the preventive measures for accidental mercury spillage or mercury con-
tamination were listed. The effectiveness of the safety mechanism can be
asserted from the Hg vapour detector readings during our last mercury re-
lated activities.

The images obtained from the upcoming ILMT survey are expected to
generate a strong statistics on the debris population and their optical sizes
and thereby to contribute to the space situational awareness which is a con-
cern to every space industry and also relates to every human being on Earth.
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