Abstract—The programming by demonstration is a method that allows one to register a trajectory and to reproduce it by a robot. It could be used to speed up the programming of robots using the practical skills of workers without the time consuming code development part of classical robotic applications. This article exposes a methodology based on fiducial markers and only one classical camera which is an inexpensive solution. The fiducial markers are based on binary symbols generally used for augmented reality applications. It also presents the experimental setup created at the laboratory of human motion analysis and used to analyze the repeatability and the precision of this solution. The primary results show a promising technology and following developments will be done.

I. INTRODUCTION

Programming by demonstration is a research field that aims to transfer the human skills to robots. Instead of programming, the end-users teach the desired behaviour to the robot. This method is composed of two phases: the teaching and the reproduction. During the teaching phase, the user shows the desired action to the robot. Afterwards, the robot programming can be automatically determined. This methodology allows one decreasing the programming time and taking advantage of the technical and adaptive skills of the end-user.

The teaching phase requires the registration of the motion. Several methods can be used [1]. For a collaborative robot, hand-guiding, which is also named lead-through programming, can be considered. However, for a classical industrial robots, the interactions with the human are restricted so other techniques should be used, such as human motion analysis methods. The measurement system could be:

- a mechanical system with position encoders [5],
- a magnetic system using triangulization (e.g., ABB Simplified Robot Programming),
- an inertial system using inertial measurement units [4], [7],
- an optical system which uses cameras.

The optical systems are generally based on markers tracking, however, with the recent increase in computation power and artificial intelligence, some markerless methods also appear.

Once the teaching phase completed, the raw data should be processed to generate the robot programming. The processing could be more or less advanced depending on the needs of the final application. If required, the trajectory should be closely continuously followed as in welding [9], painting [8] or teleoperation [7]. In other cases, like pick-and-place, it is sufficient to reproduce the general behaviour [10]. Consequently, the starting point and the end point are the only interesting information of the recording.

The fiducial markers allow camera pose estimation and are generally used for augmented reality and robot localization. Several fiducial marker systems have been proposed, [2], [3]. They differ by the generation method of the marker codes but the camera pose estimation are similar, using perspective by $n$ points problem described below. The pose (translation and rotation) of a marker is computed in the camera frame.

II. METHOD

The programming by demonstration for painting or welding application requires the tool pose measurement during the whole operation. In this work, the proposed technique is based on the computation of the tool pose on which fiducial markers are fixed using only one camera.

A. Fiducial markers used : ArUco

The fiducial markers selected for the project come from the ArUco library, since it is implemented in OpenCV, Open Source Computer Vision [11], which is an open source library for image and video analysis. Consequently, the ArUco library offers image processing algorithms to detect and identify the markers.

The ArUco markers are square fiducial markers composed of a binary matrix (white and black) and a black border, as it can be seen in Fig. 1. A set of markers composes a dictionary which is defined by the size of the markers sides and the number of markers. The matrices of each marker are different since they represent binary codifications selected to maximize variations between the markers, in order to easily identify the marker.

To compute the position of one marker in the camera frame, the process requires the camera parameters (distortion coefficients and camera matrix), the 2D positions of the four corners in the image and the 3D positions of the corner in the marker frame. Using these values, the Perspective by $n$ Points (PuP) problem can be solved with $n$ equal four which has theoretically a unique solution if the points are co-planar [12].

In a similar way, if several markers are placed on the tool, the pose of this one can be obtained using the 3D positions of the corners in the tool frame and the 2D positions of corners obtained from visible markers. The usage of more
than one marker permits the detection with more orientations, since the pose can be estimated as soon as one marker is detected. The markers used to solve the problem are the one that are identified using the binary code. Then appropriate 3D positions can be used for solving the PnP problem.

The flowchart shown in Fig. 2 present the methodology used to compute the tool pose in the camera frame. The possible markers are extracted from the image. They are represented by the four corners positions. After the detection, the identification step provides the corresponding number of a marker in a specific dictionary. Using the model of the tool, the 3D positions corresponding to the corners seen are selected. The PnP problem can then be solved to obtain an estimation of the tool pose.

B. Motion analysis and robot reproduction

In a programming by demonstration application, the correspondence between the motion of the tool in the frame of the camera and the motion of the robot in his base frame should be known. Moreover, if the programming by demonstration should be used for industrial robots, the interaction between the human and the robot must be limited. Consequently, the cell of the robot and the recording cell should be separated as shown in Fig. 3. A fixed marker is used to determine the working frame of the recording cell, and the camera can be move at a suitable position to record the motion. Making a correspondence between the fixed marker and the robot frame leads to the desired path for the robot.

III. EXPERIMENTS

A. Experimental setup description

In order to evaluate the system, an experimental setup is created at the Laboratory of Human Motion Analysis of the University of Liege\(^1\). Four 3D optoelectronic systems, CX1 CODAmotion, based on active markers are used and considered as a gold standard reference system. In the following, the position of an object measured with these systems is considered as the ground truth. The markers are fixed on 3 elements: the camera, the fixed marker and the tool. It provides the position of the fixed marker and of the tool in the camera frame from which an estimation of the precision and the repeatability could be computed. The experimental setup is illustrated in Fig. 4

---

\(^1\)http://labos.ulg.ac.be/lamh/
1) The subpixel corner detection: The corner detection is improved using a subpixel method which should give a better estimation of the corner positions. The image is a discretization of the scene, so the initial guess for a corner position corresponds to a pixel. However, the real position of the corner is more precise using a subpixel method because the position is estimated using the pixels around the original guess to refine it. Nevertheless, the subpixel position is still an estimation which is degraded if the marker size decreases while keeping it at the same distance and if the distance increases while the marker size stays the same. Moreover, the marker should be surrounded by a white border to simplify its detection but if the border is too small it could induce some problems during the subpixel detection. The corner detected could be the external corner and not the corner of the marker. This situation is ambiguous, as it can be seen in Fig. 5. It can lead to important errors in some particular cases.

![Correct situation](image1)

(a) Correct situation

![Ambiguous situation](image2)

(b) Ambiguous situation

Fig. 5: Two situations that could appear using the subpixel method

Generally several markers are detected in the images, so the errors of corner detection are compensated. However, if only one marker is detected, it can lead to strong orientation error. Even if the PnP problem has theoretically a unique solution, two orientations give similar images when they are projected. So a small error of corner detection can lead to the wrong orientation as it can be seen in Fig. 6.

![Z-flipping problem representation](image3)

Fig. 6: The Z-flipping problem representation

In conclusion, to avoid the error due to the corner detection, several improvements can be used: the markers should be as big as possible with a large white border, the markers should be close to the camera, several markers should be detectable on an image or the image resolution should be increased. Also, the camera calibration should be done carefully with a camera that has small distortion.

C. Static measurements and quantification

Some static measurements have been done with the experimental setup. Twenty-five configurations have been measured with orientation and position variations and 100 images have been taken for each configuration. It allows evaluating the precision and the repeatability. The position error is computed using the formula \( \| \mathbf{T} - \hat{\mathbf{T}} \| \) where \( \mathbf{T} \) is the position vector obtained with the Codamotion system and \( \hat{\mathbf{T}} \) is obtained with the fiducial markers. For the rotational error, this formula can be used \( \theta = \arccos\left(\frac{\text{Trace}(R^T \hat{R}) - 1}{2}\right) \) where \( R \) is the rotational vector obtained using the Codamotion system and \( \hat{R} \) is obtained with the fiducial markers.

The repeatability of the measurements is smaller than one millimetre if there is no error of corner detection. When some errors appear, it is in the range of 2-3 millimetres. However the precision is not as good as expected since it is in the range of the centimetre and around two degrees of errors. However, it seems clear that there is some calibration error since the precision of the tool and the fixed marker in the camera frame are worse than the precision of the tool in the frame of the fixed marker. In the three cases, the errors are in the range of the centimetre.

A more accurate procedure should be defined to study this phenomenon in static and in dynamic configurations. It will be done in a future paper.

IV. CONCLUSION

The programming by demonstration aims at bringing the practical knowledge of workers to the robot without the long development required by classical programming method. Consequently, it could be used to program robots used with small batch size, since the program could be changed easily. It requires a motion recording phase which can be done using an optical system. However, the optoelectronic systems are generally costly since they require several cameras and a synchronization system. The methodology presented in this article is based on a single 2D camera with square markers which is a cost-effective solution.

The first experimental measurements are promising. However, to validate the methodology, a study with dynamic motion should be done. Afterwards, a practical case should be realized using a robot to reproduce a recorded trajectory. It could require an adaptation since some motion done by the human could not be reproducible by the robot.
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