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Self-assembly and evaporation of superparamagnetic colloids

Abstract

The evaporation of colloidal droplets is an area of intensive research. From paint coating to
blood analysis on crime scene, applications of patterning from evaporation of colloids are nu-
merous and various. In our work, we aimed to bring highlight on how interactions between
colloidal particles in�uence the eventual deposit's pattern. To do this we used superparamag-
netic colloids as a way to have a tunable interaction with these particles.

We �rst studied the in�uence of dipolar interactions on the suspension of particles. We
performed systematic experiments to characterize the thermodynamic equilibrium reached by
the suspensions. We showed that tuning the viscosity parameter could be used to speed-up
numerical simulations. We used this process in sped-up simulations in order to study a new
range of volume fraction. We showed that high volume fraction conditions led to higher chains'
length than expected. We proposed a modi�cation of current models.

We then focused on evaporating droplets. We began by reviewing the liquid �ows in our
suspensions. We showed there was a competition between co�ee-ring �ow and Marangoni
instability. We then characterized the deposits left after evaporating suspensions under mag-
netic �elds, and showed the in�uence of both this parameter and the Marangoni instability on
the eventual deposits. We evidenced a transition in the deposit's behaviour when the DLVO
interaction between the particles and the substrate becomes attractive.
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Selbstorganisation und Verdampfung superparamagneticher Kolloide

Zusammenfassung

Die Verdampfung kolloidaler Tropfen ist ein Gebiet intensiver Forschung. In unserer Arbeit
wollen wir hervorheben wir die Interaktionen zwischen superparamagnetischen kolloidalen Par-
tikeln die Muster in den Ablagerungen beein�ussen.

Wir untersuchen zunächst den Ein�uss dipolarer Wechselwirkungen auf die Suspension
von Partikeln. Wir haben systematische Experimente durchgeführt, um das thermodynamische
Gleichgewicht der Suspensionen zu charakterisieren. Wir haben gezeigt, dass eine Verringerung
dieser Viskosität numerische Simulationen beschleunigen kann. Wir haben dieses Verfahren
dann in beschleunigten Simulationen verwendet, um höhere Volumenfraktionen als üblich zu
untersuchen. Wir haben gezeigt, dass die Kettenlängen für hohe Volumenfraktionen göÿer sind
als erwartet und eine Modi�kation aktueller Modelle vorgeschlagen.

Wir dann auf die Verdampfung Tropfen konzentriert. Wir haben mit der Überprüfung
der Flüssigkeitsströme unserer Suspensionen begonnen und gezeigt, dass es einen Wettkampf
zwischen dem Ka�eeringe�ekt und der Marangoni-Instabilität gibt. Dann haben wir die unter
den Magnetfeldern entstanndenen Ablagerungen charakterisiert und den Ein�uss dieses Pa-
rameters sowie der Marangoni-Instabilität auf die Endablagerungen gezeigt. Wir haben einen
Übergang im Ablagerungsverhalten hervorgehoben, wenn die Wechselwirkung zwischen den
Partikeln und dem Substrat attraktiv wird.
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Auto-assemblage et évaporation de colloïdes superparamagnétiques

Résumé

L'évaporation de gouttes colloïdales est actuellement un sujet d'intenses recherches. Dans
notre travail, nous avons voulu mettre en évidence comment les interactions entre les particules
colloïdales in�uencent le dépôt, à l'aide de colloïdes superparamagnétiques.

Nous avons d'abord étudié l'in�uence des interactions dipolaires sur la suspension de par-
ticules. Nous avons caractérisé l'état d'équilibre thermodynamique atteint par les suspensions
avec des mesures expérimentales systématiques. Nous avons montré que diminuer la viscosité
pouvait être un moyen d'accélérer des simulations numériques. Nous avons utilisé ce processus
pour accélérer des simulations et étudier une gamme de fractions volumiques jusqu'alors in-
explorée. Nous avons montré que des fractions volumiques élevées conduisaient à des chaînes
plus longues que prédit. Nous avons alors proposé une modi�cation des modèles actuels.

Nous nous sommes alors concentrés sur les gouttes en évaporation. Nous avons examiné
les �ux dans nos suspensions et montré qu'il existait une concurrence entre l'e�et "co�ee-ring"
et l'instabilité de Marangoni. Nous avons alors caractérisé les dépôts obtenus sous un champ
magnétique constant, et montré l'in�ence de ce paramètre et de l'instabilité de Marangoni
sur ces dépôts. Nous avons mis en évidence une transition dans le comportement des dépôts
lorsque l'interaction entre les particules et le substrat devient attractive.
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Preamble

Self-assembly of superparamagnetic colloids and evaporation of colloidal droplets are two
areas of intensive research. However, no previous work, to our knowledge, has been studying
how those two topics mix together. The main objective of our work is then to study how
self-assembly of superparamagnetic colloids in�uences the evaporative deposit of a droplet
containing those colloids. In order to e�ciently introduce and describe our work, the �rst
part of this manuscript gives a general introduction to the physics and properties of colloidal
systems, as well as the thermodynamics of evaporating droplets and magnetic assemblies. Each
of this topic is described in a separate chapter since the literature on both topic is independent.

After this state of the art, this manuscript gathers a selection of scienti�c articles written in
the scope of my PhD thesis. Those articles are divided in two sections, classifying our research
as self-assembly or evaporation themed. However, the last evaporation papers actually describe
evaporation of droplets containing self-assembled superparamagnetic colloids. For each article,
we brie�y describe the motivations of the study along with the setup used, and the main results
are brie�y discussed. Each of those summaries are followed by the original and complete paper.
Eventually, conclusion and perspectives from our whole work are described at the end of this
manuscript.
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Chapter 1

Superparamagnetic colloids

If you ask anyone on the street what is the common point between ink, paint, fog, blood,
milk and co�ee, they will probably have a hard time to �nd a convincing answer... However,
if it turns out that this person has a scienti�c background in multiphase systems, he should
answer pretty fast that they are colloidal systems. In other words, they consist of tiny particles
(from a few nanometres to a few tens of micrometres) suspended in a continuous phase. This
common aspect of their constitution gives them some common physical properties. Therefore,
understanding and mastering colloidal behaviours leads to applications in various �elds such as
printing, food handling or crime scene analyses. This �rst chapter o�ers a glimpse of the general
properties and topics concerning colloidal suspensions and gives the required background in
order to understand the main results of our research.

1.1 Colloids

Figure 1.1: Various types of colloids depending on the thermodynamic state of dispersed and
continuous phase. Pictures represents, from left to right, then from top to bottom : whipped
cream, shaving foam, marshmallow, suitcase foam, clouds, liquid spray, mayonnaise, milk,
butter, cheese, smoke, suspended dust, co�ee, paint, zircon gemstone and selenium ruby (a
type of coloured glass).

There is no rigorous de�nition of colloids which is accepted by the whole scienti�c commu-
nity. [1] The most cautious authors de�ne them as a dispersion of small particles (with varying
size limitations, but comprised between the nanometre and a few hundreds of micrometre) in
a continuous media [2�4]. Depending on the thermodynamic state of each phase, this gives
various types of colloids which all have their own speci�c name, as illustrated in Figure 1.1,
along with a few common examples. Typical structure of colloids, on a microscopic scale, is
shown in Figure 1.2.
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CHAPTER 1. SUPERPARAMAGNETIC COLLOIDS

Figure 1.2: Typical structure of a colloidal suspension. The colloid is constituted by a contin-
uous (or dispersing) phase, noted α, and a dispersed phase, noted β. The radius (or typical
size) R of the suspended particles ranges from between the nanometre and a few hundreds
of micrometre. A typical example of Brownian motion is represented in dotted lines for the
central particle. The Péclet number, sometimes used in the de�nition of colloids, explicitly
depends on the di�usion coe�cient of this motion. The Brownian motion results from the in-
teraction between the resulting force from the weight and the buoyancy of the particles ~P and
the random thermodynamic force ~ξ due to collisions with molecules of the continuous phase,
according to Langevin theory. [5]

However, some other authors prefer to de�ne the colloidal suspensions as suspensions where
the dispersed particles present a Brownian motion, due to ~ξ, the random thermodynamic force
arising from the collisions with surrounding molecules of the continuous phase [5]. According to
this, a suspension is colloidal if the displacement due to the Brownian motion is signi�cant when
compared with the displacement due to other motion mechanisms. Usually, the sedimentation
(or �otation) due to ~P , the resulting force from the weight and the buoyancy of the particles,
is used as the reference for this comparison [6, 7]. This de�nition is often more restrictive
than the previous one. Indeed, it excludes every case where the continuous phase is solid,
unless you consider that zero is signi�cant in comparison with zero, which can be kind of
tricky... Nonetheless, it has the advantage to highlight one common property of almost all
sols and aerosols. In the case of sols, it is easy to demonstrate that, in usual conditions,
small particles have a Brownian motion signi�cantly higher than their sedimentation. The
comparison between those two motions is usually made through the Péclet number

Pe =
D

vL
, (1.1)

where D is the di�usion coe�cient of the particles, v is the characteristic sedimentation speed
and L is a characteristic length of motion. If we approximate the particles as spheres of radius
R, the Stokes-Einstein relation gives

D =
kBT

6πRη
, (1.2)

with kB the Boltzmann constant, T the temperature, and η the viscosity of the �uid. Further-
more, the sedimentation speed can be obtained by equaling the Stokes force to the weight of
a particle, minus the buoyancy

6πRηv =
4

3
πR3 4 ρg ⇔ v =

24 ρR2g

9η
, (1.3)

with g the gravitational acceleration and 4ρ the di�erence between the density of the particle
and those of the �uid. We then have Pe = D

vR = 3kBT
4πR44ρg . By considering 4ρ ≈ 103 close to
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the water density, usual room temperature T ≈ 300 K and g = 9.81 ms−2, we obtain

Pe ≈ 10−25

R4
. (1.4)

Assuming that Brownian motion is signi�cant if Pe>0, 1, this leads to a condition on the
particles radius R<1 µm. This is then in agreement with the micron limit for the size of
particles. Moreover, it is often considered that a colloidal particle should be much bigger than
the molecules of the dispersed phase in order to di�er from usual solutions, i.e. R>10 nm
[8]. This somehow gives concrete grounds for the aforementioned size limitation of colloidal
particles, and is particularly relevant for colloids with a �uid continuous phase as the ones on
which we will focus in this thesis.

Another topic which concerns every colloid, particularly when the continuous phase is �uid,
is their stability. Actually, from a thermodynamic point of view, all colloids are in a metastable
state. [7] Indeed, (at constant temperature) the presence of interface between dispersed and
continuous phases either increases the (free) energy of the system or decreases it. If it increases
the energy, then the global minimum of energy is when there is the least possible interface.
Which is achieved with a macroscopic segregation of both phases. If the presence of interface
decreases the energy, then the minimal energy is achieved with a homogeneous mixture of the
components, i.e. with a dissolution of the dispersed phase. Therefore, colloidal dispersion is
never the state with the absolute minimal energy. However, they might still be stable, i.e. the
dispersed phase can stay dispersed on arbitrarily long times. When the continuous phase is
�uid, this is nevertheless not obvious and requires a stabilization of their interface. Indeed, at
such small scales, the particles are subjected to signi�cant Van der Waals interactions, creating
an attractive force between them. When two solid particles, much bigger than a molecule of
their constituent material, are close enough to each other (i.e. the distance between their
surface is much smaller than their diameter), this force scales as FV dW = AR/(12 z2), where
A is the Hamaker constant (A = 2.43 10−20J for water) and z the distance between the
surfaces of the particles [9]. This attractive force tends to agglomerate all particles, thus
creating a macroscopic separation of both phases. Any stabilization process has to overcome
this attraction by creating a repulsion between the particles.

While various repulsive forces may occur between micrometric particles, the most abundant
is the electrical double layer repulsion [10]. This interaction describes the repulsion between
two charged particles (with the same electrical charge) immersed in an �uid containing free
ions. Actually, there are several ways a colloidal particle can get a net electric charge when
immersed in a polar solvant like water. Ranging from ion adsorption to ionisation via ion
dissolution, all those phenomena give a similar net charge to similar particles [3, 4]. For the
experiments in this thesis, we used particles covered with carboxyl groups (-COOH). In water,
those tend to ionize into (-COO− + H+), then giving a negative charge to the particles. The
dissociation rate of those groups is then obviously highly dependent on the pH of the solution,
from Le Chatelier's principle. Adding electrolytes which modi�es the pH is then a way to
control the charge of the particles. Besides, when a particle having a net charge is immersed
in a liquid containing free ions, these ions do not stay evenly distributed in the vicinity of the
particles. Indeed, they are attracting ions with opposite charges (unless speci�c adsorption of
surface-active ions), which is then creating a screening layer of electrical interactions. In more
details, the Stern-Gouy-Chapman model describes this layer as having two parts : an inner
layer (or Helmholtz layer) and a di�use layer, as illustrated in Figure 1.3. The inner layer
goes from the surface of the charged particles (and contains possible adsorbed ions) upto the
closest distance where fully solvated ions can approach the surface of the particles. The outer,
di�use layer contains ions in the solvant experiencing Brownian motion. Their concentration
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CHAPTER 1. SUPERPARAMAGNETIC COLLOIDS

Figure 1.3: Illustration of the ionic double layer around a charged colloidal particle. Picture
modi�ed from [3].

decreases exponentially with a typical length of decay called the Debye length λ,

λ =

√
εrε0kBT

2NAe2I
, (1.5)

where εrε0 is the e�ective electric permittivity of water, kB is the Boltzmann constant, T
the temperature, NA is the Avogadro number, e the fundamental charge of the electron and
I = 1

2

∑
i z

2
iCi the ionic strength of the continuous phase containing the various species of

ions with valence zi and concentration Ci. [9, 11] This length is often considered to be the
thickness of the di�use layer, or even of the whole screening layer. The decay of both these
layers strongly depends on the concentration of ions in the solvant, then making the electric
interactions between the particles highly dependent on this parameter. This create a complex
electric potential around the particles, depending on many parameters of the continuous phase
and the particles [1�4,6, 7, 10].

However, when particles repel each other e�ciently, this interaction can be approximated
by the electrostatic repulsion created beyond the Debye length λ [9]. The electrostatic repulsion
Fe between particles is then

Fe = λ−1 R1R2

R1 +R2
Z exp (D/λ) (1.6)

where R1, R2 are the radii of the two interacting particles, D is the distance between the
surfaces of the particles and Z is a so-called "interaction constant"

Z = 64πε0ε

(
kB T

e

)2

tanh2

(
eψ0

4kB T

)
, (1.7)
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Figure 1.4: Interaction energy given by DLVO theory for various surface charge σ (and then
for various surface potential ψ0). Figure modi�ed from [9].

with ψ0 the surface potential. Regarding particles charged by ionisation corresponding to the
release or adsorption of a H+ (or OH−) ion, the potential ψ0 is �xed by the pH of the solution
through the Nernst equation [3,10]. (Then the H+ or OH− ions are then said to be Potential-
determining ions) An appropriate bu�er solution can then �x it. However, it is clear that the
concentration of the bu�er has an in�uence on the Debye length and the e�ective electrostatic
interaction between the particles.

The theory describing the combined e�ect of these two interactions, van der Waals force and
double layer interaction, is called the DLVO theory, in reference to B. Derjaguin, L. Landau,
E. Verwey and T. Overbeek. The resulting potential is pictured in Figure 1.4 for various
possible situations. As can be seen in this graph, various qualitatively di�erent behaviours can
occur. When the double layer repulsion is strong enough, it creates a potential barrier which is
typically much higher than the thermal energy kBT , preventing the particles to stick together.
In this case, the colloidal suspension is said to be stable. When the double layer repulsion
decreases, e.g. because of a change of ions concentration, a secondary minimum appears. In
some conditions, this minimum can have a sharp shape with a few kBT depth, while the
barrier still prevents particles to reach the primary minimum. In this case, the particles can
form lose agglomerates, or �ocs which can be easily broken by mechanical agitation. This
process of reversible agglomeration is often referred to as �occulation. Depending the size of
the agglomerates and whether or not an equilibrium can be achieved between the �ocs and
the initial particles, a suspension where �occulation occurs can be considered as stable or
not... Eventually, if the energy barrier decreases below a few kBT , the particles then reach the
primary minimum and begin to form permanent aggregates which will eventually sediment (or
�oat depending on their relative density). When this kind of aggregation occurs, the suspension
is unstable. While many authors make distinction between �occulation, aggregation and/or
agglomeration, there is no consensus on which case each word should be used [12�14].

Of course, additional forces may appear between colloidal particles and modify their inter-
action energy. In some cases, the particles are even manufactured in order to present some
properties such as electric dipole, magnetic susceptibility, complex surfaces (Janus particles),...
Those properties often o�er some possible manipulation of the particles, possibly leading to

7
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reversible or irreversible self-assembly of an initially stable suspension. In the frame of this
thesis, we used superparamagnetic colloids. In order to understand their speci�c interactions,
the next section presents some notions of magnetism.

1.2 Magnetic interactions

Magnetic materials are often used in applications to move objects without contact, like in
motors or actuators. At the scale of colloidal materials, this is possible too. For micromet-
ric particles, classical magnetic behaviors (i.e. ferro- para- and diamagnetism), can still be
observed [15�17]. Furthermore, a class of extensively used colloids are superparamagnetic
colloids [18]. Those composite particles are combining a quasi-zero remanent magnetization,
typical from paramagnetic materials, and a high magnetic response, typical from ferromag-
netic materials [19�21]. In applications, the superparamagnetic colloids are functionalized to
capture speci�c targets, which can then be manipulated through magnetic �elds. This leads
to several applications such as protein isolation, cell separation, waste capture, bacteria pro-
cessing, chromatography, etc [18, 19, 22�30]. An example of such interactions is illustrated in
Figure 1.5, where superparamagnetic colloids are used to separate RNA molecules from cells
sample. In such application, the outer layer of the particles is functionalized in order to bind
to the RNA, which can then be isolated and manipulated through external magnetic �elds.

Figure 1.5: Picture from [31]. Illustration of an application of superparamagnetic colloids.
The surface of the colloids is functionalized in order for them to bind to RNA. They are then
removed with the RNA from the rest of the sample thanks to magnetic �elds.
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Figure 1.6: Characteristic structure of a superparamagnetic coilloidal particle. 1: Inclusion of
ferromagnetic nanoparticle 2: Diamagnetic shell. 3: Superparamagnetic core, containing the
ferromagnetic nano-inclusions in a diamagnetic matrix. Practically, the diamagnetic matrix
and the shell can be made of the same diamagnetic material, depending on the manufacturing
process. The surface of the shell can be covered with functional groups, for speci�c applications
or in order to stabilize the suspension [20].

Superparamagnetic colloids are magnetic nanoparticles (being a magnetic monodomain)
inserted in a matrix of non-magnetic material (polystyrene or silica) to obtain particles with
diameter d ranging from 100nm to a few micrometers [32]. This core is then surrounded by a
diamagnetic shell. This shell makes that the particles can be assimilated as magnetic dipoles,
without taking into account the details of the core structure, even when two particles are
touching each other [20]. Such a structure is illustrated in Figure 1.6. The paramagnetic
properties of the whole particle comes from the fact that there is no long-range order between
the ferromagnetic inclusions. Such inclusions, due to their small size implying a low magnetic
cohesion energy, are actually already superparamagnetic, since thermal agitation can reverse
their magnetic orientation on a time scale much smaller than the observation time. The time
required to reverse this orientation is called the Néel time and highly depends on the materials
and the size of the sample [33]. Without external magnetic �eld, the colloidal particle has
thus no remanent magnetic moment, which is characteristic of paramagnetic materials. When
immersed in a magnetic �eld, it gets a reversible induced magnetization because the orientation
of the magnetic moment of each nano-inclusion acquires a preferential direction along the
�eld. Their magnetization process is illustrated in Figure 1.7. Moreover, inclusions are often
embedded in the diamagnetic center of the particle, creating a superparamagnetic core.

A wide range of experimental situations have shown the e�ciency to approximate super-
paramagnetic colloidal particles as spherical dipoles for modelling purposes [19,20,25�28,30,32,
34�38]. This means the magnetic dipole ~µ is a su�cient parameter to describe every other mag-
netic property of a given particle. Indeed, spherical dipoles are equivalent to point dipoles [39]
and create a magnetic �eld

~Bµ =
µ0

4π

3 (~µ · ~er)~er − ~µ
r3

, (1.8)

at any point ~r if the dipole is at the origin ~r = ~0, with µ0 the magnetic permeability of
vacuum and ~er = ~r/|r|. It is worth noting that if the dipole is not surrounded by vacuum, this
relation remains true if µ0 is replaced by the magnetic permeability of the surrounding medium.
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Figure 1.7: Picture modi�ed from [33]. Illustration of the magnetization process of a super-
paramagnetic particle. The �uctuating magnetic moment of the nanoinclusions are pictured in
the above pictures, depending on the external magnetic �eld B. The global magnetic moment
of the particle is represented by an arrow on the bottom line.

However, common diamagnetic media, such as water and air, have a magnetic permeability
close to µ0. It is thus a good approximation to use µ0 to compute the �eld in these media.
Any dipole immersed in an external �eld ~B(~r) and at position ~r also has a magnetic energy
U(~r, ~µ) = −~µ · ~B(~r). The potential energy of magnetic interaction between two dipoles ~µ1 and
~µ2 is then given by

U(~r, ~µ1, ~µ2) =
µ0

4π

~µ1 · ~µ2 − 3(~µ1 · ~er)(~µ2 · ~er)
r3

, (1.9)

where ~r is then the vector going from the position of the �rst dipole to the position of the
other one.

By de�nition, in case of (super-)paramagnetic materials, as long as the amplitude of the
external magnetic �eld ~B = B~ez, ~ez being a unit vector pointing in the direction of ~B, is under
some saturation value, the dipolar moment of a given particle of radius R can be expressed as

~µ =
χ4πR3 ~B

3µ0
, (1.10)

with χ the particle susceptibility and µ0 the magnetic permeability of vacuum. If the magnetic
�eld ~B is over that saturation value, the magnetic susceptibility χ cannot be considered to be
a constant any more. From Eq. (1.10), we can infer that these particles have a magnetic energy
Um ≡ −~µ· ~B = −χ4πR3/(3µ0) ~B · ~B, and that they all have a magnetic moment in the direction
of the �eld (unless they have a susceptibility χ ≈ 10, the �eld created by the neighbouring
dipoles has a negligible amplitude in comparison with the external �eld). Moreover, from Eqs.
(1.10) and (1.8), the potential energy of the magnetic interaction between two particles can be
expressed as

U(r, θ) =
χ24πR6B2

9µ0

(
1− 3 cos2 θ

r3

)
, (1.11)

if θ = cos−1 (~ez · ~er). Two particles thus tend to attract each other and to create a pair
of particles aligned with the external magnetic �eld ~B, since the minimum value of their
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Figure 1.8: Diagram of the magnetic interaction potential. The di�erent parameters of U(r, θ)
are illustrated in this diagram, and the attractive and repulsive zones of ~Fr are bounded by
the dotted lines. The background shading indicates the value of U at each point, from black
(very negative) to white (very positive). The main gray color denotes a negligible magnetic
energy.

interaction energy is reached when θ = 0 or π, and r is minimal (i.e. r = R for solid particles).
It is worth noting that the radial part of the magnetic force

~Fr = −∂U
∂r
~er =

χ24πR6B2

3µ0

(
1− 3 cos2 θ

r4

)
~er (1.12)

vanishes if θ = cos−1 1/
√

3 ≈ 55◦ or θ = cos−1(−1/
√

3) ≈ 125◦ and is repulsive if 55◦ < θ <
125◦. It is attractive in all other cases. The magnetic interaction potential as well as the
attractive and repulsive zones of ~Fr are illustrated in Figure 1.8.

This interaction notably implies that when two particles are immersed in a constant and
uniform magnetic �eld ~B, they reach a stable con�guration when they touch each other and
are aligned with this external �eld ~B. This might lead the particles to self-organize into chains
aligned with the �eld [19,25,26,32,34�37].

When it comes to describing the behaviour of colloidal particles, which are highly sensitive
to the thermal agitation, it is convenient to introduce the parameter Γ, which compares the
maximal absolute value of magnetic interaction energy with the thermal energy :

Γ ≡ −Um
kBT

=
χ2πR3B2

9µ0kBT
(1.13)

where Um = U(2R, 0) is the minimum of the magnetic interaction energy, reached when two
particles are in contact (r = 2R in Eq. (1.11)) and they are aligned with the external �eld
(θ = 0 or π). Given this de�nition of Γ, the magnetic interaction energy can be written, from
Eq. (1.11),

U = −kBTΓ
8R3

r3

(
1− 3

2
sin2 θ

)
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or, when particles are in contact,

U = −kBTΓ(1− 3

2
sin2 θ). (1.14)

This parameter Γ then gives a quick idea to determine if the magnetic interaction has a
signi�cant in�uence on the system, given its thermal agitation.

Figure 1.9: Figure from [40]. A magnetically assembled swarm of colloidal particles can be
used as a mean to prevent di�usion in a microchannel.

Currently, some research is still performed on the stable assemblies of magnetic dipoles
[41�47]. More complex structures of superparamagnetic colloids can also be obtained by using
rotating �elds, even possibly leading to microswimmers or tracers of local dynamics [38, 48�
57]. Those complex structures open ways to new kind of applications as they have unique
optical properties and o�er tunable structures able to adapt to their environment and execute
functional tasks [38,40,50,53]. An example of such �exible self-assembled structure is presented
in Figure 1.9. The next section describes the basic notion of self-assembly dynamics for the
simplest con�guration, i.e. when superparamagnetic colloidal particles are immersed in a
constant and homogeneous magnetic �eld.
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1.3 Self-assembly dynamics

As explained in the previous section, when paramagnetic colloids are immersed in an external
magnetic �eld B, they form chains aligned with this external �eld. This process is illustrated
in Figure 1.10. Moreover, this aggregation is reversible meaning that the chains break up if the
magnetic �eld ~B is suppressed, due to their almost zero remanence [26,54,58]. Experimentally,
chains of several particles are typically observed [32, 34, 36] and the growth is successfully
described on short time (typically up to 300s) by a Smoluchowsky equation, predicting a power
law behavior of the mean size of the chains 〈s〉 ∝ tz after a transient behavior [32,34�37]. Such
chains can be useful in applications since they enhance the magnetophoresis of the particles,
as illustrated in Figure 1.11 [19,20].

Figure 1.10: Pictures of the formation and growth of chains of superparamagnetic colloids
immersed in a magnetic �eld. Images were obtained with a reversed optical microscope with
transmitted light and a 10X lens.

Figure 1.11: Pictures from [19]. Magnetophoresis of chains of colloids in an inhomogeneous
�eld from a permanent magnet. The chains are aligned with the local direction of the �eld,
but drift in the direction of the �eld gradient. The time between each picture is 120 s, the �rst
picture being taken when the magnet is placed close to the suspension. A video of the process
is available at http://www.youtube.com/watch?v=MyTXF0SPWTU [19].

The usual Smoluchowsky equation is written by assuming that particles are irreversibly
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aggregating [26,32,34,36]. It is then obtained

dAs
dt

=
1

2

∑

i+j=s

KijAiAj −As
+∞∑

j=1

KsjAj , (1.15)

where As is the number of chains with length s and Kij is the aggregation rate of a i-length
chain with with a j-length chain. This parameterKij is also called the reaction kernel. The �rst
term in the above equation represents the aggregation of two smaller chains into a chain with
length s. The second is related to the aggregation of such chains with others. This equation
only takes into account binary aggregation and is therefore only valid for low concentration of
particles. In order to solve this equation, one has �rst to �nd the expression of the Kij as a
function of i and j. It has been solved for spherical particles with radii ri and rj which are
freely di�using and aggregate when they come into contact. In this case, the reaction kernel
is written

Kij = 4π(ri + rj)(Di +Dj),

where Di is the di�usion coe�cient of a sphere with radius ri [36]. That kernel is called
the Brownian kernel. It is the usual starting point for theoretical development aiming to
determine Kij in the case of superparamagnetic colloids [26, 32, 37], which are not spherical
any more when s > 1 and have an anisotropic interaction along di�usion. It is commonly
assumed in theoretical models that particles and chains can only aggregate from tip-to-tip,
since the magnetic interaction is only attractive if particles are more or less aligned with the
magnetic �eld, as expressed in Equation (1.12). Then, the chains keep the same cross-section
as the particles regarding aggregation. From there, the kernel dependency regarding the length
of the chains is only related to their di�usion coe�cient. If one assumes this dependency has
the form Di ∝ iγ , it implies Kij ∝ iγ + jγ . In this case, at long time scale, the mean length of
the chains 〈s〉 evolves as

〈s〉 ∝ (t/tB)z , (1.16)

with the time t, tB a characteristic time scale and z = 1
1−γ [35]. Such a behaviour has been

observed both numerically [37] and experimentally [26,32,36]. Experimentally, values of z are
obtained between z = 0.4 and z = 0.8. Those values vary with the system's dimension (2D or
3D). It seems that it also depends on the volume fraction of the particles φ and the parameter
Γ [32, 36]. The most recent and e�cient scaling for the characteristic time tB, in the case of
di�usion-limited aggregation, is given by [32,33]

tB =
6πηR3

24
[
(1/3)1/2 − (1/3)3/2

]
Umφ

. (1.17)

The previous developments successfully model a wide range of situations on a time scale
of several minutes. However, those chains do not grow forever and become arbitrarily long.
Indeed, after some time, due to the competition between magnetic attraction and the mixing
entropy of the system, which tends to maximize the number of various chains, the suspension
should reach a thermodynamic equilibrium characterized by a minimum of the free energy of
the system. [33] The next section introduces the notions required to model this equilibrium.
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1.4 Self-assembly equilibrium

While the previous studies have explored the kinetics of the formation of chains of superpara-
magnetic colloids, only a few works have been performed on their thermodynamics. This is
although particularly relevant, since it has been predicted that self-assembled chains of super-
paramagnetic colloids should reach a state of thermodynamic equilibrium [19, 25]. Indeed, it
has been shown numerically that the mean size of the chains 〈s〉 saturate after some time,
as illustrated in Figure 1.12. The equilibrium value of this parameter 〈s〉 depends on various
parameters that Faraudo et al. modeled based on some thermodynamic considerations. This
section describes the basic notions and equations to understand their model and its limitations.
More detailed demonstrations can be found in Appendix A.

Figure 1.12: Pictures modi�ed from [25] and [19]. Left: illustration of the saturation of the
mean length of the particles 〈s〉 along time. Right : evolution of the mean length of the chains
at equilibrium as a function of the predicted length N∗ =

√
φ0 exp (Γ− 1).

When particles are mixed in a �uid and can form linear agglomerates, the chemical potential
µs of a particle in a chain of size s can be written as [9, 25]

µs =
1

s

[
kBT ln

(
φs
s

)
− (s− 1)εm

]
+ µ0, (1.18)

where the �rst term comes from the mixing entropy, and the second is due to the binding
energy between two particles. Each bond between the constituting particles is considered to
be −εm, and it is assumed the particles only interact with their �rst neighbour. The term
µ0 represents the other possible contributions and is often considered as not depending on s
(see Appendix A for more details). The thermodynamic equilibrium is characterized by the
equality of all the chemical potential, then µ1 = µs, ∀s ∈ N0. Moreover, the total volume
fraction of the particles φ0 being constant (i.e. the volume fraction of single particles before
agglomeration arises), if one de�nes φs as the volume fraction of the chains of length s, we can

write this constraint as φ0 =
∞∑
s=1

φs. These two constraints, with a few approximations, lead

to a value of

〈s〉 ≈
√
φ0 exp (Γ− 1). (1.19)

To write this, it has been assumed that the binding energy εm is the mean magnetic energy
of two particles in contact which can be averaged as βεm ≡ Γ − 1, where β = (kBT )−1. This
model has been tested by Faraudo et al. on various conditions [19, 25, 33]. Their main results
are illustrated in Figure 1.12.
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1.5 General motivations and open questions

As we described it previously, complex structures of superparamagnetic colloids can lead to
various applications such as microswimmers or tracers of local dynamics [38, 48�57]. The
originality of those applications arises from the unique optical properties and tunability of the
structures which are able to adapt to their environment and execute functional tasks [38,50,53].
However, the previous studies about those complex structures focused on their properties,
without having a deep understanding of their formation process. The only system for which
some model of growth has been published in the literature is the colloidal chains formed under
constant magnetic �elds.

Regarding this particular system, on one hand, the early self-assembly dynamics of super-
paramagnetic colloids under constant magnetic �eld has been extensively studied, with both
experimental measurements and numerical simulations [26,32,34�37]. On the other hand, when
we began this thesis, the thermodynamic equilibrium reached by this system had been tested
numerically extensively by their authors [25]. No experimental measurements had systemat-
ically tested it. Since this model predicts a completely di�erent behaviour than the previous
studies, a complete and systematic experimental characterization of this equilibrium seemed
necessary in order to con�rm the model and the simulations results. This statement was even
more critical since the situations with high total volume fraction φ0 were still problematic to
explore numerically [33]. Indeed, the high number of particles involved made the computing
time extremely long... The only way to circumvent this di�culty was to consider that the
agglomeration of a particle with chain is irreversible, then decreasing the number of objects
to simulate along time. However, this is fundamentally incompatible with the de�nition of a
dynamic equilibrium, where links between particles are supposed to be created and destroyed
at the same rate. The previous hypothesis would then only allow zero rates of creation and
destruction. Those rates corresponds only to the case where a high magnetic �eld (implying
a quasi-zero destruction rate) is applied on a very dilute suspension (implying a quasi-zero
creation rate), which is limiting.

There was then a call for more complete description and an experimental characterization
of colloidal chains formed under constant magnetic �elds. Indeed, we needed to consolidate
our knowledge about this model system, and this could lead to some unexpected discoveries.
Moreover, it was a �rst step into achieving a deep understanding of the more complex systems
used in applications.

1.6 Personal contribution

The �rst part of our work, presented in this manuscript, focuses on an experimental study of
this thermodynamic equilibrium. We �rst present and discuss some systematic experimental
measurements in Chapter 4 [59], and report some deviations of experimental measurements
with the current model. We then introduce a viscosity scaling of the dynamics of the system,
and show how it can be used to accelerate high volume fraction simulations in Chapter 5 [60].
We then present some numerical and experimental measurements on the equilibrium reached
in this condition. We show that it is interesting to consider interactions between the formed
aggregates to have a more accurate model, and we proposed a modi�cation of the analytical
model in Chapter 6 [61].
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Chapter 2

Evaporative deposits

The evaporation of colloidal droplets is an omnipresent phenomenon around us. From the stain
of spilled co�ee on our kitchen tables to the painting of our o�ces walls, via blood stains on a
crime scene, there are numerous cases where droplets of colloids fall around and dry, leaving
their solid content on a substrate once all the liquid is evaporated. Sometimes, we consider
the left pattern as pollution or waste, as for the example of the co�ee stain on the kitchen
table. On other situations, it is used in application as when it comes to painting, possibly on
micro- or nano-scales [62, 63]. In the case of blood droplets, it is a source of information on
crime scenes [64, 65], and is foreseen as a possible diagnostic tool [66, 67]. For these reasons,
and many others, the evaporation of sessile colloidal droplets is currently a topic of intense
research [68�75]. This chapter introduces some generic phenomena which occur in evaporating
colloidal droplets.

Figure 2.1: Example of evaporating colloid droplets/deposits. a) A co�ee stain made by a mug
has dried out and left a characteristic stain on the substrate. One can see that the borders of
the stain are darker than its centre. b) A drop of Chinese ink is drying on a paper surface. c)
Droplets of blood have been spilled out on a �at surface and are evaporating.

2.1 Co�ee-Ring

One of the most abundant phenomena in evaporating droplets of colloids is the so-called "co�ee-
ring" e�ect [76]. This nickname emphasizes the fact that particles tend to migrate to the edge
of an evaporating droplet, leading to a ring-like deposit, which is typically observed in every-
day co�ee stains, as illustrated in Figure 2.2. The �rst model of this phenomenon is usually
attributed to Deegan et al. [77, 78]. Their model states that a global current exists in the
droplet, from the centre to the edge. This current results from the combination of three main
phenomena. Firstly, the evaporation rate at the surface of the droplet is not homogeneous. If it
is determined by the di�usion of water vapor from the droplet to a distance far from its surface,
the evaporation rate is indeed higher at the edge of the droplet due to its geometry. Secondly,
the contact line tends to be pinned on the substrate at the beginning of the evaporation. This
is even reinforced by the colloidal particles deposited at that location. Thirdly, the shape is
�xed by the surface tension, i.e. a spherical cap for small droplets (smaller than the capillary
length). The uneven distribution of the evaporation rate, if the liquid was not moving, would
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Figure 2.2: Illustration of the typical deposit left by an evaporated droplet of co�ee. As can
be seen, the edge of the droplet is darker than the centre, showing that most of the colloidal
particles are located in the border of the droplet.

create a kind of a bell shape. The surface tension then induces outward �ows in order to keep
a spherical cap shape, with a �xed edge. This process is illustrated in Figure 2.3. This �ow
then pushes the particles to the edge of the droplet, where they are deposited.

Figure 2.3: Illustration of the mechanism leading to the co�ee ring. The evaporation rate at
the surface of the droplet is represented by blue arrows. After a while, the resulting shape
of the droplet, if the liquid was not moving, is given by the dashed line. The solid line gives
the actual new surface of the droplet, as the liquid moves accordingly to the grey horizontal
arrows. Figure modi�ed from [79].

Deegan et al. also performed a series of original experiments with droplets con�ned in
various geometries of boxes. [78] Those boxes were designed to modify the spatial dependency
of the evaporation rate at the surface of the droplet. They then showed that the deposit
depends on the evaporation rate's pro�le and intensity. In order to study systematically the
evaporation of droplet, one has then necessarily to design an evaporative chamber. Such a
chamber not only determines the spatial dependency of the evaporation rate, but also ensures
that no air stream is modifying the transport of the water vapour. Indeed, such air stream
would also modify the evaporation rate. Moreover, the concentration of water vapour in the
air surrounding the droplet also determines the evaporation rate and then the velocity of the
�uid and the suspended particles. The air humidity is then another crucial parameter of the
system.

While the pioneer work of Deegan et al. modelled the mean outward �ows in an evaporating
sessile droplet, an analytical equation describing the entire velocity �eld has been developed
by Hu and Larson [80]. Namely, they describe the radial component of the velocity �eld
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Figure 2.4: Picture modi�ed from [80]. Velocity �eld inside an evaporating sessile droplet, as
computed by Hu and Larson, in agreement with their analytical solution. [80] The outward
�ow is responsible for the co�ee-ring e�ect by advecting the colloidal particles to the edge of
the droplet.

ur = ũRRd/tf as
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where t̃ = t/tf is the dimensionless time t divided by the total time of evaporation tf , r̃ = r/Rd
is the dimensionless radial coordinate r divided by the contact radius of the droplet Rd. The
dimensionless vertical coordinate z̃ = z/h0 is the ratio between the vertical coordinate z and
the initial height of the droplet and the centre h0, while the parameter λ(θ) = 0.5 − θ/π is a
function of the contact angle θ. The dimensionless evaporation rate J̃ = J(0, θ)/(ρh(0, t)) is
the evaporation rate at the centre of the droplet J(0, θ) over the current height at the centre of
the droplet h(0, t) and the �uid density ρ. The evaporation rate J(0, θ) can be approximated
as of function of the contact angle as

J(0, θ) =
D cv(1−H)

Rd

(
0.27θ2 + 1.30

) (
0.6381− 0.2239(θ − π/4)2

)
, (2.2)

where D is the water vapour di�usivity, H the humidity of the evaporation chamber and cv the
saturation value of the vapor concentration (so that the vapour concentration far the droplet is
H cv). It is interesting to notice that, when the height h(0, t) ≡ h of the droplet tends to zero,
one can determine a scaling of this radial velocity. Indeed, for any �xed coordinate r̃ and z̃,
and assuming we are in a linear regime for the decrease of the volume (with Rd >> h), which
is often the case [72,80] (i.e. 1− t̃ = h̃), the dominating term (the �rst one) in Eq. (2.1) goes

like h̃−3. This gives a scaling of ur ∝ h30
h3

Rd
tf
.

However, even if this co�ee-ring e�ect is omnipresent, various other phenomena can occur
in an evaporating droplet and modify its eventual deposit. The next section describes what
happens when a gradient of surface tension creates some Marangoni recirculation.
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2.2 Marangoni

When a droplet of pure liquid is evaporating, the evaporation process consumes some energy.
Actually, a heat �ux Jh is associated to the mass �ux J through the latent heat of evaporation
HW : Jh = HWJ . This heat �ux Jh = −k~∇T , from Fourier's law, then induces a variation
of the surface temperature of the droplet. In turn, this change of temperature can induce a
variation of surface tension, then leading to a surface stress along the interface of the droplet,
creating so-called Marangoni �ows.

Figure 2.5: Deposit obtained from reversed sessile drop (i.e. a droplet suspended on the bottom
side of a glass plate). The honey-comb like pattern is generated by the recirculation cells of
a Marangoni instability. Particles trapped at the interface (due to gravity) are located at the
location were the velocity of the �uid goes up, inward the droplet. The initial suspension was
PBS diluted to volume fraction 5. 10−2 with volume fraction 5. 10−4 of M1-070/60 particles
from Estapor.

The importance of the surface tension stress compared to the viscous dissipation leads to
the dimensionless Marangoni number Ma, which is written in our case [81,82]

Ma = − dσ
dT

4T0 tf
ηRd

, (2.3)

where σ is the surface tension of the �uid, 4T0 is the di�erence between he temperature at the
edge Te and at the top center Tc of the droplet (the top is usually colder since the substrate
heats the edge), and η is the viscosity of the �uid. Taking into account this additional stress
at the surface of the droplet, Hu and Larson derived an additional term in the velocity �eld of
Eq. (2.1) [81,82]

ũr,Ma =
Mah0h̃

4Rd

dT̃

dr̃

(
2
z̃

h̃
− 3

z̃2

h̃2

)
, (2.4)
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where T̃ is the dimensionless temperature de�ned as the ratio T̃ = (T − Tc)/(Te − Tc). When

h tends to zero, at �xed z̃, r̃ and dT̃
dr̃ , the last term is dominating and the radial velocity due

to Marangoni stress scales as ur,Ma ∝Mah2
0/(htf ).

Figure 2.6: Picture modi�ed from [81]. Velocity �eld inside an evaporating sessile droplet, as
computed by Hu and Larson, in agreement with their analytical solution taking into account
the thermal Marangoni stress. [81] A strong recirculation �ow is observed near the surface.
This recirculation can prevent the apparition of the co�ee-ring deposit [82].

Besides the temperature, any tensioactive agent in the droplet can create a Marangoni
stress. The �rst publication of Hu and Larson showed that such surfactant could counter-
balance the thermal Marangoni stress. [81] However, several studies have also shown that
those tensioactive Marangoni stress could also create a Marangoni stress leading to a recircu-
lation or even a Marangoni instability, where several recirculation cells appear on the radius
length. [83�86] Typical patterns obtained in these conditions are shown in Figures 2.7 and 2.5,
and are typically observed for Marangoni numbers of at least 102 of magnitude order.

Figure 2.7: Picture modi�ed from [86]. Deposit left after evaporation of a droplet of HCl
suspensions containing 0.01% solid w/v of microspheres, covered by an insoluble monolayer of
pentadecanoic acid. The hexagonal pattern comes from Marangoni(-Bénard) instability �ows
due to Marangoni stresses.

Another feature which can be created by Marangoni recirculation is the so-called Marangoni
eddy, previously described by Still et al. [84]. Actually, the Marangoni recirculation near the
edge of the droplet and can rearrange a part of the particles from the co�ee-ring. This creates
a secondary peak of density in the deposit, a bit further from the edge. That secondary peak
is called the Marangoni eddy. This pattern and its creation process are illustrated in Figure
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2.8.

Figure 2.8: Picture modi�ed from [84]. Picture a : Scheme of the mechanism creating the
Marangoni eddy. In this set-up, the surface tension gradient is due to accumulation of surfac-
tant at the interface. Picture b : actual deposit left after evaporation. A less dense ring of
colloids is observed below the co�ee-ring.

The co�ee-ring mechanism and the Marangoni stress allow to understand the �uid �ow
inside most of the evaporative droplets. However, the deposition of solid colloidal particles on
a substrate highly depends on the interaction between these particles and this substrate. The
next section describes the basic notions about how DLVO interactions between a substrate and
the suspended particles in�uence the eventual deposit.

2.3 Substrate

The interactions between the particles and the substrate also play a key role in the �nal
deposit. [11, 87, 88] Those interactions are usually dominated by the DLVO interaction we
introduced in Section 1.1. Given the geometry, the electrostatic interaction Fe can be written
as [9, 11]

Fe = −64π tanh

(
eψ0

4kBT

)
tanh

(
eψS

4kBT

)
dnkBTλ exp (z/λ) (2.5)

with previously de�ned notations, and ψS is the surface potential of the substrate, n is the
number of counterions (molecules by m3), z is the interdistance between the substrate and the
particle, kB is the Boltzmann constant, T the temperature and d is the particle's diameter.
It is then highly depending on the global ions concentration (through n and λ). For particles
covered by carboxyl termination (or other H+/OH− releasing or adsorbing groups), the pH
also modi�es this force, through λ and the surface potential of the particles.

Several authors have shown that modifying this interaction, through salt concentration
or modi�cation of the pH, could lead to some transition from co�ee-ring deposit to uniform
deposit. [11, 87, 88] Intermediate results where a co�ee-ring is observed with some particles
sticking in the centre of the deposit have been observed too. [87,88] The detailed morphological
properties of those deposits can also be in�uenced by both of those parameters, creating a way
to obtain amorphous or highly ordered hexagonal networks in the deposit. [88]

Bhardwaj et al. introduced the idea that the eventual deposit properties should rely on
the competition of the three mechanisms we have introduced so far. They summed up their
conclusion through a phase diagram (Fig.2.9). However, they were only able to test this
diagram on the axes, meaning that the intermediate states and transition between the various
deposit structures have not been completely described yet.
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Figure 2.9: Picture modi�ed from [11]. On top : mechanisms highlighted by Bhardwaj et al.
and their associated �nal deposits. Below : phase diagram proposed by Bhardwaj et al. to
explain the various �nal deposits shapes. With our notations, the scaling they proposed of
the various velocities are written Vrad ∝ J/ρ, where J is an average of the evaporation rate,
VDLV O ∝ Fe/(6πRη) and VMa ∝ (1/32)

(
dσ
dT θ

2 4 T/η
)
.
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2.4 General motivations and open questions

As we stated at the beginning of this Chapter 2, the range of applications and use of colloidal
deposits is really broad [62�75]. But up to now, research on the evaporative deposits of colloidal
droplets has tended to comprehend or control their properties through the composition of the
suspension. This composition has indeed a lot of implications regarding the Marangoni stress
and the DLVO interactions. While this is already very interesting, it might also be a bit
limiting. Indeed, that would mean that each given application requires a speci�c suspension.

A way to circumvent this limitation is to use a remote control which could change the
properties of the suspension. The main objective of our work is then to understand what
in�uence the self-assembly of superparamagnetic colloids can have on the �nal deposit. Indeed,
a signi�cant in�uence of magnetic self-assembly would mean that the magnetic �eld could be
used as a remote control of the evaporative deposit.

Moreover, this gives us a simple probe to characterize the in�uence of interactions between
the particles on the substrate, without modifying any other parameter. This then enables us
to describe systematically and in more details how the previous mechanisms, co�ee-ring e�ect,
Marangoni stress and substrate interactions, interact with each other to create the deposit
structure.

2.5 Personal contribution

In this manuscript, the part dedicated to evaporation begins by studying more in detail the
dynamics of the competition between Marangoni and co�ee-ring mechanisms in Chapter 7 [89].
We show that an evaporating droplet actually contain various regimes transitions and that these
regime have an determining leverage on the deposit. We then introduce how self-assembly can
in�uence the deposit properties, in appropriate conditions for e�ective DLVO interactions in
Chapter 8 [90]. We show that self-assembled structures can be deposited almost as is in on
the substrate, which opens new ways to manufacture micro-texturing. We then conclude by
proposing a model for the shape of the deposit density depending on the strength of the three
mechanisms with Chapter 9 [91]. In this model, the external magnetic �eld appears as a remote
control which can enhance the homogeneous deposition caused by DLVO interactions.
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Chapter 3

Objectives and plan

As we described in the previous chapters, self-assembly of superparamagnetic colloids and
evaporation of colloidal droplets are two areas of intensive research. However, no previous
work, to our knowledge, has been studying how those two topics mix together. The main
objective of our work is to study how self-assembly of superparamagnetic colloids in�uences
the evaporative deposit of a droplet containing those colloids. In order to do this, one has to
describe as accurately as possible the self-assembly of the particles as well as the phenomena
occurring during the evaporation of a droplet. Therefore, we also performed experiments
describing only the self-assembly or the evaporation of superparamagnetic colloids.

 

 

Figure 3.1: Summarized plan of the results Parts of the manuscript. Part II regroups articles
describing the in�uence of various parameters on the airtight suspension, while Part III presents
articles about evaporating droplets. Chapters 8 and 9 actually describe the evaporation of
droplets containing self-organizing superparamagnetic particles.

For the sake of clarity, the original work of this thesis is then divided in two parts. In
the �rst part, Part II of the manuscript, we describe the experiments performed with an
original setup in order to observe experimental realizations of the thermodynamic equilibrium
predicted by Faraudo et al. in airtight systems. We managed to produce an almost 2D
system in order to perform easier and more e�cient observations. In this part, we describe
the in�uence of three parameters on the self-assembly and the thermodynamic equilibrium of
the superparamagnetic colloids: magnetic �eld ~B, viscosity η and volume fraction φ. While
all Chapters 4,5 and 6 describe the e�ect of the magnetic �eld, Chapter 4 describe the widest
range of this parameter and how it can leads to unexpected ribbons con�gurations. Chapter 5
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describes how the particles self-organize in suspensions with various viscosities. Experimentally,
we prepared suspensions with various glycerol-water mixtures. We also performed numerical
simulations with decreased viscosities. Chapter 6 describes how the volume fraction of the
particles in�uences the thermodynamic equilibrium, both through experiments and numerical
simulations.

In the second part, Part III of the manuscript, we describe experiments performed within
an evaporation chamber where the liquid phase of the suspension evaporates along time. The
experiments end with the creation of a static dried deposit. Chapter 7 describes the tempo-
ral evolution of the �ows in the system thanks to PIV measurements. It also describes the
subsequent dried deposit. The next Chapters discuss how interaction between these �ows and
self-organization leads to various dried deposits. More accurately, Chapter 8 describes the
in�uence of the magnetic �eld on the �nal deposit. Finally, Chapter 9 describes the 2D con�g-
uration space of the �nal deposit produced by the interplay of magnetic �eld and Phosphate
Bu�ered Saline (PBS) concentration. This structure is summarized in Figure 3.1.
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Self-Assembly up to thermodynamic

equilibrium
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Chapter 4

Existence of ribbons

4.1 Motivations

When we began this thesis, no systematic experiment had been published to con�rm the
model of Faraudo et al., predicting the mean size 〈s〉 of the chains at equilibrium [19, 25, 33].
Since we were going to work under conditions where this equilibrium could potentially be
observed, it seemed natural to start our research work by an experimental characterization of
this equilibrium.

4.2 Setup and methods

We used an inverted microscope to observe a suspension of superparamagnetic colloids. A
droplet of the suspension is placed on a glass plate, covered by an epoxy layer except for a
central circular region. Some oil is added on the epoxy, to ensure airtightness, before the whole
sample is covered with another thin glass plate. An homogeneous and constant magnetic �eld
is then applied on the suspension through a controlled current in a surrounding pair of coils.
The whole growth of the chains is recorded with a camera during 5h. The size of the chains
along time is determined through image analysis. The average size of the chains at equilibrium
is computed through the average value of this mean length during the last thousand seconds.

Figure 4.1: Illustration of the experimental set-up, along with some characteristic pictures of
the suspension along time. Picture from [59].

4.3 Main results

We observed that the previous model was e�cient to describe the evolution of the mean length
of the chains 〈s〉 at equilibrium. However, above a certain threshold value the system reaches
lower values than expected. We assume this is due to the existence of ribbons, appearing by
lateral aggregation of the chains. In order to support this claim, we computed the energy
of several con�gurations and showed that ribbons were more energetically favourable than
chains for aggregates of 30 particles, which gives a consistent critical size of deviation between
the model and data, as illustrated in Figure 4.2. Indeed, the model, represented by the black
continuous line, systematically overestimates the mean length of the chains once this parameter
〈s〉 becomes greater than approximately 〈s〉 = 23. This limit value is represented by the
horizontal dashed line, and can be understood by comparing the energy of chains and the
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Figure 4.2: Illustration of the main results : the existence of ribbons limits the validity of
the theoretical model for the mean length of agglomerates at equilibrium. Picture modi�ed
from [59]

energy of ribbons with width d = 2. Our computations showed that the energy of a ribbons is
smaller than a chain for aggregates of 30 particles. Then, when aggregates contain on average
30 particles, there is a mixture of linear chains of 30 particles and ribbons composed of two
linear chains of 15 particles. The mean size of those aggregates is then about 23 particles. The
Figure 4.2 then summarizes the experimental data we collected and show how it diverges from
previously established models.

4.4 Conclusion

This �rst experiment was in agreement with the previous model under a critical value of the
magnetic �eld. However, it also highlighted the importance of the apparition of more complex
structures on the system's global properties.

4.5 Credits

The paper in the next pages is included in this thesis with kind permission of The European
Physical Journal (EPJ). Reference of the original paper is [59].
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Abstract. While the aggregation process of superparamagnetic colloids in strong magnetic field is well
known on short time since a few decades, recent theoretical works predicted an equilibrium state reached
after a long time. In the present paper, we present experimental observations of this equilibrium state
with a two-dimensional system and we compare our data with the predictions of a pre-existing model.
Above a critical aggregation size, a deviation between the model and the experimental data is observed.
This deviation is explained by the formation of ribbon-shaped aggregates. The ribbons are formed due
to lateral aggregation of chains. An estimation of the magnetic energy for chains and ribbons shows that
ribbons are stable structures when the number of magnetic grains is higher than N = 30.

1 Introduction

Superparamagnetic colloids are magnetic nanoparticles in-
serted in a matrix of non-magnetic material (polystyrene
or silica) to obtain particles with diameter d ranging from
100 nm to a few micrometers. These composite particles
are combining a quasi-zero remanent magnetization and a
high magnetic response [1–3]. In applications, the super-
paramagnetic colloids are functionalized to capture spe-
cific targets. After the capture, an inhomogeneous exter-
nal magnetic field is applied to separate the superpara-
magnetic particles by magnetophoresis [4]. Moreover, the
formation of chains along the magnetic field enhances the
separation process. This technique is used for protein iso-
lation, cell separation, waste capture, bacteria process-
ing, chromatography, etc. [1, 5–14]. More complex struc-
tures of superparamagnetic colloids can be obtained by
using rotating fields, even possibly leading to microswim-
mers or tracers of local dynamics [15–25]. Those com-
plex structures open ways to new kinds of applications
as they have unique optical properties and offer tunable
structures able to adapt to their environment and execute
fuctional tasks [17, 18, 21]. However, the previous studies
about those complex structures focus on the properties
of the structures obtained, without having a deep under-
standing of their formation process. The only system for
which some model of growth has been published in the
literature is the colloidal chains formed under constant
magnetic fields.

In colloidal science, it is well known that particles tend
to agglomerate due to van der Waals interactions [26,27].

a e-mail: alexis.darras@ulg.ac.be

In the present experiments, this agglomeration is pre-
vented by covering the particles with carboxyl charged
groups. These charged groups create a short range re-
pulsion between the particles, typically within a range of
10 nm between the particles [2, 28]. This ensures the sta-
bility of the dispersion. In the following, this electrostatic
interaction is considered to define an effective size of the
particles for the contact of particles which is 10 nm wider
than the natural size of the particles [1]. However, when
an external magnetic field B is applied on the suspen-
sion, the superparamagnetic particles acquire a magnetic
dipole µ = χVB, with the magnetic susceptibility χ of the
particles and their volume V = 4

3πR
3, given their radius

R. The particles then interact with each other through
dipolar interactions. The potential energy of magnetic in-
teraction between two identical particles at distance r is
therefore given by

U(r, θ) =
χ24πR6B2

9µ0

(
1 − 3 cos2 θ

r3

)
, (1)

with θ being the angle between the magnetic field B and
the line joining the center of the particles. Two particles
then attract when they are aligned with the field B, while
they repel each other if they are side-by-side. This inter-
action implies that two particles tend to aggregate in a
chain aligned with the magnetic field B. Several studies,
both experimental and theoretical, have shown that su-
perparamagnetic colloids self-organize into chains under
those conditions [10,29–33]. Moreover, this aggregation is
reversible meaning that the chains break up if the mag-
netic field B is suppressed. Experimentally, chains of sev-
eral particles are typically observed [29, 30, 32] and the
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Fig. 1. Left: Sketch of the experimental set-up. A transparent chamber containing the colloidal suspension is placed between
two coils generating a constant and homogenous magnetic field B. The sample is enlightened from the top and observed from
the bottom thanks to an inverted microscope. Right: Evolution of the chains formation along time as observed from one of our
experiments. The pictures are part of images obtained with a magnetic field B = 6G. One can observe the formation of chains
aligned with the external magnetic field.

growth is successfully described on short time (typically
up to 300 s) by a Smoluchowsky equation, predicting a
power law behavior of the mean size of the chains 〈s〉 ∝ tz

after a transient behavior [29–33].
Recently, Andreu et al. [9] have predicted that such

a system, in three dimensions, should reach a thermo-
dynamic equilibrium on long-time experiments. The in-
stallation of this equilibrium implies a saturation of the
mean size 〈s〉 of the chains, expressed as a number of par-
ticles. This saturation has been predicted by Andreu et
al. both by numerical simulations and a thermodynamic
analysis [1, 9]. The equilibrium results from a competi-
tion between the magnetic energy of the particles, which
is minimal when all the particles are aggregated, and the
entropy of mixing, which is maximized for a mixture of
different chains. For three dimensional systems, this com-
petition leads to the expression

〈s〉(3D) =
√

φ0 exp(Γ − 1), (2)

where Γ = χ2πR3B2

9µ0kBT is a dimensionless parameter compar-

ing the magnetic energy with the thermal energy and φ0

being the total volume fraction of particles. The particles
are assumed to form only linear chains, without taking
into account the existence of other stable structures such
as ribbons or rings [2,34,35]. Moreover, a clear experimen-
tal observation of the equilibrium state is still lacking.

In the present paper, we provide both a two-dimen-
sional experimental observation of this equilibrium and
a suitable adaptation of the model obtained by Andreu
et al. [9]. We show that this model is in good agreement
with experimental data under a critical mean chains size
and we evidence the existence of this critical value. Above
this critical value, the formation of stable ribbon-shaped
aggregates is observed.

2 Experimental set-up

A sketch of the experimental set-up is presented in fig. 1.
The experiments were performed with superparamagnetic

microspheres dispersed in water (Estapor R© M1-070/60),
with a volumic fraction of φ = 2 · 10−3. We measured,

by image analysis, a radius of particles r = 0.6 ± 0.3µm
while the mean susceptibility, measured by magnetophore-
sis [2, 36–38], is χ = 0.09 ± 0.03. Those values are consis-
tent with previous characterization of that sample found
in the literature [22, 23]. The suspension is placed inside
a cylindrical chamber of diameter D = 5mm and thick-
ness h = 50µm. The chamber is formed by two parallel
glass plates. The first glass plate is covered with a 50µm
layer of epoxy at the exemption of a circular region. A
suspension droplet of 1µl is placed inside this region. Af-
terward, the second glass plate is placed on the first one.
A small quantity of low viscosity silicon oil is placed on
the epoxy to asses the watertightness of the chamber. A
constant and homogeneous magnetic field B is applied by
sending a constant current in surrounding coils at the be-
ginning of each experiment. The magnetic field produced
by those coils has been characterized with a Hall probe and
is homogeneous within the precision range of the probe of
2% around the cell. The current is sent in the coils with
a constant intensity by a programmable DC power sup-
ply GenH-750W from TDK Lambda, with a precision of
0.01A. The suspension is observed from the bottom with a
10× magnification. The microscope used is a inverted mi-
croscope Olympus IX73, connected to a 4070M-CL Thor-
labs Camera with 2048 by 2048 pixels of 16 Bits depth.
The images are recorded with a frame rate of 1 fps.

3 Results

The time evolution of the system is shown in fig. 1. We
measured, as a function of time, the normalized mean size
〈s〉 of the chains formed by the colloidal particles when
the magnetic field is applied. This parameter is obtained
through image analysis, by averaging the major axis of
ellipses fitted on each chain in the image (at least 2000).
For short time experiments, after a transient behavior,
we obtained a power law growth, as observed in previous
studies [29,30,32] (see fig. 2).

For long-time experiments, a saturation of the mean
size 〈s〉 is observed as expected from the theoretical de-
velopment of Andreu et al. (see fig. 2). When the sat-
uration is reached, we observed some typical behaviors
from dynamical equilibria. For example, some parts of the
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Fig. 2. Log-log plot of the evolution of the mean size of the
chains 〈s〉 during experiments. The mean chains length is ex-
pressed in mean diameter of particles. On short time, before
the dashed line, a power law growth of the mean size of the
chains is obtained after a transient behavior, as observed pre-
viously [29,30,32]. The solid lines are the fit of a power law on
the data before the dashed line (the values of the correspond-
ing exponents are respectively 0.1, 0.57, 0.75 and 0.68 with a
statistical error of 0.01). However, a saturation of this length
is systematically observed on long time, for all the experimen-
tal conditions we used. The mean length of the chains at the
saturation depends on the magnetic field amplitude. The error
is given by the size of the points.

Fig. 3. Images from experiment performed with a magnetic
field B = 24G. A part of a chain exhibits a typical behavior
from dynamical equilibrium. The part of chain numbered 1,
and circled in every image, leaves the chains where it was first
before merging with another one. The time interval between
each image is 45 minutes.

longest chains spontaneously leave those chains to merge
with some other ones a few minutes later as illustrated
in fig. 3. The observation of such behavior confirms that
some thermodynamical equilibrium has been reached by
the system and indicates that it is not useful to wait a
longer time. Such phenomena also implies that the aggre-

Fig. 4. Mean size of the chains at the saturation 〈s〉sat for dif-
ferent values of the magnetic field. Those measurements have
been obtained by considering the lengths of the chains at the
plateau in fig. 2 for different experiments where the magnetic
field is constant. The measurements are represented by the
circles, the squares, the upward and downward triangles, ac-
cording to the range of the magnetic field. The measurements
represented in fig. 2 are then typical behaviors of curves whose
saturation lengths are given here with the same symbol. Error
bars are smaller than the points. The scaling has been chosen

such that the fit of the model 〈s〉 = C2

√
exp(C1B2) (line) (see

sect. 4), calculated with the data in the gray area, draws a
straight line. The model predicts higher values than observed
ones for strong magnetic fields. We can conclude that the grey
area is the range of magnetic field for which the behavior of
the chains is sufficient to explain the global mean length of the
aggregates, while the white area requires to take into account
the existence of the ribbons. The horizontal dashed line is the
line 〈s〉 = 23, which is an approximation of the limit above
which magnetic ribbons wider than one particle have signifi-
cant influence on the mean size of the aggregates as explained
in the text (see sect. 4).

gation of the particles is not completely irreversible, as
assumed to establish the Smoluchowsky equation [29–33].

The mean chains size at the saturation 〈s〉sat has been
measured for different values of the magnetic field by con-
sidering the lengths of the chains at the plateau in fig. 2
for different experiments where the magnetic field is con-
stant (see fig. 4). This maximum size 〈s〉sat first increases
with the magnetic field and can be adjusted with an adap-
tation of the model obtained by Andreu et al. only under
a critical value (see sect. 4). After that critical value, the
maximum size 〈s〉sat is very sensitive to external noise but
is systematically smaller that predicted by such a model.

4 Discussion

When the particles are restricted to a two-dimensional
plane (as considered for some previous experiments [30]),
the model proposed by Andreu et al. for the three di-
mensional cases should be adapted. Indeed, we have to

33



Page 4 of 6 Eur. Phys. J. E (2016) 39: 47

consider the thermal average of the magnetic energy
U(R, θ) of two particles in contact in the range θ ∈ [0, θ0]
implying an attraction between those particles, with θ0 =

arccos 1√
3
. This average involves Jacobians which are dif-

ferent for two dimensional systems. In two dimensions, by
using the same approximation as Andreu et al. [9], we
obtained a thermal average of 〈sin2 θ〉 ≈ 1

3Γ instead of
2
3Γ for three-dimensional calculations. In case of a two-

dimensional situation, the surface fraction φS
0 also replace

the volume fraction φ0 and the mean size of the chains at
the equilibrium is therefore given by

〈s〉(2D) =

√
φS
0 exp

(
Γ − 1

2

)
. (3)

With our experimental setup, the situation is more
complex that the ideal case presented hereinbefore. First-
ly, we measured a dispersion of both radius and suscep-
tibility of the colloidal particles, as described in sect. 2.
Therefore, the estimation of the parameter Γ is not
straightforward and a fitting parameter C1 is used, with
Γ = C1B

2. This fitting parameter C1 is an effective value

of πR3χ2

µ09kBT .

Secondly, our system is not perfectly two dimensional.
The particles are confined in a quasi-2D system due to sed-
imentation induced by gravity. By changing slightly the
focal plane height, we observed that the chains and the
single particles are not rigorously confined in a plane. The
typical height of the confinement region corresponds to
twice the particles diameter. This observation is consistent
with theoretical comparison of the thermal energy Uth =
kBT , where kB is the Boltzmann constant and T is the
temperature, with the gravitational energy of the particles
(taking the buoyancy into account) Ug = ∆ρg 4

3πR
3H,

where H is the height of the particles from the bottom
of the cell, R ≈ 0.6µm their radius, g = 9.81m/s2 the
gravitational acceleration and ∆ρ ≈ 200 kg/m3 the differ-
ence of density between the beads (mainly in polystyrene)
and water. Both energy are equals when H ≈ 2.3µm,
which is then the typical height reached by the particles
at the equilibrium and is approximately two diameters of
the beads, as observed experimentally.

Then we should have a situation between ideal 2D and
3D cases: 〈sin2 θ〉 = d

3Γ , with 1 ≤ d ≤ 2. It is therefore
more relevant to express the mean size of the chains as

〈s〉 = C2

√
exp(C1B2), (4)

where C2 is a second fitting parameter being the effective
value of

√
φ0 exp(−d). This expression is used to fit the

evolution of the mean chain size at the saturation as a
function of the magnetic field (see fig. 4). The experimen-
tal data can not be fitted with a determination coefficient
higher than 0.9 unless the fit is restricted to the points
below the critical value B = 12G giving 〈s〉 = 24 ± 3.
Above that value, the measurements give shorter chains
than predicted by this fit. The coefficients obtained from

Fig. 5. Structures wider than one particle (magnetic ribbons).
Top left: Experimental observations of magnetic ribbons with
different widths. Bottom: Structures whose magnetic energy
has been numerically computed, from the sum of all the dipole-
dipole interaction energy. The different structures with 16 par-
ticles have been depicted. The small arrow in each circle gives
the orientation of the magnetic dipoles. Top right: The dis-
tance D used to compute the energy barrier to the formation
of the structures is pictured.

the fit presented in fig. 4 are C1 = 4.4 · 106 ± 1.3 · 106 T−2

and C2 = 2.1 ± 1.4.
The fact that chains shorter than predicted by the

model are observed is not incompatible with the numeri-
cal simulations of Andreu et al. because these simulations
implied situations were the mean length of the chains was
equal to or below 7 particles [9]. For such situations, the
model provides a relevant fit with our data. However, that
model assumes that particles always agglomerate in linear
chains. This is not always true. Experimentally, we ob-
served lateral aggregation of long chains, leading to struc-
tures with more than one particle of width, which are mag-
netic ribbons, as illustrated in fig. 5. We then calculated
the magnetic energy of different structures, chains and rib-
bons, illustrated in fig. 5, and assessed the energy barrier
to the formation of ribbons by lateral aggregation. To do
this we considered a dimensionless mean energy given by

uN (N, d, z) =
1

NU0

N−1∑

i=0

N∑

j=i+1

U(|ri − rj |, θij), (5)

where U(r, θ) is defined in eq. (1), U0 = χ2πR3B2

18µ0
is a

reference magnetic energy, ri is the position of the par-
ticle i of the structure containing N particles, θij is the
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Fig. 6. Mean dimensionless energy of a particle uN =
1

NU0

∑N−1

i=0

∑N

j=i+1
U(|ri−rj |, θij), with U0 = χ2πR3B2

18µ0
, in the

different structures as a function of the number of the particles
N , for z = 0. The most stable structure with 30 particles is the
ribbon with two particles of width. When N increases further,
the most stable structure becomes successively the structure
with 3 particles (N ≈ 113) then 4 particles (N ≈ 263).

angle between the direction of the field B and the vector
ri − rj , d denotes the type of structure as on fig. 5 and

z ≡ D−2R cos (π
6 )

2R is a dimensionless distance used to com-

pute the barrier energy to the formation of the ribbons by
lateral aggregation. This reasoning is similar to analyses
from previous studies published in recent articles [34,35],
and the asymptotic value we obtained for limN→∞ uN in
the case of linear chains approaches −2ζ(3) ≈ −2.404 as
expected from the results of those studies.

This estimation shows that ribbons composed of two
linear chains side by side are the most stable structures
for aggregates of 30 particles (see fig. 6). When aggregates
contain on average 30 particles, there is a mixture of linear
chains of 30 particles and ribbons composed of two linear
chains of 15 particles. The mean size of those aggregates
is then about 23 particles. This is approximately the size
from which the model diverges from our experimental data
(see fig. 4).

We also noticed that above the critical value of the
field, which seems actually to be determined by a criti-
cal size of chains, our measurements were very sensitive
to external noise such as residual flows from the fluid.
We believe this sensitivity to be due to the energy barrier
preventing the appearance of the most stable structures.
Indeed, fig. 7 clearly shows there is a barrier of potential to
the formation of the structure by lateral aggregation. This
implies a complex configuration space with metastable
states for the chains. It is worthwhile to notice that the U0

reference energy can be expressed as kBT
C1B

2

2 , and rib-

bons have been observed in our cases for B2 ranging from
2 · 10−6 T2 to 6 · 10−6 T2. In such cases, U0 ranges from
4.4 kBT to 13.2 kBT . The potential barriers we have com-
puted were ranging from 0.5U0 to 2U0, depending on the

Fig. 7. Dimensionless mean magnetic energy uN for a ribbon
with two particles of width and N = 35 particles. The variable

z ≡ D−2R cos (π
6
)

2R
is a dimensionless distance separating the two

chains forming the ribbon, as pictured in the fig. 5. One can
distinguish an energy barrier.

number of particles in the considered structures and the
width d of the ribbons. Then, as weakest barriers are of the
order of 2kBT , thermal agitation of the particles itself is
likely to trigger some ribbons formation, but not as much
as observed in our experiments. Actually, some external
noise can move one or several chains from a metastable
state to another one and then changing the mean length
of the chains. In our experimental setup, such noise can be
produced, for instance, by the flow around a small moving
air or oil bubble accidentally trapped in the chamber with
the colloidal suspension. During our experiments, which
can last up to 5 hours, such perturbations are likely to
occur, but not systematically.

5 Conclusion

In the present paper, we reported the first experimental
observation of the saturation predicted by the model of
Andreu et al. [9]. We experimentally validated this model
on a range of experimental parameters such that 〈s〉 < 23,
but we showed that this model diverges with experimental
data above a critical value for which we proposed an expla-
nation, by highlighting the existence of magnetic ribbons.
In the future, the model could be improved by consider-
ing the existence of these ribbons, in order to predict the
mean size of the chains above the critical size. Our obser-
vations also highlighted that the hypothesis of irreversible
aggregation assumed by the usual Smoluchowsky equation
is not verified for long-time experiments. A more accurate
equation taking into account some terms expressing the
reversibility of this aggregation could be developed. The
physical mechanisms we highlighted here could also be a
starting point to develop protocols of controlled ribbons
generation.
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CHAPTER 4. EXISTENCE OF RIBBONS

4.7 Additional remarks

It is interesting to notice that when N < 23, the ribbons are stable structures, but they are
not observed because the linear chains are more stable and there is no potential barrier to
the formation of those chains. When N decreases below 30 (which is the value for which the
ribbons become more stable than the chains), the local minimum when the two chains are in
contact (z = 0) is higher than the value obtained when chains are in�nitely far away from each
other. The potential barrier is also more pronounced. The ribbons are then only metastable
and are not observed. However, while lateral aggregation is the main formation process we have
observed for ribbons, it is not the only one. A complete discussion of the formation process
of the ribbons would still be an interesting research by itself, and could probably be based on
recent theoretical developments. [45] The graphics of dimensionless energy corresponding to
short ribbons are represented in Figure 4.3.
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Figure 4.3: Representation of the potential barrier for various particles number for short rib-
bons. Dimensionless mean magnetic energy uN for ribbons with N = 3, 5 and 8 particles are

successively considered. The variable z ≡ D−2R cos (π6 )
2R is a dimensionless distance separating

the two chains forming the ribbon, where D is the lateral distance between the chains, as
illustrated in the paper.

This highlights that the aggregation process actually determines the structures which can
be observed in the system. If other aggregation processes were occurring in the system, one
might expect to see those structure earlier, or even observe other structures, such as cubic or
triangular assemblies. The assembling process of the agglomerates is then a crucial point to
determine the properties of the suspension.
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Chapter 5

In�uence of viscosity

5.1 Motivations

Since the aggregation process of the colloids plays a crucial role in their equilibrium properties,
one can wonder how the dynamic parameters of the system in�uence the equilibrium state.
Since the characteristic time of aggregation is given by tB = 6πηR3

48[(1/3)1/2−(1/3)3/2]U0φ
, a way to

modify the dynamics of the system is by modifying the viscosity η of the surrounding �uid.
Actually, this is the only parameter on which tB relies and which does not intervene in the
theoretical value of the mean size of agglomerates at saturation.

Moreover, being able to modify the characteristic time of aggregation without changing its
saturation state would lead to a new method to reduce the numerical simulation time from
several orders of magnitude, without modifying the intrinsic physical behaviour of the particles.
This result should facilitate further numerical investigation about colloidal assemblies, which
is still a crucial problem. Indeed, current techniques of numerical simulations would require
several years of computing time to reach equilibrium state under some conditions: actual
experiments last for hours and one second of simulation currently takes from 300 to 1100 hours
of computer time. The most challenging situations are the ones leading to long chains, for
which our previous experiments and analytical models disagree. [25,33]

5.2 Setup and methods

We performed both experiments and simulations in order to determine the e�ect of viscosity
in a wide range of this parameter. The experimental set-up is the same as for the previous
paper ( [59], Chapter 4) : we used an inverted microscope to observe suspensions of colloids
in airtight cells. However, we mixed glycerol with water in order to obtain suspending liquids
with higher viscosities (from 1 mPa s to 100 mPa s ). We applied magnetic �elds through a pair
of coils surrounding the sample.

The numerical simulations were performed using a Soft Sphere Discrete Element Method
[92�94] taking into account the dipole-dipole interactions between the colloidal particles as well
as the Brownian agitation in the system. The algorithm progresses with a constant time step
∆t and solves Newton's equations of motion at each iteration. We computed the evolution
of systems viscosities ranging from 0.5µPa s to 50µPa s. We did not use higher viscosities
in numerical simulations, because the longest we used already took more than one month to
compute.

We then focused on the evolution of the mean length of the chains 〈s〉(t) in both experiments
and simulations. This parameter has been obtained through image analysis for the experiments
while the analysis of the simulations is directly relying on the positions of the particles given
by the simulation.

5.3 Main results

The time evolution of the system is shown in Figure 5.1(a) for the experiments and 5.1(b)
for the simulations. We measured, as a function of time, the normalised mean size 〈s〉 of the

39



CHAPTER 5. INFLUENCE OF VISCOSITY

chains, expressed in particles diameter, formed by the colloidal particles when the magnetic
�eld is applied with an intensity of about 12 G. When applying a time scaling proportional to
the typical aggregation time tB ∝ η−1, the various curves collapse if the viscosity η is higher
than a critical value ηc (see panels (c) and (d) of Fig. 5.1). However, we observed in the
simulations that the evolution diverge from other curves if the viscosity is higher than this
value η > ηc. This Figure 5.1 then illustrates the main in�uence of viscosity on the system
and the possible divergence between the expected behaviour and actual data.

Figure 5.1: Picture from [60]. Log-log plots of the evolution of the mean size of the chains
〈s〉 during experiments ((a) and (c)) and simulations ((b) and (d)). The mean chains length is
expressed in mean diameter of particles. After a transient behaviour whose duration depends
on the viscosity, a power law growth is obtained with an exponent close to 0.5. In (a) and
(b), a clear trend can be seen on that graph: the higher the viscosity, the slower the growth.
In (c) and (d), the mean size of the chains is plotted as a function of the parameter t/tB,
where the characteristic time is de�ned in equation (1.17). All experimental curves then
collapse. In simulations, if the magnetic �eld B = 12 G, curves collapse only for η > ηc, with
ηc ∈ ]2.5 µPa s; 5 µPa s[. Colours and points shapes correspondence are described in the box
on the right side.

This divergence is explained by a change of regime in the balance of two types of motions.
More accurately, a Peclet number comparing the drift transport due to magnetic interaction
to the stochastic transport due to the Brownian motion can be de�ned as

Pe =
Rχ2

36µ0

√
m

3kBT

B2

η
, (5.1)

with m the mass of the particles. We found a critical value of the Peclet number PeC ≈ 0.825
above which the curves diverge from the others performed with the same particles and magnetic
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�eld. This de�nes a phase diagram represented in Figure 5.2, which summarizes the transition
between collapsing and divergent curves.

Figure 5.2: Picture from [60]. Left: global e�ciency of the time scaling for all simulations.
Upward triangles are the simulations whose curves collapse with others with the same magnetic
�eld. Downward triangles are the simulations which don't collapse. The black curve represents
the transition Pe = PeC , and the colour gradient is related to the di�erence of local Peclet
number and its critical value Pe− PeC . Right: a graphic showing the curves obtained for the
simulations performed with a magnetic �eld B = 9 G. Those curves then correspond to the
points on the dot-dashed line in the left graphic. The red and orange curves are not collapsing
with the others and correspond to cases Pe > PeC .

5.4 Conclusion

This work shows that modifying the viscosity of the �uid only rescales the characteristic time
of the agglomeration process, without modifying the properties of the system. Numerical
simulations also showed that another aggregation regime occurs for low viscosities or high
magnetic �eld. This indicates that granular gases could have a very di�erent behaviour from
colloidal liquids. Moreover, we identi�ed the limit between those two regimes thanks to a
Péclet number.

These results also imply that numerical simulations can be performed on systems with lower
viscosities and still quantitatively model experimental situations. The bene�t of using lower
viscosities is that the computer time of the simulations can be reduced from several months
to a few days. This then opens a new way to e�ciently simulate complex colloidal systems in
previously challenging situations.

5.5 Credits

The paper in the next pages [60] is included in this thesis according to the Creative Commons
Attribution 4.0 International License. To view a copy of the Creative Commons license, please
visit http://creativecommons.org/licenses/by/4.0/ .
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Superparamagnetic colloids in 
viscous fluids
A. Darras1,2,3, E. Opsomer1,4, N. Vandewalle1 & G. Lumay1

The influence of a magnetic field on the aggregation process of superparamagnetic colloids has been 
well known on short time for a few decades. However, the influence of important parameters, such 
as viscosity of the liquid, has received only little attention. Moreover, the equilibrium state reached 
after a long time is still challenging on some aspects. Indeed, recent experimental measurements 
show deviations from pure analytical models in extreme conditions. Furthermore, current simulations 
would require several years of computing time to reach equilibrium state under those conditions. 
In the present paper, we show how viscosity influences the characteristic time of the aggregation 
process, with experimental measurements in agreement with previous theories on transient behaviour. 
Afterwards, we performed numerical simulations on equivalent systems with lower viscosities. Below a 
critical value of viscosity, a transition to a new aggregation regime is observed and analysed. We noticed 
this result can be used to reduce the numerical simulation time from several orders of magnitude, 
without modifying the intrinsic physical behaviour of the particles. However, it also implies that, for 
high magnetic fields, granular gases could have a very different behaviour from colloidal liquids.

Superparamagnetic colloids are magnetic nanoparticles inserted in a matrix of non-magnetic material (polysty-
rene or silica) to obtain particles with diameter d ranging from 100 nm to a few micrometres. These composite 
particles are combining a quasi-zero remanent magnetisation and a high magnetic response1–3. In applications, 
the superparamagnetic colloids are functionalised to capture specific targets such as protein, cell or bacteria4–7. 
After the capture, an inhomogeneous external magnetic field is applied to separate the superparamagnetic par-
ticles by magnetophoresis8. Moreover, the formation of chains along the magnetic field enhances the separation 
process. This technique is used for protein isolation, cell separation, waste capture, bacteria processing, chroma-
tography, etc.1, 4–7, 9–17. More complex structures of superparamagnetic colloids can be obtained by using rotating 
fields, even possibly leading to microswimmers or tracers of local dynamics18–32. Those complex structures open 
ways to new kinds of applications as they have unique optical properties and offer tunable structures able to adapt 
to their environment and execute functional tasks20, 23, 26. However, the previous studies about those complex 
structures focus on the properties of the structures obtained, without having a deep understanding of their for-
mation process. To our knowledge, the only system for which some model of growth has been published in the 
literature up to now is the colloidal chains formed under constant magnetic fields.

In colloidal science, it is well known that particles tend to agglomerate due to van der Waals interactions33, 34. 
In the present experiments, this agglomeration is prevented by covering the particles with carboxyl charged 
groups. These charged groups create a short range repulsion between the particles, typically within a range of 
10 nm between the particles2, 35. This ensures the stability of the dispersion. In the following, this electrostatic 
interaction is considered to define an effective size of the particles for the contact of particles which is 10 nm wider 
than the natural size of the particles1. However, when an external magnetic field 

→
B  is applied on the suspension, 

the superparamagnetic particles acquire a magnetic dipole µ χ→ =
→

VB , with the magnetic susceptibility χ of the 
particles and their volume π=V R4

3
3, given their radius R. The particles then interact with each other through 

dipolar interactions. The potential energy of magnetic interaction between two identical particles at distance r is 
therefore given by
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with θ being the angle between the magnetic field 
→
B  and the line joining the centre of the particles. The force 

associated with this interaction is then

θ
µ µ
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→
= −∇
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= − → − →
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((1 3 cos ) sin2 ),
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with → =
→

er
r
r

 and → = → × →
θe e ez r  if →ez  is the unitary vector perpendicular to the plan containing →er  and 

→
B  (if 

→
B  

and →er  are parallel, the orientation of →θe  is meaningless since θ = 0). Two particles then attract each other when 
they are aligned with the field 

→
B , while they repel each other if they are side-by-side. This interaction implies that 

two particles tend to aggregate in a chain aligned with the magnetic field 
→
B . Several studies, both experimental 

and theoretical, have shown that superparamagnetic colloids self-organise into chains under those conditions, 
through diffusion-limited aggregation13, 36–41. Moreover, this aggregation is reversible, meaning that the chains 
break up if the magnetic field 

→
B  is suppressed28, 42. Experimentally, chains of several particles are typically 

observed36, 37, 39 and the growth is successfully described on short time (typically up to 300 s) by a Smoluchowsky 
equation, predicting a power law behaviour of the mean size of the chains 〈s〉 ∝ tz after a transient behaviour36–40. 
Current research usually focuses on more complex structures that have recently been observed under those con-
ditions43, 44 and new theoretical models are currently studied in order to take them into account and describe their 
properties41, 45, 46.

However, only little attention has been given to the influence of the viscosity of the surrounding fluid. Yet 
since the aggregation is diffusion-limited, the viscosity of the fluid could modify the aggregation mechanism 
through its influence on the diffusion coefficient. Moreover, the equilibrium state reached after a long time is still 
challenging on some aspects. Indeed, recent experimental measurements show deviations from pure analytical 
models in extreme conditions12, 43, 44. Current techniques of numerical simulations would require several years 
of computing time to reach equilibrium state under some conditions: actual experiments last for hours and one 
second of simulation currently takes from 300 to 1100 hours of computer time. The most challenging situations 
are the ones leading to long chains, for which experiments and analytical models disagree12, 43.

In the present work, we first provide experimental observation of the influence of viscosity on the formation 
of such chains, and compare our results with previous theoretical models. Then, a modification of this viscosity is 
tested in simulations, in order to explore a wider range of viscosity. This allows to test conditions which are closer 
to dust suspensions in the air, where we observe another aggregation regime. Moreover, a nice application would 
be to use it to speed up the simulation time of colloidal system.

Experimental Setup
A sketch of the experimental pictures is presented in Fig. 1. The experiments were performed with superpara-
magnetic microspheres dispersed in glycerol-water mixtures (Estapor® M1-070/60), with a volumic fraction of 
φ = 2 10−3. The viscosity of each liquid phase was measured before adding the particles to the suspension with a 
Haake-MARS rheometre. The measurements were consistent with the available tables47. The range of viscosity we 
used goes from 1 mPa s to 100 mPa s. We measured, by image analysis, a radius of particles r = 0.6 ± 0.3 μm while 
the mean susceptibility, obtained by magnetophoresis2, 48–50, was χ = 0.09 ± 0.03. Those values are consistent with 
previous characterisation of that sample found in the literature28, 29. The suspension was placed inside a cylindrical 
chamber of diameter D = 5 mm and thickness h = 50 μm. The chamber was formed by two parallel glass plates. 
The first glass plate was covered with a 50 μm layer of epoxy with the exemption of a circular region. A suspen-
sion droplet of 1 μl was placed inside this region. Afterwards, the second glass plate was placed on the first one. 
A small quantity of low-viscosity silicon oil was placed on the epoxy to assess the watertightness of the chamber. 
A constant and homogeneous magnetic field B was generated by a constant current in surrounding coils at the 

Figure 1. Evolution of the chain formation along scaled time as observed from one of our experiments (left side 
of each picture) and one of our simulations (right side of each picture). The pictures are part of images obtained 
with a magnetic field B = 12 G. One can observe the formation of chains aligned with the external magnetic 
field and a qualitative similarity between experiments and simulations. The characteristic time tB is defined in 
equation (3).
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beginning of each experiment. The magnetic field produced by those coils was characterised with a Hall probe 
and was homogeneous within the precision range of the probe of 2% around the cell. The current in the coils had 
a constant intensity controlled by a programmable DC power supply GenH-750W from TDK Lambda, with a 
precision of 0.01 A. The suspension was observed from the bottom with a 10x magnification. The microscope 
used was an inverted microscope Olympus IX73, connected to a 4070M-CL Thorlabs Camera with 2048 by 2048 
pixels of 16 Bits depth. The images were recorded with a frame rate of 1fps.

Experimental Results
The time evolution of the system is shown in Fig. 2(a). We measured, as a function of time, the normalised mean 
size 〈s〉 of the chains, expressed in particles diameter, formed by the colloidal particles when the magnetic field is 
applied with an intensity of about 12 G. This size is obtained through image analysis, by averaging the major axis 
of ellipses fitted on each chain in the image (at least 2000 chains). For short time experiments, after a transient 
behaviour, we obtained a power law growth, with an exponent z close to 0.5, as observed in previous studies36, 37, 

39. In Fig. 2(a), a clear trend can be seen on that graph: the higher the viscosity, the slower the growth.
For long times and low viscosity experiments, a saturation of the mean size 〈s〉 is observed as expected from 

the theoretical development of Andreu et al.12 and observed in some of our previous experiments (see Fig. 2(a))44.
Those differences of behaviour can be explained on the basis of the Smoluchowsky equation and the mecha-

nism of diffusion-limited aggregation. Indeed, a diffusion-limited aggregation, taking into account an effective 
capture volume as suggested by Fermigier et al., has a characteristic time scale =

φ− Γ
tB

R
D24[(1/3) (1/3) ]

2

1/2 3/2
36, where 

R is the radius of the particles, D is the diffusion coefficient of a single particle, Γ = ≡χ π
µ

R B
k T

U
k T9
2

B B

2 3 2

0

0  is a dimension-
less parameter comparing the magnetic energy with the thermal energy kBT (χ is the magnetic susceptibility of 
the particles and B is the magnetic field amplitude) and φ is the volume fraction of the particles. By using the 
Stokes-Einstein relation =

π η
D k T

R6
B , where η is the viscosity of the fluid, we can then write this characteristic time 

as

Figure 2. Log-log plots of the evolution of the mean size of the chains 〈s〉 during experiments ((a) and (c)) and 
simulations ((b) and (d)). The mean chains length is expressed in mean diameter of particles. After a transient 
behaviour whose duration depends on the viscosity, a power law growth is obtained with an exponent close to 
0.5. In (a) and (b), a clear trend can be seen on that graph: the higher the viscosity, the slower the growth. In (c) 
and (d), the mean size of the chains is plotted as a function of the parameter t/tB, where the characteristic time is 
defined in equation (3). All experimental curves then collapse. In simulations, if the magnetic field B = 12 G, 
curves collapse only for η > ηc, with η µ µ∈ .  ]2 5 Pa s; 5 Pa s[c . Colours and points shapes correspondence are 
described in the box on the right side.
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πη
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=
−

.t R
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48[(1/3) (1/3) ] (3)
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3

1/2 3/2
0

When the data are expressed as a function of this dimensionless time t
tB

, we obtain the plot in Fig. 2(c), where all 
the curves collapse. Since the only difference between our experiments is the viscosity η of the fluid, this collapse 
highlights that, in the range of our experiments, the viscosity simply slows down the aggregation process, without 
modifying further the intrinsic physical mechanism of aggregation.

But one can wonder: if increasing the viscosity simply slows down the growth process of the chains, would 
reducing the viscosity speed up this growth? This is what we tried to achieve in some numerical simulations, since 
fluids with lower viscosity than water are not abundant. Actually, the range of viscosity we explored is closer to 
the viscosity of the air. This means that experiments corresponding to those conditions should be performed with 
micrometric superparamagnetic dust or powder suspended in a gas, which is not easily available.

Numerical Simulations: Methods
Numerical simulations are useful tools to compare ideal experiments with, on the one hand, actual experiments 
or, on the other hand, theoretical expectations. Comparing with actual experiments can indicate if all the key 
physical ingredients are taken into account in the models. It can also be used to test some models in range of 
parameters which are not accessible experimentally. In the case of the analytical models for the mean chains 
length at saturation12, 51, such simulations can (dis)confirm the mathematical approximations. However, each 
second of numerical simulation can require between 300 and 1100 hours of computer time, the most challenging 
situations being the ones leading to long chains12, 43. Speeding up the simulations is then critical to study the cases 
corresponding to experiments which can last up to five hours.

In our study, simulations are realised using a Soft Sphere Discrete Element Method52–54 taking into account 
the dipole-dipole interactions between the colloidal particles as well as the Brownian agitation in the system. The 
algorithm progresses with a constant time step Δt and solves Newton’s equations of motion at each iteration. The 
different force models we considered are described here below.

The normal contact force acting on two impacting particles is modelled using a linear spring-dashpot. The 
repulsive component is proportional to the overlap δ between particles while the energy dissipation during the 
collision is taken into consideration via an additional damping force. Altogether one obtains,

δ γ δ→
= − → − →F k n d

dt
n , (4)n n

where kn is the spring stiffness, →n  the normal unit vector and γ a complex function of kn and the restitution coef-
ficient ε. The tangential contact force is proportional to the relative slipping velocities vs of the particles. Moreover, 
it is bounded by Coulomb’s criterion which yields in,

µ
→

= −
→

≤F k v t F F, , (5)t t s t d n

where kt is a large positive constant, →t  the tangential unit vector and μd is the dynamic friction coefficient.
When exposed to an external magnetic field, the colloidal particles acquire a magnetic dipole inducing 

long-range interactions between them. The associated force 
→
Fm, given in equation (2), can directly be used in the 

simulations for each pair of particles. However, in order to gain some computational time, we introduced a cut-off 
distance of about 12r by using a linked-cell method55.

The random motion of a particle due to its interaction with surrounding fluid molecules in the heat bath can 
be described by using a Langevin equation56. The drag force is considered to be π η

→
= − →F R v6d , where →v  is the 

velocity of the particle. The Brownian force 
→
Fb is modelled as a Gaussian white noise process57, 58. One has,

ξ π η
→

=
→

∆
F R D

t
6 2

(6)b

where Δt is the time step in the simulation and ξ
→

 is a vector of three random gaussian variables with zero mean 
and unit variance.

Since sedimentation plays an important role in the dynamics of our system, gravity and buoyancy, noted 
respectively →Fg  and 

→
Fa , have to be included.

It is worthwhile to notice that changing the viscosity parameter η then modifies both the drag force 
→
Fd  and the 

Brownian force 
→
Fb in the simulations (indeed, Fd ∝ η and η η∝ ∝F Db ). Besides this, all the other parameters 

remain constant since they depend only on temperature and particles’ properties.

Numerical Simulations: Results
Simulations allow to test the scaling resulting from the former relation in equation (3) relating the characteristic 
time of the system tB ∝ η to the viscosity η for low viscosities. If this scaling is valid for every value of viscosity, it 
can be used to speed up the simulations related to our experiments. Indeed, to some extent, it would mean simu-
lations performed with a fluid viscosity which is lower than the ones available experimentally are faster but the 
colloidal assemblies retain the same geometrical properties and aggregation mechanisms. We then performed 
simulations for viscosities varying from η = 5 10−7 Pa s to 10−4 Pa s. As illustrated in curve Fig. 2b, the same trend 
as in experimental is observed: the higher the viscosity, the slower the growth. In curve and Fig. 2d, the curves 
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efficiently collapse with the scaling t/tB, except if the viscosity η is smaller than a critical value ηc, with 
η µ µ∈ .]2 5 Pa s;5 Pa s[c  in the case of Fig. 2.

One might wonder if this viscosity threshold arises from a numerical bias. But in our numerical model, the 
main approximation depending on viscosity is the use of the Brownian force 

→
Fb to create the diffusive motion of 

the particles, according to the Langevin model56. This model is valid as long as the characteristic autocorrelation 
time of the Brownian force, which is determined by the time step Δt ≈ 10−7 s in our simulations, is negligible 
compared to the characteristic viscous time ≈ρ

η η

−R2
9

10 Pa s2 10 2
, with ρ = 1200 kg

m3  the density of the particles. This 
viscous time is defined as the characteristic speed relaxation time of a particle with a non-zero initial speed, if only 
the drag force is acting on it. We then have to respect η⇔

η
− −−

 10 s 10 Pa s7 10 Pa s 310 2
, which is always the case 

in our simulations since the maximum value of the viscosity we used is η = 10−4 Pa s. Actually, we chose it accord-
ingly to the time step fixed by the contact dynamics π∆ t 2 m

kn

52–54. To be certain of the validity of this assump-
tion, we also performed some simulations with a reduced time step of Δt ≈ 10−8 s but no modification of the 
simulations’ results was then observed, for any of the viscosity we used. Eventually, this shows that the Langevin 
model is only better when the viscosity decreases, and the Langevin model can not be responsible for an artificial 
onset of the behaviour transition we observed in the simulations.

This means that no numerical effect is responsible for this behaviour transition. Actually, we believe that a new 
physical aggregation mechanism appears when the viscosity is below a critical threshold. Our hypothesis is that 
this threshold comes from the rise of a non-negligible drift due to the magnetic interactions of the grains. Indeed, 
every particle close to another one has a drift velocity due to the magnetic force exerted by this neighbour. On 
long times ηt t  greater than the viscous time =η π η

t m
R6

, since the particles are in a viscous fluid, the motion 
equation for average values of a single particle can be written π η

→
= →F R v6m D , where →vD  is then the mean drift 

velocity of the particles. The mean magnetic force →
Fm  depends on the actual particles density in the neighbour-

hood of the considered sphere, as well as its distance from the closest neighbour. However, a characteristic value 
is the maximum of this force = πχ

µ
Fm M

R B
, 6

2 2 2

0
, which is then related with the maximum drift velocity as

π η
χ
µ η

= = .v
F

R
R B

6 36 (7)
D m

m M
,

,
2 2

0

The impact of the magnetic interaction in the motion of the particles can then be assessed by the ratio of this 
maximum drift speed 〈vD,m〉 and the characteristic root mean square speed due to Brownian agitation =vth

k T
m

3 B . 
This defines a kind of Peclet number, comparing the drift transport due to magnetic interaction to the stochastic 
transport due to the Brownian motion

π η
χ
µ η

≡ = = =
η 
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F
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,
(8)

D m

th

m M

th

m M

v B

, , ,

,

2

0

2

th

where η 

F v, th
 is the modulus of drag force applied to a particle whose velocity is vth. The third expression above then 

expresses that this Peclet number Pe is also the ratio between the maximum magnetic force and the characteristic 
drag force during the Brownian motion. Actually, it is easy to show that this is the only force competition which 
is able to explain the breakdown of scaling depending on both magnetic field and viscosity. Indeed, the only forces 
concerned by (at least) one of those quantities are the drag force 

→
Fd , the Brownian force 

→
Fb (both depending only 

on viscosity) and the magnetic force 
→
Fm (depending only on magnetic field). In our simulations, the ratio F

F
m

b
 is 

ranging from 0 to approximately 10−2, which indicates that the magnetic force is always negligible compared to 
the thermal agitation. Then this competition is not likely to give rise to any transition. However, in our simula-
tions, the ratio F

F
m

d
 ranges from 0 to approximately 4, indicating that the magnetic force becomes, in some experi-

ments only, greater than the characteristic viscous force. Any comparison between two forces including any 
another force would fail to completely explain our observations by missing at least one of this parameter. This is 
then enough to conclude that the competition between drag and magnetic interaction is the only one relevant to 
explain the scaling breakdown.

The last side of the equalities in equation (8) shows that, if the transition occurs for a critical value of Pec, there 
is a value of viscosity η under which the mechanism of aggregation is intrinsically different from usual experi-
mental observations. This minimal viscosity η = χ

µlim
R m

k T
B
Pe36 3 B C

2

0

2
 depends on B2 for a given set of particles. 

Through all the simulations we performed, with magnetic fields ranging from 0 G to 15 G, the range of viscosity 
for which the scaling efficiently collapses the curves is consistent with a critical value of the Peclet number 
PeC = 0.825 ± 0.025, see Fig. 3.

Another argument supporting this assumption is given by the analysis of the Mean Square Displacement 
(MSD) of the particles along time (see Fig. 4). Indeed, for a given magnetic field, the MSDs of the particles in 
that plane are similar for all viscosities were Pe < PeC, while it is not if Pe > PeC. This clearly means that when 
Pe > PeC another kinematic process, acting against the diffusion, occurs. The existence of such threshold also 
determines the limit of how the simulations related to a given experiment can be artificially sped up by decreasing 
the viscosity.
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Conclusions
Our experiments show that modifying the viscosity of the fluid only rescales the characteristic time of the 
agglomeration process, without modifying the underlying physical mechanisms. Then, numerical simulations 
showed that another aggregation regime occurs for low viscosities or high magnetic field. This indicates that, for 
high magnetic fields, the granular gases could have a very different behaviour from colloidal liquids. This also 
implies that numerical simulations can be performed on systems with lower viscosities and still be an efficient 
model for the experiments. The benefit of using lower viscosities is that the computer time of the simulations can 
be reduced from several months to a few days. This then also opens new prospects to efficiently simulate complex 
colloidal systems.
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Chapter 6

E�ect of volume fraction

6.1 Motivations

While the model of Faraudo et al. was developed and e�cient for volume fractions of φ ∼ 10−3,
one can wonder if this model is still actually e�cient for higher volume fraction from φ ∼ 10−2

to 10−1... Experimentally, the parameter Γ is pretty hard to assess due to possible variations on
the features of the particles. Indeed, a dispersion σr of 10% on the radius R distribution along
a distribution with 10% of dispersion σχ of the magnetic susceptibility χ leads to a dispersion
σΓ of 46% of Γ, meaning a factor ≈ 2.73 between Γ − σΓ and Γ + σΓ. Moreover this range
of volume fraction was previously very time-consuming to compute in numerical simulations,
due to the high number of particles involved. However, our previous results on the in�uence
of viscosity now open a faster way to simulate this range of volume fraction and allow us to
compare this model with an idealized system where the value of Γ is perfectly known.

6.2 Setup and methods

We �xed the viscosity of the �uid in our simulations to η = 25 10−6. We performed numerical
simulations of systems with e�ective volume fraction between φE = 8.8 10−3 and φE = 88 10−3

at Γ = 8. The e�ective volume fraction φE = φ0
h

2R is the volume fraction of the system after
sedimentation (i.e. the volume fraction in the vicinity of the particles once the thermodynamic
equilibrium is reached). We also made simulations with Γ varying from 0 to 19 for the extremal
values of φE .

In order to con�rm experimentally the trend we observed and modeled from the numerical
results, we also performed systematic measurement with e�ective volume fraction varying from
5 10−3 to 115 10−3, at Γ = 8. The experimental set-up is otherwise the same as in the previous
experiments.

6.3 Main results

We showed that Faraudo's model is e�cient to model systems with volume fraction upto
φE = 25 10−3. However, from φE = 40 10−3 and beyond, the model underestimates the mean
size of the chains at equilibrium. It means that the dependency of Faraudo's model regarding
the volume fraction has to be adapted for high values of this parameter. We showed that
such an adaptation could be done by taking into account the magnetic repulsion between long
chains. This consideration leads to a model of the mean chains' size at equilibrium

〈s〉 =
√
φE exp (Γ− 1 +KΓφE), (6.1)

where K is a geometric factor that geometric idealization estimates as K = 6/π. Fitting the
numerical data gives the value of K = 2.2. The various curves and the numerical data are
shown in Figure 6.1. On the left graph of this Figure, one can clearly see that Faraudo's model
(black line) diverges from our numerical for high volume fractions. Meanwhile, the model we
proposed, represented by the magenta curve (with K = 2.2, obtained as a �tted value) and
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the cyan curve (with K = 1.9, obtained as an approximation for extreme cases), is in good
agreement with all the data on the range of volume fraction we explored.
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Figure 6.1: Picture from [61], with kind permission of The European Physical Journal (EPJ).
Left : Average lengths of the chains at saturation for various volume fraction with a magnetic
�eld B = 13.5 G (Γ = 8). Red points are data obtained from several numerical simulations.
The black line is Faraudo's model, while the blue (mid-high) curve is our new model (eq. (6.1)),
with the approximate value K = 6/π. The magenta (higher) curve is a �t of this latter, with
K as a �tting parameter, giving K = 2.2. Right : Equilibrium mean size of the particles as
a function of e�ective volume fraction φE . The circles are experimental measurements while
the curves are the �tted models, with Γ as a �t parameter and K = 2.2. The black line is the
�t from Faraudo's model, while the magenta curve is a �t from our model (eq.(6.1)). One can
see that eq.(6.1) gives a trend consistent with the experimental data.

As can be seen on the left panel of Figure 6.1, experimental measurements also show a
better agreement with our model (eq. (6.1), magenta curve), when both models are �tted with
Γ as a �t parameter. Moreover, the values of Γ we obtained in the �ts are Γ = 7 for eq.(6.1)

and Γ = 9 for Faraudo's model. The range of plausible Γ = πR3χ2B2

µ09kBT
, computed from the

distributions of radius R and susceptibility χ in our sample of colloids, is Γ ∈ [2.2; 8.3]. This
further supports that our model is more relevant than the previous one.

6.4 Conclusion

Thanks to the method we developed previously to speed up numerical simulations of super-
paramagnetic colloids, we were able to simulate systems with higher volume fraction than
previously. We showed that these situations are challenging for existent models and we pro-
posed a successful modi�cation taking into account the interaction between separate chains.

6.5 Credits

The paper in the next pages is included in this thesis with kind permission of The European
Physical Journal (EPJ). Reference of the original paper is [61].
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Abstract. For a few decades, the influence of a magnetic field on the aggregation process of superparam-
agnetic colloids has been well known on short time scale. However, the accurate study of the equilibrium
state is still challenging on some aspects. On the numerical aspect, current simulations have only access
to a restricted set of experimental conditions due to the computational cost of long range interactions
in many body systems. In the present paper, we numerically explore a new range of parameters thanks
to sped up numerical simulations validated by a recent experimental and numerical study. We first show
that our simulations reproduce results from previous study in well-established conditions. Then we show
that unexpectedly long chains are observed for higher volume fractions and intermediate fields. We also
present theoretical developments taking into account the interaction between the chains which are able
to reproduce the data that we obtained with our simulations. We finally confirm this model thanks to
experimental data.

PACS. 81.16.Dn Self-assembly – 47.57.J- Colloidal systems – 82.60.Lf Thermodynamics of solutions

1 Introduction

Self-assembly of superparamagnetic colloids is a topic of
intense research since a few decades [1–18]. Indeed, re-
sulting structures can form microswarms or microswim-
mers useful for mixing in low Reynolds number or ma-
nipulate specific targets such as proteins, cells or bacte-
ria, which leads to applications in waste capture, protein
isolation, chromatography, bacteria processing, cell sep-
aration, etc.[4,7,10,18–32]. However, the previous stud-
ies often focus on the properties of such complex assem-
blies. The detailed formation process and the origin of
those properties is still an open question. To our knowl-
edge, the only system for which some model of growth
has been published in the literature up to now is the col-
loidal chains formed under constant magnetic fields [12,
23,33–39]. The assembling mechanisms rely on the char-
acteristic high magnetic response and quasi-zero residual
magnetization of the building particles consisting of mag-

Send offprint requests to: Alexis Darras
a Corresponding author: alexis.darras@uliege.be

netic nanoparticles inserted in a matrix of non-magnetic
material (polystyrene or silica).[17,18,23,35]

Given those properties, the particles interact magnet-
ically as if they were perfect dipoles. Formally, let us con-
sider the effective magnetic susceptibility χ of the particles
and their volume V = 4

3πR
3, given their radius R. Then,

when an external magnetic field B is applied on the sus-
pension, the particles acquire a magnetic dipole moment
µ = χVB/µ0. Actually, this equation is only valid for val-
ues far under the so-called magnetic saturation. With the
paramagnetic materials we used, the magnetic field where
this saturation is reached is of the order of 250 G.[40,33,
12] Since we will consider only magnetic field of the or-
der of 10 G, we will always stay in this linear regime for
the considerations of this work. The interaction force, be-
tween two identical particles separated by a distance r, is
therefore given by

Fm =
3µ0µ

2

4πr4
((1− 3 cos2 θ)er − sin 2θeθ), (1)

where θ is the angle between the line joining the centre
of the particles and the magnetic field B, er = r

r and
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Fig. 1. Typical chains from numerical simulations (left) and
experiments (right). Effective volume fraction of approximately
φE = 0.015.

eθ = ez × er if ez is the unitary vector perpendicular to
the plan containing er and B. If er and B are parallel,
θ = 0 and the orientation of eθ is meaningless. The subse-
quent magnetic interaction energy between those particles
(Fm = −∇U(r, θ)) is then

U(r, θ) =
χ24πR6B2

9µ0

(
1− 3 cos2 θ

r3

)
, (2)

Two particles then repel each other if they are side-by-
side, while they attract each other when they are aligned
with the field B. This interaction implies that two par-
ticles tend to aggregate aligned with the magnetic field
B. As shown by several studies, both experimental and
theoretical, superparamagnetic colloids self-organize into
chains under those conditions, through diffusion-limited
aggregation, as illustrated in fig.1 [34,41–44,27,45]. The
characteristic dimensionless parameters governing this self-
assembly are the volume fraction φ0 and the ratio between
the maximum of the magnetic energy and the thermal en-
ergy

Γ =
µ0

4π

µ2

4R3kBT
=
πR3χ2B2

µ09kBT
. (3)

Moreover, this aggregation is reversible, meaning that the
chains break up if the magnetic field B is suppressed [12,
38]. Experimentally, chains of several particles are typi-
cally observed [34,43,41] and, after a transient behaviour,
the growth is successfully described on short timescale
(typically a few hundreds of seconds) by a Smoluchowsky
equation, predicting a power law behaviour of the mean
size of the chains 〈s〉 ∝ tz [34,41–44]. It has also been

shown that the magnetic field produced by each parti-
cle influences the magnetic moments of their neighbours,
through mutual induction [46]. However, this effect is sig-
nificant only if the magnetic susceptibility is of the order
of ferromagnetic materials. In this paper we used particles
with magnetic susceptibility of χ ≈ 0.09, with SI units
convention. In this situation, the mutual induction only
modifies the magnetic moment of approximately one pro-
cent, while the value of Γ is modified by less than two
procent. We can then neglect this effect. Current research
usually focuses on more complex structures, looking like
ribbons or bundles, that have been observed under those
conditions [47,36] and new theoretical models are stud-
ied in order to take them into account and describe their
properties [45,48,49]. On longer time scales, though, it has
been shown that the system reaches a thermal equilibrium
[23,35,47,36,39]. The saturation time varies between the
instantness and tenths of years, depending on the volume
fraction and the value of Γ [23]. For values of mean length
at saturation 〈s〉 varying from unity to ≈ 102, we previ-
ously observed experimental saturation time in the range
of a few minutes to a few hours [36,39]. Up to now, the
most convenient and efficient model for the mean length
〈s〉 of the agglomerates at thermal equilibrium has been
established by Faraudo et al. [47]

〈s〉 =
√
φ0 exp (Γ − 1). (4)

Numerical simulations can be seen as useful tools to
compare ideal experiments with actual experiments or the-
oretical expectations. Comparing with actual experiments
can indicate if all the key physical ingredients are taken
into account in the models. It can also be used to test
some models in range of parameters which are not acces-
sible experimentally. In the case of the analytical models
for the mean chains length at saturation,[26,37] such simu-
lations can (dis)confirm the mathematical approximations
and the dependencies in the various parameters. However,
classical techniques of numerical simulations (Langevin
Dynamics, soft sphere discrete element methods, molecu-
lar dynamics, ...) would require several years of computing
time to reach equilibrium state under some conditions: ac-
tual experiments last for hours and one second of simula-
tion currently takes from 300 to 1100 hours of computering
time. The most challenging situations are the ones leading
to long chains, for which experiments and analytical mod-
els disagree [26,36,47]. Some researchers have developed
alternative simulation techniques, where they consider the
aggregation of the particles as irreversible and use a sim-
plified magnetic interaction. This allows them to dynam-
ically redefine the objects in the system and shorten the
simulations by decreasing the numbers of objects to sim-
ulate [47]. However, those hypothesis are only valid when
the magnetic interactions are really high and the system
is diluted.

In the present work, we performed simulations with a
modification of the viscosity of the surrounding fluid. We
considered a fluid with a viscosity of η = 2.5 10−5 Pa s.
As we showed in a previous work, above a certain thresh-
old value, this doesn’t fundamentally change the prop-

54



A. Darras et al.: Effect of volume fraction on chains of superparamagnetic colloids at equilibrium 3

erties of the equilibrium of the system. [39] To validate
our approach, we first begin to show that we indeed ob-
tain the same results as with water (η = 1 10−3 Pa s)
in well-known conditions. Afterwards, we numerically ex-
plore the equilibrium of high volume fractions systems,
which could not be reached previously. We obtain unex-
pected high average lengths of the chains. We then demon-
strate that interaction between chains can explain those
results through a statistical approach. Eventually, we con-
firm the improvement of those theoretical considerations
with actual experimental data.

2 Numerical simulations methods

In our study, simulations are realised using a Soft Sphere
Discrete Element Method [50–52]. The code is the same
as the one we developed for previous studies. [39] The al-
gorithm progresses with a constant time step and solves
Newton’s equations of motion at each iteration. Regard-
ing the involved forces, it takes into account the dipole-
dipole interactions between the colloidal particles as well
as the Brownian agitation in the system. In order to limit
the computational cost, we introduced a cut-off distance
for the magnetic dipole-dipole interaction, of about 12R,
by using a linked-cell method [53]. The random motion
of a particle due to its interaction with surrounding fluid
molecules in the heat bath can be described by using a
Langevin equation [54]. To reproduce the effects of these
interactions with the fluid, we then considered a drag force
as F d = −6πRηv, where v is the velocity of the par-
ticle. The Brownian force F b is modeled as a Gaussian
white noise process [55,56]. Regarding the collisions be-
tween particles, as well as collisions between a wall and a
sphere, we model the normal contact force acting on two
impacting objects as a linear spring-dashpot. We also take
into account a tangential contact force, proportional to the
relative slipping velocities of the particles and bounded
by Coulomb’s criterion. Furthermore, since sedimentation
plays an important role in the dynamics of our system,
gravity and buoyancy have to be included. Detailed equa-
tions for each force can be found in a previous publication
[39].

It is worthwhile to notice that changing the viscos-
ity parameter η modifies both the drag force F d and the
Brownian force F b in the simulations (indeed, Fd ∝ η and

Fb ∝ η
√
D ∝ √η). Besides this, all the other parameters

remain constant since they depend only on temperature
and particle properties. In our simulations, we fixed the
viscosity at η = 25 µPa.s, in order to speed up the simu-
lations. [39] This value of the viscosity is fixing the Peclet

number Pe = Rχ2

36µ0

√
m

3kBT
B2

η ≈ 0.11 in a value largely

below the critical Peclet number PeC = 0.825 we deter-
mined in an earlier work. [39] This should then guarantee
that the equilibrium behaviour of the suspension is not
modified by the change of viscosity, but represents a gain
of a factor 40 on the simulation time. This gain would not
be possible by simply reducing the time step of the simu-
lations. Indeed, the time step intervals are fixed according

to numerical stability of the collisions between particles. A
safe value, not slowing down excessively the computation
time, is given by tstep = 2π

40

√
m
k , where m is the mass of

the particles and k is the stiffness in the Hooke model for
the particles collisions [50–52]. While decreasing this time
step by a factor 40 would lead to numerical instability of
the collisions, increasing the viscosity by this factor does
not modify the evolution of the mean size if the system,
as demonstrated in our previous work [39].

3 Numerical simulations results

We simulated systems within boxes with height Z = 10µm,
width X = 100µm and length Y = 400µm. The magnetic
field has a component only in the direction y of the length
of the box B = Bey, where ey is the unitary horizontal
vector parallel to the length Y of the box (the gravity be-
ing defined as g = −gez). While there is a periodic bound-
ary condition on the vertical walls of the boxes (in order
to limit the effect of the system size), the particles interact
with the horizontal walls with the same contact forces as
between two spheres. The fact that no further interaction
is required to model real colloidal systems is supported by
our previous experimental studies, where particles experi-
ence free diffusion near the wall. [38]

Typical growth of the mean size of the chains along
time 〈s〉(t) is represented in Fig. 2. The time has been
adimensionalized by the characteristic time of aggregation

of the particles tB = 6πηR3

48[(1/3)1/2−(1/3)3/2]U0φ
[34,39]. As one

can see, the equilibrium state is reached after a character-
istic time depending on the conditions of the simulations,
as expected from previous works [26,39,36,23]. The rest
of this section focus on the mean size of the chains at
equilibrium, noted 〈s〉

1

10
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Fig. 2. Log-log plots of the evolution of the mean size of
the chains 〈s〉(t) during simulations, for a magnetic field B ≈
13.5 G (Γ = 8), and various effective volume fractions φE . The
mean chains length is expressed in mean diameter of particles.
The mean size of the chains is plotted as a function of the
parameter t/tB , where the characteristic time tB .
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We first performed simulations in a range of volume
fraction φ0 = 1.15 10−3 and magnetic field B ∈ [0; 21 G]
(i.e. Γ ∈ [0; 19]) well characterized by previous studies.
[26,23,47] In our system, we have to take into account
the sedimentation. We then consider an effective sediment
volume fraction of φE = φ0

h
2R = 8.8 10−3, computed by

assuming the height available for the particles is their di-
ameter 2R, and where h is the height of the cell. When
this value of volume fraction is injected in eq.(4), we ob-
tain the expected saturation value for the mean length of
the chains 〈s〉, as illustrated in fig. 3. This confirms the
thermal equilibrium in our simulations is equivalent to the
observed equilibrium in systems with higher viscosities.

Fig. 3. Average lengths of the chains at saturation for various
magnetic field with an effective sediment volume fraction φE =
8.8 10−3. Red points are data obtained from several numerical
simulations. The black (lower) curve is the model of eq. (4)
and the magenta (higher) curve is the model from eq.(9), with
K = 2.2.

We also performed simulations for the same magnetic
fields B and parameters Γ , but with a ten times higher
volume fraction φ0 = 11.5 10−3, or φE = 88 10−3. The
results for those conditions are illustrated in fig. 4. As one
can see, the model from eq.(4) systematically underesti-
mates the mean length of the chains 〈s〉 in that particular
situation. This highlights that a high volume fraction in-
fluences the mean length 〈s〉 in some way which has still
to be understood.

In order to understand the role of the volume fraction,
we then performed simulations with a fixed magnetic field
B = 13.5 G and parameter Γ = 8, but various volume
fraction φ0 (and φE). The data from those simulations are
represented in fig. 5. From these, we can see that the model
from eq.(4) is accurate for sediment volume fractions up to
φE = 2.6 10−2. However, for higher volume fractions, the
mean length at equilibrium 〈s〉 is higher than predicted by
this law. Then, there must be some mechanism through
which the volume fraction modifies this length. We discuss
in the next section how the interaction between existing
chains can be this mechanism.

Fig. 4. Average lengths of the chains at saturation for various
magnetic field with an effective sediment volume fraction φE =
88. 10−3. Red points are data obtained from several numerical
simulations. The black (lower) curve is the model of eq. (4)
and the magenta (higher) curve is the model from eq.(9), with
K = 2.2.
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Fig. 5. Average lengths of the chains at saturation for various
volume fraction with a magnetic field B = 13.5 G (Γ = 8).
Red points are data obtained from several numerical simula-
tions. The black line is the previous model (eq.(4), while the
blue (mid-high) curve is our new model (eq. (9)), with the ap-
proximate value K = 6/π. The magenta (higher) curve is a fit
of this latter, with K as a fitting parameter, giving K = 2.2.

We also measured the distribution of the chains’ size
obtained in our last set of simulations. As one can see in
Fig. 6, these distributions can be scaled thanks to predic-
tions of the thermodynamic model (see section 4).

4 Thermodynamic model

The previous model (eq. (4)) is based on thermodynam-
ics development where the thermal equilibrium determines
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Fig. 6. Distribution of the chains’ size s obtained with simulations, for various volume fraction and Γ = 8. Left: Normalized
distribution of the number of chains As on the total number of chains A, for various effective volume fraction. Right: Scaling
predicted by the models, with 〈s〉 being the actual mean size of the agglomerates at equilibrium and x = (1− 1/〈s〉). With this
scaling, predicted by both models, all the data collapse on the same curve.

the homogeneity of the chemical potential of every parti-
cles. This model can then be easily modified if one finds a
dependency of the chemical potential as a function of the
volume fraction. For this purpose, we consider the expres-
sion of the chemical potential µs for a chain of s colloidal
particles

µs = µ0
s +

1

s

[
kBT ln

φs
s

]
(5)

where µ0
s is the mean free-energy per particle and the sec-

ond term comes from the entropy, with φs being the vol-
ume fraction of the chains of lengths s (see Eqs. (19.1)
and (19.6) in Ref. [57], and development in Ref. [47]). The
model leading to eq.(4) has been established by consider-
ing that the energy of a chain of s colloids with a magnetic
bond energy−ε is−(s−1)ε. This gives µ0

s = µ0−(s−1)ε/s.
[47,57]. In 3D, the bond can be assessed as βε ≈ Γ − 1,
where β = 1/(kBT ), from a mean-field hypothesis. We
discuss in Appendix 7 the difference between 2D and 3D
models and show that the 3D model has to be used in our
case.

In order to have a further effect of the volume frac-
tion, we suggest considering the interaction between the
chains of colloids. We will here introduce a reasoning to
apply another mean-field theory to this interaction. Let us
consider the case of long chains created in a high volume
fraction suspension. We can idealize the system as a suc-
cession of parallel chains separated by a mean distance d.
If we assume that the chains are long compared to their
distance d, we can assimilate these chains to magnetic nee-
dles whose interacting energy UCC behaves like

UCC =
µ0

4π

µ2

4R2

2

d
, (6)

see eq.(16) in Ref. [58]. By considering the sedimentation,

the available volume for each particle goes like Ṽ ≈ d4R2,
while their own volume is Vp = 4πR3/3. The total sed-

iment volume fraction is then φE = Vp/Ṽ = (πR)/(3d).

This leads the average distance d between the chains to
be d = (πR)/(3φE). Then, each chain has a repulsive in-
teraction with its two neighbours, creating an interaction
energy per chain

UCC =
µ0

4π

µ2

4R2

6φE
πR

=
6

π
ΓkBTφE ≡ K kBT Γ φE , (7)

where K = 2R
dφE

is a geometric constant that our idealiza-

tion approximates as K ≈ 6/π. The chemical potential of
the particles can then eventually be expressed as

µs = µ0 +
1

s

[
kBT ln

(
φs
s

)
− (s− 1)ε+K kBT Γ φE

]
.

(8)
Then, a reasoning perfectly analogous to the one of Fa-
raudo et al. [26], based on the equilibrium of the chemical
potential µ1 = µs and the constraint φE =

∑
s φs, leads

to
〈s〉 =

√
φE exp (Γ − 1 +KΓφE). (9)

This model has been represented in fig. 5. The value
of K = 6/π gives the blue curve. As can be seen in the
graph, this curve has the right trend and is in good agree-
ment with the numerical data. Moreover, if one would like
to determine a more accurate value for K, one can fit this
eq. (9) with the data from Fig. 5. Fitting eq. 9 with K as a
fitting parameter gives a value of K ≈ 2.2 (magenta curve
on fig. 5). Since we really simplified the system to obtain
the value of K = 6/π ≈ 1.9, and given the good agreement
with all the data (for the fit R2 = 0.95), it seems reason-
able to accept that actual geometrical constraints lead to
this value. Furthermore, the fact that the actual value ofK
is higher than the ideal value we computed can be justified
by the fact that all the chains are not separated exactly
by the mean distance d. For instance, let us consider that
all the chains are not separated by exactly the same lat-
eral distance D, but that this distance has a homogeneous
distribution between (1 − a)d and (1 + a)d. This kind of

57



6 A. Darras et al.: Effect of volume fraction on chains of superparamagnetic colloids at equilibrium

distribution is somehow realistic because, due to the fixed
volume of the suspension, if one chain approaches one of
its neighbour it moves away from another one. (Strictly,
this implies that real distributions have to be symmetric
around d.) The mean value of 1/D is then found to be

〈
1

D

〉
=

1

2ad

∫ (1+a)d

(1−a)d

1

D
dD =

ln
(

1+a
1−a

)

2a

1

d
. (10)

The effective value of the energy between the chains should
then consider this mean value of 1/D instead of 1/d :

UCC = µ0

4π
µ2

4R2 2
〈

1
D

〉
... And we then obtain K = 2R

φE

〈
1
D

〉
.

A value of K = 2.2 is then given by a width of distribution
a = 0.604, which would mean that the distribution of the
distance D has a width of 64% of its mean value, given it
was uniform.

Moreover, the curve corresponding to eq.(9) with K =
2.2 has been represented on the Figs. 3 and 4. Indeed,
eq.(9) also shows a different dependency on Γ than eq.(4).
For the case of low volume fraction (fig. 3), both models
give pretty similar results, in good agreement with the nu-
merical data. In the case of high volume fraction (fig. 4),
both models fail to explain the low Γ data, but eq. (9) is
in good agreement with the numerical data for higher Γ .
Actually, such a deviation in the beginning of the data is
due to an increased probability of random collisions be-
tween particles which create temporary aggregates. Those
agglomerates are formed by particles whose contact time
is directly controlled by the collision of the particles and
are not sticking together due to magnetic interactions. Of
course, this can only occur in low Γ configuration, and
they are not taken into account in the equilibrium en-
semble of the models, because it is not the competition
between their magnetic and thermal energy which creates
the agglomerate, but rather geometrical constraints (i.e.
the space available for each particle during their free dif-
fusion). For instance, some of these agglomerates can be
oriented perpendicularly to the magnetic field, which is
not considered in the equilibrium model, given their repul-
sive magnetic interaction. Actually, the model computing
βε ≈ Γ − 1 considers only chains constituted of particles
whose angles between their magnetic moment (in the di-
rection of the external field) and the direction pointing to
the centre of their closest neighbours is comprised between
−θ0 and θ0, where θ0 = arcsin

√
2/3, so that the radial

component of the magnetic interaction is attractive. More-
over, the analytical expression of both models have been
obtained with approximations assuming that Γ and the
predicted value of the average chains length are large in
front of 1. (see eqs. (6) and (7) in Ref. [26]). Furthermore,
the configuration of parallel long chains leading to eq. (9),
which can happen only with an important magnetic field,
or Γ , is not suitable to describe a system composed of
small agglomerates. The expression of UCC in eq. (7) has
explicitly be obtained by assuming that the length of the
chains is longer than their distance (see Ref. [58]) which
means d > 〈s〉R ⇔ φE〈s〉 > π/3. Since the effective vol-
ume fraction we used is of the order of φ ≈ 0.1, this is an-
other reason why our model becomes accurate for values

of 〈s〉 & 10. The agreement with only the high Γ points is
then not surprising. For lower volume fraction, however,
the term KΓkBTφE is often negligible to Γ − 1 and does
not modify too much the predicted value (as illustrated in
Fig. 3).

The distribution of the chains size obtained in our sim-
ulations is represented in the Fig. 6. To compare with
the models, one can note that both model imply that the
number As of chain with length s is proportional to As ∝
φs/s ∝ xs, where x = φ1 exp (Γ − 1 +KΓφE) in our case
and x = φ1 exp (Γ − 1) in the previous model. From this,
it comes that the normalized distribution of the chains

As/A, with A =
+∞∑
s=1

As behaves like As/A = (1− x)xs−1.

In the limit 〈s〉 >> 1 ⇒ x ≈ (1 − 1/〈s〉), leading to
eqs. (4) and (9), we can then write log10 (〈s〉As/A) =
(s − 1) log10 x. The mean size of particles at equilibrium
is then the only relevant parameter in the system, since
it determines the distribution of the particles. While the
finite size of the systems we simulated prevent the data to
exactly follow this relation, it can still be used as an effi-
cient scaling law to collapse all the data on a same master
curve, as illustrated in Fig. 6

In order to confirm those theoretical considerations, we
also performed actual experiments described in the next
section.

1
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0.001 0.01 0.1 1 10 100 100010000

=0.5 10
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Fig. 7. Log-log plots of the evolution of the mean size of the
chains 〈s〉(t) during experiments, for a magnetic field B ≈
13.5 G, and various effective volume fraction φE . The mean
chains length is expressed in mean diameter of particles. The
mean size of the chains is plotted as a function of the parameter
t/tB , where the characteristic time tB .

5 Experimental setup

A part of a typical experimental picture is presented in
fig. 1. The experiments were performed with superpara-
magnetic microspheres dispersed in water (Estapor R© M1-
070/60), with a volumic fraction varying from φ0 = 1. 10−4

to φ0 = 23. 10−4 (φE = 5. 10−3 to φE = 115. 10−3).
The suspension was placed inside a cylindrical chamber
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Fig. 8. Equilibrium mean size of the particles as a function
of effective volume fraction φE . The circles are experimental
measurements while the curves are the fitted models. The black
line is the fit from eq.(4), while the magenta curve is a fit
from our model (eq.(9)). One can see that eq.(9) gives a trend
consistent with the experimental data.

of diameter D = 5 mm and thickness approximately h =
50 µm. The chamber was formed by two parallel glass
plates. The first glass plate was covered with an approxi-
mately 50 µm layer of epoxy with the exemption of a cir-
cular region. A suspension droplet of 1 µl was placed inside
this region. Afterwards, the second glass plate was placed
on the first one. A small quantity of low-viscosity silicon
oil was placed on the epoxy to assess the watertightness
of the chamber. A constant and homogeneous magnetic
field B ≈ 13.5 G was generated by a constant current
in surrounding coils at the beginning of each experiment.
The magnetic field produced by those coils was character-
ized with a Hall probe and was homogeneous within the
precision range of the probe of 2% around the cell. The
current in the coils had a constant intensity controlled
by a programmable DC power supply GenH-750W from
TDK Lambda, with a precision of 0.01 A. The suspen-
sion was observed from the bottom with a 40x magnifi-
cation. The microscope used was an inverted microscope
Olympus IX73, connected to a 4070M-CL Thorlabs Cam-
era with 2048 by 2048 pixels of 16 Bits depth. The images
were recorded with a frame rate of 1fps during ten min-
utes, then a frame rate of 0.1 fps is applied. Each exper-
iment lasted between five and eight hours. Experiments
were performed at least three times for each condition in
order to assess reproducibility of the results.

6 Experimental validation

Experimental growth of the mean size of the chains along
time 〈s〉(t) is represented in Fig. 7. As for the simulations,
the time has been adimensionalized by the characteristic
time of aggregation of the particles tB . As one can see, the
equilibrium state is again reached after a characteristic

time depending on the conditions of the simulations. The
rest of this section focus on the mean size of the chains at
equilibrium, noted 〈s〉

The measured equilibrium mean size of the particles
as a function of effective volume fraction is shown in fig.
8. The dispersion of the properties of the particles making
the efficient Γ value hard to estimate, we performed a
fit on its value. Actually, one can estimate the range of

plausible Γ = πR3χ2B2

µ09kBT
from the distributions of radius

R and susceptibility χ in our sample of colloids. Since
the distribution of R has a width of approximately 15%
around its mean and the distribution of susceptibility χ
has a width of 10% around its mean value, we obtain a
range of plausible Γ ∈ [2.2; 8.3]. This range being actually
pretty large, is why it seems more suitable to determine
the actual effective value of Γ through a fit.

One can see that eq.(9), considering K = 2.2, gives
a trend consistent with the experimental data. Moreover,
our model (eq.(9)) gives a higher coefficient of determina-
tion (R2 ≈ 0.95) than the previous model (eq.(4), R2 ≈
0.89), and the fitted value of the Γ parameter is also closer
from the value computed from mean properties of the par-
ticles. Indeed, the value of Γ computed from mean square
susceptibility and cube radius is around Γ = 4.5 while the
fittings gives Γ = 7 for eq.(9) and Γ = 9 for eq.(4).

The experimental distribution of chains size is illus-
trated in Fig. 9. These distribution contain more noise
(mainly due to image analysis) and are as clearly sepa-
rated than the ones obtained with the simulations. How-
ever, the previous scaling log10 (〈s〉As/A) = (s−1) log10 x
still collapse all the data on the same curve.

7 Conclusions

Our simulations and experiments demonstrated that the
current model (eq. (4)) regarding the equilibrium length
of superparamagnetic colloids under magnetic field does
not reproduces the adequate volume fraction dependency.
Indeed, we identified the ignored interactions between the
chains as a cause of divergence between this model and
both numerical and experimental data. Moreover, we showed
that idealizing assumptions could lead to a consistent model.
We showed this modification is not only important when
only the volume fraction is varying, but also when con-
sidering a high volume fraction system and varying the
characteristic interaction energy of the particles (i.e. by
varying Γ by any means). Accordingly, this work opens
new perspectives to model and understand such high vol-
ume fraction systems.
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Appendix A. Dimensionality of the models

We used a 3D model for the aggregation instead of a 2D
model, even if the particles sediment in our simulations
and experiments. Indeed, as we demonstrated in a previ-
ous work [36], there are two ways Faraudo’s model should
be modified to take a change of dimension into account.

The first one is that the surface fraction φ2DS ≡ NπR2

A ,
whereN is the number of particles, R their radius and A =
XY the area of the bottom plate, should be used instead of
the volume fraction. The second way the model should be
modified is through the effective mean bond energy ε. This
parameter is related to Γ through a thermodynamic mean
value of the magnetic interaction energy, and makes use of
a Jacobian depending on the dimensionality. Introducing
the right 2D configuration space in the computations of

Faraudo et al.[26] leads to βε2D = Γ − 1/2 [36]. We then

have a final model 〈s〉 =
√
φ2DS exp (Γ − 1/2).

Fig. 10. Average lengths of the chains at saturation for various
surface fraction with a magnetic field B = 13.5 G (Γ = 8). Red
points are data obtained from several numerical simulations.
The black line is the 2D version of Faraudo’s model , while the
blue (mid-high) curve is the 2D version of our new model, with
the approximate value K = 4/π. The magenta (higher) curve
is a fit of this latter, with K as a fitting parameter, giving
K = 0.32.

However, as illustrated in Fig.10 when we compared
this model with our data, it does not catch their trend
at all... While the 3D version of Faraudo’s model actually
predicts efficiently the saturation values, once we used the
effective volume fraction φE in the vicinity of the sedi-
mented particles (which differs from the 2D surface frac-

60



A. Darras et al.: Effect of volume fraction on chains of superparamagnetic colloids at equilibrium 9

tion by a factor 2/3 φE = N4πR3

3XY 2R = 2
3φ

2D
S ), as it does

for the case of data in Fig. 3 (which has been obtained in
conditions similar to those for which the model has been
developed).

Similarly, our proposition and the computation of d
and K would depend on the dimensionality. In 2D, the
available surface for each particle would go like Ã ≈ 2Rd
while their own surface is πR2. The mean distance d would
then be obtained through φ2DS = πR

2d ⇒ d = πR
2φ2D

S

leading

to K = 4
π to write UCC = K kBTΓφ

2D
S .

As can be seen from Fig.10, none of the 2D curves
match any part of the data’s trend. One should not be sur-
prised than the 2D models do not efficiently predicts what
happens in our simulations, which are as close as possible
from our experiments. Indeed, the particles are not strictly
restricted to a 2D plane : the thermal energy of the system
is approximately equal to mg2R, with m the mass of the
particles, allowing single particles to elevate their centre
of mass over another particle. This means that collisions
between particles are actually 3D. Since the volume frac-
tion influences the mean size of the chains through their
probability of collisions, this explains why one has to take
into account the volume fraction of the particles in the
sedimented layer and not their surface fraction. Moreover,
this thermal agitation makes that no solid constraint re-
stricts the elevation between two neighbouring particles.
Then, the same configuration space is available for the
particles as in 3D (contact between two particles is still
defined through a surface, not through a curve). Since this
configuration space determines the properties of the sys-
tems at equilibrium, it is then not surprising that it is the
same as predicted by a 3D model. While the kinetics lead-
ing to this equilibrium might differ (since approximately
one half of the path leading to aggregation are missing
compared to pure 3D cases), there are no reasons why the
equilibrium state should be considered to be 2D.
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17. J.W. Tavacoli, P. Bauër, M. Fermigier, D. Bartolo,
J. Heuvingh, O. du Roure, Soft Matter 9, 9103 (2013)

18. U. Jeong, X. Teng, Y. Wang, H. Yang, Y. Xia, Adv. Mater.
19, 33 (2007)

19. J.L. Corchero, A. Villaverde, Trends Biotechnol. 27, 468
(2009)

20. B. Kozissnik, A.C. Bohorquez, J. Dobson, C. Rinaldi, In-
ternational Journal of Hyperthermia 29, 706 (2013)

21. Q. Pankhurst, N. Thanh, S. Jones, J. Dobson, Journal of
Physics D: Applied Physics 42, 224001 (2009)

22. M. Colombo, S. Carregal-Romero, M.F. Casula,
L. Gutiérrez, M.P. Morales, I.B. Böhm, J.T. Hever-
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Chapter 7

Transitional Marangoni instability

7.1 Motivations

When performing preliminary tests with evaporating droplets of superparamagnetic colloids
under magnetic �eld, we observed qualitatively di�erent stages during the lifetime of a droplet.
At �rst, it seemed that chains were forming as if evaporation had no in�uence on their growth...
But at the end of the evaporation, chains were destroyed by the inner �ows. Moreover, some
patterns looking like the ones produced by Marangoni instabilities were observed superimposed
to the remaining chains... We then decided to characterize the �uid �ows inside the droplet in
order to better understand what phenomena were occurring and how they compete with each
other along time.

7.2 Setup and methods

We evaporated a series a colloid droplets containing some �uorescent particles, in order to
measure the inner �ows through PIV. The microspheres were dispersed in water with diluted
phosphate bu�ered saline (PBS). The PBS has been chosen since it is a commercially available
pH bu�er involving only non-organic molecules. Indeed, pH and ions concentration are often
used as parameters to control electrostatic stabilization, and organic molecules could poten-
tially feed bacteria who could reach the suspension as it ages (which was a main trouble during
the exploratory part of this work).

We used an inverted microscope to �lm the droplet from below, and performed experiments
with various focal planes in order to have an idea of the 3D �ows. A custom airtight evaporative
chamber is placed upon the droplet, in order to prevent air �ow around it and to ensure the
reproducibility of the measurements.

7.3 Main results

We identi�ed four stages during the evaporation of the droplets. The �rst one (I) is char-
acterized by an overall diverging �ow characteristic from the co�ee ring e�ect. This stage is
followed by a transition to a Marangoni instability (II), were several recirculation cells are
observed along one radius of length. During this stage, a honeycomb-like pattern is formed at
the surface of the droplet. The stage III is a short time during which the structures at the
surface collapse towards the top center. At the end, a stage IV with a strong diverging �ow
is observed again. This behaviour is illustrated in Figure 7.1. The top row a) of this Figure
7.1 shows images obtained by �uorescence microscopy, showing the structure formed by the
particles at various time. The row b) shows the velocity �eld and its divergence, highlighting
the various �ow regimes. The bottom row c) shows 3D schemes of the velocity �eld, built
accordingly to the observations we performed in various focus planes and summarizing the
various �ow regimes.

The transition from stage I to stage II can be explained through a solutal Marangoni
number Ma = (∂σ∂κ 4 κ tf )/(η Rd), with the notations de�ned in the Introduction and
κ ≡ Ci/Ci(PBS) is a dimensionless volumic concentration de�ned as the ratio between the

65



CHAPTER 7. TRANSITIONAL MARANGONI INSTABILITY

Figure 7.1: Picture from [89]. Main results from PIV measurements. The pictures in row a) are
obtained experimentally with focus near the top of the droplet. The pictures for di�erent times
are then taken from di�erent focus height. Row b) shows the computed 2D velocity �eld ~v(~r)
corresponding to the upper pictures. The colours correspond to the velocity's 2D divergence
~∇ · ~v(~r), with blue being the positive values corresponding to areas from where the particles
diverge and red being the negative values corresponding to areas of convergence. The green
areas correspond to a zero divergence. Row c) depicts a 3D scheme of the streamlines based
on the cumulative observations of the di�erent heights, the colours of the arrows qualitatively
matching the colours of the computed divergence. The approximate time of the transition
between the di�erent stages is indicated below in seconds with a typical precision of 20 s.
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concentration Ci of any ionic component of the PBS over the concentration Ci(PBS) of the
same component in the stock solution of PBS. Actually, the surface tension of the liquid in-
creases with the concentration of PBS. We then showed that accumulation of PBS along the
edge of the droplet during stage I creates a surface tension gradient large enough to trigger
the Marangoni instability.

Moreover, the ratio between the Marangoni and the co�ee-ring velocities can be expressed
as ur/ur,Ma ∼ (Rdh0)/(Mah2) when h tends to zero (see Sections 2.1 and 2.2). This ratio can
then go up to 104 at the end of the evaporation (given h ∼ 10−6 for the particles being able
to move). This then explains the two main transitions in our observations.
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Figure 7.2: Picture from [89]. Normalized mean surface density of the dried agglomerates as a
function of the radial distance, for the various PBS concentration. For high PBS concentration
the co�ee ring e�ect is signi�cantly reduced.

We were also able to extract the surface density of particles in the eventual deposits, as
illustrated in Figure 7.2. This surface density is highly depending on the concentration of PBS
in the suspending liquid. This concentration modi�es two parameters. The �rst parameter
is the amplitude of the peak of density near the edge of the droplet. This edge signi�cantly
decreases when the concentration of PBS increases. The second parameter is the size of the
cells in the honeycomb-like pattern due to Marangoni recirculation. The size of those cells
decreases when the concentration of PBS increases, leading to a more homogeneous pattern.

7.4 Conclusion

We evidenced the competition between Marangoni and co�ee-ring �ow in our system and
characterized its evolution along time. This competition by itself is responsible for features of
the �nal deposit : the intensity of the surface density peak near the edge of the droplet (due to
co�ee-ring e�ect) and the honeycomb-like pattern in the deposit, homogenizing surface density.
This knowledge will then allow us to determine the speci�c e�ect of magnetic interactions
between colloids in further studies.
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Evaporation of sessile droplets is a method to organize suspended particles on solid substrates. Many studies
have demonstrated that Marangoni flows caused by surface-adsorbed molecules or temperature gradients can
strongly affect the dried deposit. In the present paper, we show how transitional Marangoni instabilitiy can
be triggered by bulk-diluted tensioactive ions. Thanks to particle image velocimetry analysis, we identify four
different flow stages. The transition between them can be understood by considering the competition between
the Marangoni flow and the mass conservation flow, usually responsible for the coffee-ring pattern. We also
demonstrate that the initial ionic concentration can select a coffee-ring pattern or a more homogeneous dried
deposit.

DOI: 10.1103/PhysRevE.98.062609

I. INTRODUCTION

The self-assembly of colloids is currently a topic of in-
tensive research, both on fundamental [1–11] and applied
aspects [12–20]. Amongst the self-assembly processes, the
evaporation of colloidal droplets has attracted much interest
due to its wide range of potential applications, extending from
blood analysis [21–24] via inkjet printing, paint, and polymers
[25–27] up to and including nanotechnology [28]. The main
feature of colloidal droplet evaporation is the so-called coffee-
ring effect [29–32]. This effect implies that particles tend to
be deposited at the edge of the final dried pattern. However,
several studies have shown various mechanisms preventing
this effect [27,33]. Notably, it has been shown that Marangoni
flows, driven by surface tension gradients, can be created from
temperature gradients and surface tensioactive agents or in
binary mixtures [34–37]. Those flows can strongly modify the
deposits’ pattern and lead to patterns such as homogeneous
deposits or polygonal networks [38–40]. Moreover, some re-
searchers have shown that more complex deposits’ structures
can be achieved thanks to various concentrations of pro-
teins or liquid crystals [41,42]. However, solutal Marangoni
flows have been thoroughly described only when surface
tension gradients have been caused by temperature gradients
or by tensioactive agents adsorbed at the surface of the
droplets.

In the present paper, we show Marangoni instability can
be triggered as a transitional flow by bulk-diluted tensioactive
ions. Indeed, we evidence the flows which appear when a
colloidal droplet containing bulk-diluted phosphate-buffered
saline (PBS) is evaporating. We then show those flows can
be understood by considering a competition between the mass
conservation flow inducing the coffee ring [29–32] and the

*alexis.darras@uliege.be
†https://www.grasp-lab.org/

solutal Marangoni flows [38,43]. This comes from the fact
that the bulk concentration of PBS has a slight influence on
the surface tension, like other salts [44] (see Supplemental
Material which contains data of surface tension as a function
of PBS concentration [45]). We computed a few dimension-
less numbers to understand the competition’s mechanisms.
We eventually show how the PBS concentration consequently
influences the final dried deposit of colloids and can possibly
suppress the coffee-ring effect. We show that the PBS concen-
tration can be used as a parameter to progressively change the
dried deposit pattern after the evaporation.

II. METHODS

A. Suspension preparation

The experiments are performed with microspheres dis-
persed in water Estapor M1-070/60 and F1-100XC), with
a volume fraction of φ = 50 × 10−5 for M1-070 and φ =
2 × 10−5 for F1-100XC. Those 1.2-μm-diameter particles
are made of polystyrene and covered with carboxyl-charged
groups to enable electrostatic stabilization of the suspension.
The F1-100XC particles are also fluorescent and allow us to
perform particle image velocimetry (PIV) analyses, while the
M1-070/60 particles contain ferrite inclusions which make
them dark and allow us to get high-contrast direct images
to study the dried pattern. In order to ensure the purity of
the dispersing phase, the commercial suspensions are first
deposited in the bottom of their container with a centrifuge.
The supernatant is then removed and the same quantity of
distilled water is then poured back in the container. The
particles are then dispersed again in the liquid thanks to
an ultrasonic bath and mechanical agitation. This process is
repeated three times. Then the particles are deposited once
again and the supernatant is replaced with the adequate solu-
tion, i.e., water with diluted phosphate-buffered saline (PBS)
(supplier: VWR; composition: 137 mM NaCl, 2.7 mM KCl,
and 12 mM phosphate buffer). The PBS has been chosen

2470-0045/2018/98(6)/062609(7) 062609-1 ©2018 American Physical Society
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since it is a commercially available pH buffer involving only
nonorganic molecules. Indeed, pH and ion concentration are
often used as parameters to control electrostatic stabilization
[46], and organic molecules could potentially feed bacteria
that could reach the suspension as it ages (which was a main
trouble during the exploratory part of this work). At the final
stage, particles are dispersed again thanks to an ultrasonic cell
disruptor, SONICS Vibra-Cell VC505.

B. Microscopy observations

To perform the observations, a 2-μl droplet of the suspen-
sion is placed on a microscope cover glass. A custom airtight
evaporative chamber is placed upon it. The chamber is made
of plexiglass and is T shaped. The ends of the upper branches
of the T are filled with silica gel to ensure reproducible
humidity conditions in the chamber. The central trunk is kept
empty in order to keep a clear path for the light. Petroleum
jelly is applied on the bottom of the chamber’s base to
assess airtightness between the plexiglass and the cover glass.
The suspension is observed from the bottom with a 6.4×
magnification (or 20× to get details of the eventually dried
deposits from several pictures). The microscope used is an
inverted microscope Olympus IX73, connected to a 4070M-
CL Thorlabs camera with 2048 by 2048 pixels of 16-bit depth.

The PIV pictures are obtained by enlightening the sample
with a blue LED source, a 470-nm centered coolLED pE-100,
and then filtering the re-emitted green light, centered around
525 nm from the Estapor datasheet, thanks to an Olympus
filter cube U-FBWA. The PIV images are recorded with a
frame rate of 1 fps, and the velocity field is computed with
a MATLAB code, with embedded image filtering to decrease
the focus depth and based on the open-source PIVLAB tool
[47,48]. Typical videos of evaporating drops are available in
the Supplemental Material [45].

III. RESULTS

We prepared three different suspensions, each of them
with various concentrations of PBS but with the same col-
loidal volume fraction of φ = 50 × 10−5 for the M1-070 and
φ = 2 × 10−5 for the F1-100XC. The PBS was diluted in
volume fraction as 6 × 10−3, 10 × 10−3, and 50 × 10−3 of the
respective final suspensions. For each of these suspensions,
we observed the evaporation with 5 different focus heights
above the glass substrate. For each of the specific conditions,
we observed at least 3 different droplets’ evaporation in order
to assess the reproducibility of the results. In total, we then
performed 15 measurements for each PBS concentration,
leading to a total of 45 exploited videos. Typical videos for the

FIG. 1. Main results from PIV measurements. The pictures in row (a) are obtained experimentally with focus near the top of the droplet.
The pictures for different times are then taken from different focus heights. Row (b) shows the computed two-dimensional (2D) velocity field
�v(�r ) corresponding to the upper pictures. The colors correspond to the velocity’s 2D divergence �∇ · �v(�r ), with blue being the positive values
corresponding to areas from where the particles diverge and red being the negative values corresponding to areas of convergence. The green
areas correspond to a zero divergence. Row (c) depicts a 3D scheme of the streamlines based on the cumulative observations of the different
heights, the colors of the arrows qualitatively matching the colors of the computed divergence. The approximate time of the transition between
the different stages is indicated below in seconds with a typical precision of 20 s. Stage I corresponds to an outward flow. During stage II, a
honeycomblike pattern is observed near the surface of the droplet due to Marangoni instability. This pattern is then somehow collapsing on
itself near the center of the drop during stage III. An outward flow, which tends to destabilize the previous structure, is observed during the
final stage IV.
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chosen focus height are available as Supplemental Material
[45]. From those videos, we were able to determine four
different stages during the evaporation process, observed for
every tested concentration of PBS and illustrated in Fig. 1.
An initial outward flow is observed during stage I. During
stage II, Marangoni recirculation cells create a surface pattern
of particles. This pattern collapses toward the center in stage
III, while an outward flow occurs near the substrate. During
the last stage, stage IV, a global outward flow dominates the
fluid motion while the particles are eventually deposited on
the substrate. A quantitative approach to experimentally de-
scribe those transitions is to measure the mean 2D divergence
of the flow field in a plane near the bottom plate, as described
in Fig. 2. As we will show, the transition between the different
stages can be understood mainly by considering a competition
between the mass conservation flow, usually responsible for
the coffee-ring effect [36], and a solutal Marangoni instability
[38,43].

A. Stage I: Initial outward flow

During stage I, an outward flow mainly corresponding to
the usual mass conservation flow is observed. A small recircu-
lation is observed at the center of the drop near the substrate,
which is unusual. However, this might be understood by the
fact that the outward flow increases the concentration of PBS
near the edge of the droplet, which increases the surface
outward flow. The mass leaving the center top of the droplet
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FIG. 2. Evolution of the mean 2D divergence of the flow field
in a horizontal plane of the droplet, near the bottom plate. Stage I,
characterized by a divergent flow of mass conservation, has a positive
mean divergence. This mean divergence decreases as the Marangoni
number Ma increases (see main text). When stage II occurs, along
with Marangoni instability, this mean divergence crosses the 0 value
and becomes negative. When the Cheerios collapse, characterizing
stage III, occurs, the divergence encounters some negative peak.
Stage IV, seeing the resurgence of a strong outward flow before
final deposition, is characterized by an important peak of divergence.
Error bars are obtained from standard deviations between measure-
ments. Differences are mainly due to the difficulty in accurately
defining the starting time of the experiments, as well as slight
variations of the initial conditions for each droplet.

must then be replenished by an upward recirculation in the
center of the drop. The mean divergence of the flow field
near the bottom plate is then positive, since the fluid mainly
leaves the center of the drop to reach the edge, as illustrated in
Fig. 2. During this first stage, the whole recirculation keeps
increasing the concentration gradient of the PBS and then
the surface tension gradient. Recent study has shown that
such a gradient can also be caused by an active capture of
the moving surface [49]. This surface tension gradient also
slowly decreases the outward flow and then decreases the
mean divergence (Fig. 2).

B. Stage II: Marangoni recirculation cells

After approximately 300 s, a flow pattern corresponding to
Marangoni instability cells is observed. Actually, Rayleigh-
Bénard instabilities could also lead to similar convection cells.
However, since our drops are smaller than the capillary length,
this gravity-driven flow is not plausible in our system. This
implies that we observe a Marangoni recirculation, driven
by a gradient of surface tension. This flow creates a hon-
eycomblike structure with the particles which are trapped at
the surface, in all probability due to some partial unwetting
as observed previously in other systems [40]. The detailed
analysis of the 2D velocity’s divergence [row (b) in Fig. 1]
allows one to clearly see those structures, with the alternation
of regions where particles strongly converge with areas where
particles strongly diverge. The mean 2D divergence, observed
near the bottom plate, is then almost constant, but slightly
negative (Fig. 2). Indeed, when observed near the bottom
plate, the velocity filed still converges towards the edge of
the droplet near its boundaries, creating a bias in the mean
value.

Such a surface tension gradient is often produced by a
temperature gradient, but temperature gradients along the
surface of evaporating droplets appear almost instantly and
only decrease with time [34,38]. It is then not plausible that
the observed delayed instability is driven by the tempera-
ture gradient. Moreover, we noticed that modifying the PBS
concentration modifies the size of the cells, which can also
not be explained by temperature gradients. In our case, the
most probable explanation is then that the gradient of the PBS
concentration creates the surface tension gradient responsible
for such instability.

The time at which this transition occurs is consistent with a
magnitude order analysis, as we demonstrate here. Let us first
consider a Marangoni number Ma = ( ∂γ

∂κ
�κtf )/(ηR) adapted

from thermal Marangoni number [34,38], where γ is the
surface tension of the fluid, κ ≡ Ci/Ci (PBS) is a dimension-
less volumic concentration defined as the ratio between the
concentration Ci of any ionic component of the PBS over the
concentration Ci (PBS) of the same component in the stock so-
lution of PBS, tf ≈ 1600 s is the drying time, η ≈ 10−3 Pa s
is the viscosity of the fluid and R ≈ 10−3 m is the radius of
the droplet’s contact line (often identified as the droplet’s ra-
dius). The typical Marangoni number Ma at which Marangoni
instability occurs is of the order of Mac ≈ 102 [34,38,40]. We
measured that ∂γ

∂κ
≈ 10−4 N/m from the pending drop method

measurements performed with a CAM 200 apparatus from
KSV instruments LTD (Supplemental Material contains the
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data [45]). The difference of concentration �κ can be assessed
from several hypotheses. First of all, we assume that every
ionic component of the PBS has the same distribution profile
along the droplet radius, when normalized by its total amount.
This ensures the definition of κ does not change when another
component of the PBS is used to define its value. Then, since
during stage I the fluid in the center of the droplet globally
flows to the edge of the drop, we assume that the concentration
of the ions near the center of the droplet is close to the
initial concentration κ0 ≈ 10−2 before the droplet begins to
evaporate. Eventually, we estimate that the concentration of
ions near the droplet of the edge is of the order of magnitude
of the average concentration κm = κ0V0/V , where V0 is the
initial volume and V is the current volume of the drop. Since
the volume of the droplet decreases linearly with time t , in
the pinned contact line regime we observed, we can write
V ≈ V0(tf − t )/tf [28,50]. The difference of concentration
can then be assessed as �κ ≈ κ0t/(tf − t ). After t = 350 s
of evaporation, we then obtain a Marangoni number of

Ma ≈
∂γ

∂κ
κ0tf t

ηR(tf − t )
≈ 102, (1)

which is then the order of usual critical Marangoni numbers
Mac above which Marangoni instability occurs.

C. Stage III: Cheerios collapse

At the end of the second stage, the honeycomblike struc-
ture collapses near the center of the surface, decreasing the
size of the pattern’s cells. During this stage III, there is an
inward surface flow while the flow near the substrate is an
outward flow corresponding to the usual mass conservation
flow creating the coffee ring. In Fig. 2, however, one can still
see a negative peak corresponding to the convergence of the
particles of the surface structures. Indeed, the chosen focal

plane is slightly above the bottom plate (in order to avoid
noise from wall interaction), and the drop is then thin enough
for the surface to be seen in the focal plane. Moreover, the
detailed motion of the structure during this stage is highly
dependent on the geometry of the droplet and the resulting
honeycomb structure. Regarding quantitative data, it is then
the stage with the highest noise amongst the four stages we
identified.

We believe the inward surface flow is due to the Cheerios
attraction between the particles forming the honeycomb-like
pattern. This is pretty hard to assess theoretically since we do
not have any accurate idea on the contact angle between the
spheres or their actual wetting and also because interaction
of capillary charged particles is still challenging to model,
especially for short distances, even on flat surfaces [51–53].
However, it has already been shown that Cheerios interactions
can lead to structures of colloids and can even prevent the
coffee-ring effect, leading to flows similar to this collapse
[54,55]. The method used in those previous studies to verify
that the Cheerios effect is responsible for structures or mo-
tion is adding surfactants in the suspension to modify those
interactions. Nonetheless, such an addition of surfactants in
our system would prevent or modify the Marangoni flow
mechanism as well as the resulting pattern and then cannot
be used to check this hypothesis in our case. This will then
be the focus of future studies. On the other hand, the fact
that an outward flow occurs again in the system near the
substrate can be understood from the dependence of velocities
on the geometry of the droplet. Indeed, Hu and Larson [38]
have shown that the velocity field from the Marangoni flow
and the mass conservation flow linearly superimpose. From
their equations, we can also identify that the radial velocity
depends on the geometry of the droplet as vCR ∼ 2h0R/(htf )
for the mass conservation flow and vMa ∼ Mahh0/(Rtf ) for
the Marangoni flow, where h0 is the initial height of the
droplet and h is the current height. The ratio of these two flows

FIG. 3. Comparison of two droplets containing different concentrations of PBS. When the PBS concentration increases, the size of the
Marangoni recirculation cells decreases. The resulting pattern then better resists the outward flow of stage IV. The two pictures in this figure,
obtained by fluorescence microscopy, were taken after approximately 1000 s of evaporation.
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then behaves as

vCR

vMa
∼ R2

Mah2
.

If we assume the Marangoni number does not change too
much after the apparition of the Marangoni instability and we
take into account the fact that the particles can still move for
a height as small as h ≈ 10−6 m, since the radius is pinned at
R = 10−3 m, it is easy to understand there is a time where the
outward flow will destabilize the Marangoni instability since
this ratio can reach values as high as vCR

vMa
≈ 104 at the end of

the evaporation process.

D. Stage IV: Outward flow and deposition

During stage IV, the bottom outward flow observed pre-
viously is the only flow remaining in the droplet. In Fig. 2,
a corresponding peak in the divergence is observed, in agree-
ment with values of stage I. The outward flow can be so strong
that it eventually breaks down the honeycomblike structure
formed by the Marangoni recirculation cells. However, this
latter observation strongly depends on the initial concentration
of PBS in the droplet κ0, as illustrated in Fig. 3. There are
two mechanisms by which the concentration of PBS can
modify the interlocking resistance and morphology of those
structures. First of all, the PBS will screen electrostatic re-
pulsion between the particles, which makes them more likely

to irremediably aggregate, as well described in the Derjaguin-
Landau-Verwey-Overbeek (DLVO) theory [56]. Moreover, we
have shown in Eq. (1) that the Marangoni number Ma is
proportional to the initial PBS concentration κ0. Since the size
of the Marangoni cells λ ∝ Ma− 1

2 is inversely proportional
to the square root of the Marangoni number Ma [40,57], this
then implies that an increase of the initial PBS concentration
κ0 will give rise to smaller cells. These observations are
illustrated in Fig. 3.

Those variations have a strong influence on the eventually
dried deposit of the droplet. Indeed, a high initial PBS concen-
tration κ0 maintains the honeycomblike structure created by
the Marangoni recirculation even in the dried deposit, contrary
to the low PBS concentration as illustrated in Fig. 4. The
presence of this structure is then able to decrease and mainly
prevent the coffee-ring effect. This can be qualitatively ob-
served in Fig. 4. A more quantitative analysis of the deposits
can be performed by computing the mean surface density ρ

of the deposit. We computed this quantity as a function of the
relative distance from the center r of the deposit, normalized
by the radius R of the deposit. We then normalized it by
its integral N = ∫ 1

0 ρ(δ)dδ, where δ = r
R

. This normalization
enhances the relative variation values and ensures that no
differences in lightening are taken into account. The result-
ing curves are presented in Fig. 5. As it can be concluded
from those curves, the initial PBS concentration κ0 is a

FIG. 4. Comparisons of two dried deposits from droplets containing different concentrations of PBS. The pictures are obtained from
bright-field observation. When the PBS concentration increases, the particles are deposited more homogeneously all over the deposit. On a
smaller scale, the pattern produced by the Marangoni instability is almost unaffected in the dried pattern. The bottom pictures are a zoom of
the box in the upper pictures.
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FIG. 5. Mean surface density of the dried agglomerates normal-
ized by the number of particles (so that the integral of the curve is
equal to 1) as a function of the radial distance, for the various PBS
concentrations. For high PBS concentration the coffee-ring effect
is mainly countered, since the averaged density of the deposited
particles is mainly uniform along the droplet’s radius. Error bars are
not shown in order to avoid overloading of the curves; however the
maximal standard deviation is below 10% of the curve value.

parameter which allows one to switch continually from a clas-
sical coffee-ring deposit (see κ0 = 6 × 10−3 curve in Fig. 5)
to a much more homogeneous deposit where the density of

particles in the center and at the edge are comparable (see
κ0 = 50 × 10−3 curve in Fig. 5).

IV. CONCLUSION

Our experiments evidenced the different flow steps induced
by a solutal Marangoni flow in a sessile droplet by using
PIV on various heights of the droplet. Moreover, we were
able to model most of the transitions and enhance how the
initial concentration of PBS influences the flow mechanisms
by using simple dimension analysis. This analysis showed
that the key mechanism to understand the flow behavior is
the competition between solutal Marangoni flow and mass
conservation flow. We also showed that this influence can
be used to control the dried deposit properties. Actually, we
showed that a sufficient initial PBS concentration maintains
the structure formed in the previous stage of evaporation. This
looks like a promising way to control the deposition of other
structures, like those obtained from self-assembled magnetic
or Janus colloidal particles.

ACKNOWLEDGMENTS

A.D. is financially supported by the FNRS as a research
fellow. This work was financially supported by the FNRS
(Grant No. PDR T.0043.14) and by the University of Liège
(Starting Grant No. C-13/88).

[1] J. S. Andreu, J. Camacho, and J. Faraudo, Soft Matter 7, 2336
(2011).

[2] J. H. Promislow, A. P. Gast, and M. Fermigier, J. Chem. Phys.
102, 5492 (1995).

[3] P. Domínguez-García, J. Pastor, and M. Rubio, Eur. Phys. J. E
34, 1 (2011).

[4] A. Darras, E. Opsomer, N. Vandewalle, and G. Lumay, Sci. Rep.
7, 7778 (2017).

[5] J. Faraudo, J. S. Andreu, and J. Camacho, Soft Matter 9, 6654
(2013).

[6] A. Darras, J. Fiscina, M. Pakpour, N. Vandewalle, and G.
Lumay, Eur. Phys. J. E 39, 1 (2016).

[7] N. Rojas, A. Darras, and G. Lumay, Phys. Rev. E 96, 012608
(2017).

[8] A. Darras, J. Fiscina, N. Vandewalle, and G. Lumay, Am. J.
Phys. 85, 265 (2017).

[9] H. Ezzaier, J. Alves Marins, I. Razvin, M. Abbas, A. Ben Haj
Amara, A. Zubarev, and P. Kuzhir, J. Chem. Phys. 146, 114902
(2017).

[10] K. S. Khalil, A. Sagastegui, Y. Li, M. A. Tahir, J. E. Socolar, B.
J. Wiley, and B. B. Yellen, Nat. Commun. 3, 794 (2012).

[11] Y. Gurevich, Y. Mankov, and R. Khlebopros, Dokl. Phys. 58,
478 (2013).

[12] F. Martinez-Pedrero and P. Tierno, Phys. Rev. Appl. 3, 051003
(2015).

[13] H. Carstensen, V. Kapaklis, and M. Wolff, Phys. Rev. E 92,
012303 (2015).

[14] K. Müller, N. Osterman, D. Babič, C. N. Likos, J. Dobnikar,
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CHAPTER 7. TRANSITIONAL MARANGONI INSTABILITY

7.6 Additional Comments

As attentive readers can notice, there is a di�erence between the ratio ur/ur,Ma ∼
(Rdh0)/(Mah2) we wrote in this thesis and the equivalent ratio vCR

vMa
∼ R2

Ma h2
we introduced

in the paper. While this does not change the further conclusions and discussions, it is worth
noticing the scalings described in the paper for the Marangoni and co�ee-ring e�ects are un-
fortunately incorrect. The right developments can be found in our Sections 2.1 and 2.2.
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Chapter 8

Remote-controlled deposits

8.1 Motivations

As we stated in Section 2.5, most of the control on evaporative deposits is currently made
through the composition of the droplet. However, interactions between superparamagnetic
colloids allow us to use the external magnetic �eld as a remote control to induce self-assembly.
The goal of this work is to determine how this remote control can in�uence the eventual
evaporative deposit.

8.2 Setup and methods

We prepared suspensions of superparamagnetic colloids with the same volume fraction as in
the previous Chapter 7. The suspending liquid is diluted PBS with �nal volume fraction
κ = 50 10−3. We observed evaporating droplets in the same conditions as previously, except
we applied various magnetic �elds on the evaporative droplets. The magnetic �eld is produced
by surrounding coils where an electric current is injected, as in Chapters 4 to 6. We then
characterized the eventual deposit for the various experimental conditions.

8.3 Main results

We observed that magnetic �elds applied on evaporating droplets of superparamagnetic col-
loids can have a signi�cant in�uence on the eventual deposit. It modi�es both the average
distribution of the surface density and the morphological details of the deposit. More accu-
rately, the magnetic interactions between the particles tend to decrease the co�ee-ring e�ect
and create a more uniform deposit. It also has some drastic e�ect on the detailed pattern
of the deposits. As illustrated in Figure 8.1, the self-assembled structures from the magnetic
interactions between particles can remain in the deposits. This highlights the fact that an
external magnetic �eld can be used as a versatile remote control for the �nal dried deposit.

For the case where a constant magnetic �eld is applied, we also linked the size of the chains
in the deposits to their dynamical growth. Indeed, a simple hypothesis is that their growth
is suddenly stopped when the evaporation process is complete. Their mean size at this time
tf , 〈s〉(t) = k (tf/tB)z, is then governed by the characteristic time of aggregation tB ∝ B−2.
This leads to the fact that the size of the chains in the deposits scales as 〈s〉 ∝ B−2z ≈ B−1.3,
from usual value of z ≈ 0.65. We found that this scaling e�ciently describes the evolution
of chains length in our deposit, but only if one takes into account a non-zero mean length of
agglomerates, due to the honeycomb-like patterns due to Marangoni recirculation. This result
is illustrated in Figure 8.2, where the red line represents this scaling law 〈s〉 ≈ aB−1.3 + 〈L〉0,
with a a �t parameter and 〈L〉0 is the mean length of the agglomerates with no magnetic �eld.
The points are experimental data obtained with various magnetic �elds. This graph highlights
that the properties of the �nal dried deposit directly depends on the self-assembly process of
the particles.
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Figure 8.1: Picture modi�ed from [90]. Parts of various deposits obtained with di�erent mag-
netic �elds (null, homogeneous, rotating and oscillating �elds, amplitude of non-zero magnetic
�elds are 22.5 G). Each picture has been colourized for illustration purposes. On the right pic-
ture is a zoom on the squared area. The global surface density at the centre of the droplets does
not change very much. However, one can see that the structures resulting from the magnetic
self-assembly of the particles remain in the deposit.

Figure 8.2: Picture from [90]. Evolution of the mean size of the agglomerates observed in
the eventual deposits under constant magnetic �eld ~B. The scaling law is obtained from the
growth process of the chains. The notation 〈L〉 is the chosen notation for 〈s〉 in the related
article, in Section 8.5.

8.4 Conclusion

In this study, we demonstrated that an external magnetic �eld can be used as a remote control
to in�uence several features of evaporative deposits of superparamagnetic particles. We also
showed that this in�uence is directly linked to the self-assembly process of the particles. This
work should then open new prospectives in technologies using textured deposits. Moreover,
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given the well-known equations governing the magnetic interactions, such a system could also
be used as a model system for more complex situations.
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Evaporation of sessile droplets is a way to organize suspended particles and create surface coating. Many
studies have demonstrated that suspensions with various compositions can give rise to qualitatively different
dried patterns, often by focusing on the radial density profile of deposited particles. We demonstrate that a single
suspension of superparamagnetic colloids can give rise to several dried patterns thanks to an external magnetic
field applied during the evaporation process. We show the various patterns obtained with zero, constant, rotating,
and oscillating magnetic fields, and evidence the continuous control given by the intensity of a constant magnetic
field. We also show that this magnetic control has a substantial effect on the morphological details of the deposits.

DOI: 10.1103/PhysRevE.98.062608

I. INTRODUCTION

The evaporation of colloidal droplets is currently a topic of
intensive research due to its wide range of potential applica-
tions, extending from blood analysis [1,2] to nanotechnology
[3] via ink-jet printing, paint, and polymers [4]. The main
feature of colloidal droplet evaporation is the so-called coffee-
ring effect [5–9]. This effect implies that particles tend to be
deposited at the edge of the finally dried pattern. However,
several studies have shown various mechanisms preventing
this effect. Notably, capillary interactions of ellipsoidal parti-
cles [10] and the presence of surface-adsorbed polymers [11]
allow a uniform coating of the particles. Marangoni flows
created by temperature gradients, tensio-active agents, or in
binary mixtures can also strongly modify the deposit pattern
[11–15]. More recently, some researchers have shown that
more complex deposit structures can be achieved thanks to
various concentrations of liquid crystals [16]. In this paper, we
demonstrate that magnetic interactions between superparam-
agnetic colloidal particles [17–21] can be used to control the
properties of colloidal droplets deposit, as illustrated in Fig. 1.
This actually requires the right chemical composition of the
suspension. But then, a single suspension can result in various
dried patterns. The actual pattern is selected from the applica-
tion of an external magnetic field during the evaporation. This
induces indeed a self-assembly of the particles [22–33] which
is visible in the deposit. Following a quantitative description
of the pattern obtained with homogeneous and constant field,
we show that different patterns are produced by rotating and
oscillating fields. To our knowledge, this is the first time that
such a tunable control of evaporation deposit is described in
the literature.

*alexis.darras@ulg.ac.be

II. METHODS

A. Suspensions preparation

Our experiments were performed with superparamag-
netic microspheres (diameter d = 1.2 μm) dispersed in
water (Estapor R© M1-070/60), with a volume fraction of
φ = 5 × 10−4. Those particles are covered with carboxyl
charged groups to enable electrostatic stabilization of the
suspension. Further information and characterization of the
particles can be found on the manufacturer’s website [34]. In-
dependent measurements were also performed and published
in various scientific papers [25,26]. In order to clean the
spheres of any chemical waste, the commercial suspensions
are first deposited in the bottom of their container with a cen-
trifuge. The supernatant is then removed and the same quan-
tity of distilled water is then poured back into the container.
The particles are then dispersed again in the liquid thanks
to an ultrasonic bath and mechanical agitation. The whole
process is repeated three times. After this cleaning process,
the particles are deposited once again and the supernatant is
replaced with the adequate solution, i.e., water with dilute
phosphate buffered saline (PBS). The PBS has been chosen
since it is a commercially available pH buffer involving
only nonorganic molecules. Indeed, pH is often used as a
parameter to control electrostatic stabilization, and organic
molecules could potentially feed bacteria that could reach
the suspension as it ages. Particles are then ultrasonicated
again. After the ultrasonication, automatized size distribution
measurements based on image analysis show that the particles
have the same mean diameter as in the original delivered
suspension (d = 1.2 μm). This means that the particles are
completely dispersed, as corroborated by visual control of the
suspensions observed with an optical microscope.

B. Microscopy observations

To perform the observations, a 2 μl droplet of the suspen-
sion is placed on a microscope cover glass. A custom airtight

2470-0045/2018/98(6)/062608(5) 062608-1 ©2018 American Physical Society
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FIG. 1. Four deposits (four corners of the drop) obtained with
different magnetic fields (null, homogeneous, rotating, and oscillat-
ing fields; amplitude of nonzero magnetic fields is 22.5 G). Each
picture has been numerically colorized, cropped as a corner, and po-
sitioned according to the corresponding field condition. The bottom
picture is a zoom on the squared area. The global surface density of
particles does not change very much. However, the morphological
details of the deposit are radically different from one field to the
other.

evaporation chamber is placed upon it. The chamber is made
of plexiglass and is T shaped. The upper branches of the T are
filled with silica gel to ensure reproducible humidity condition
in the chamber. The central trunk is kept empty in order to
keep a clear path for the light. Petroleum jelly is applied
on the bottom of the chamber’s base to assess airtightness
between the plexiglass and the cover glass. A magnetic field
�B is applied by sending a current in surrounding coils at the
beginning of each experiment. The magnetic field produced
by those coils has been characterized with a Hall probe and,
for a constant current, is homogeneous within the precision
range of the probe of 2% around the cell. The constant current
is sent in the coils with a constant intensity by a programmable
dc power supply GenH-750W from TDK Lambda, with a pre-
cision of 0.01 A. The alternative currents producing rotating

and oscillating fields are produced by a dual channel arbitrary
function generator AFG3022C from Tektronix and amplified
by a power amplifier TOE7610 from Toellner. The suspension
is observed from the bottom with a 16× magnification. The
microscope used is an inverted microscope Olympus IX73,
connected to a 4070M-CL Thorlabs Camera with 2048 by
2048 pixels of 16 bits depth.

III. RESULTS

We prepared a suspension of superparamagnetic colloids
with a solid volume fraction of φ = 5 × 10−4 in diluted PBS
(volume fraction of PBS κ = 50 × 10−3). We then observed
the evaporation of 2 μl droplets under constant and homoge-
neous magnetic fields of intensity ranging from 0 to 22.5 G
by steps of 4.5 G. Other magnetic fields were also tested
to determine the generality of our results, namely rotating
and oscillating fields. For each of the specific conditions, we
observed at least five different droplets’ evaporation in order
to assess the reproducibility of the results.

Typical parts of eventually dried deposits are shown in
Fig. 1, for the various fields we tested. When there is no
magnetic field, a slight coffee-ring trend is observed, but
similar surface fractions of particles are also observed in the
center of the deposit. This almost homogeneous deposition of
particles is actually induced by solutal Marangoni flows, due
to the presence of PBS, as described in a previous study [13].
However, when a magnetic field | �B| is applied on the evapo-
rating drop, the eventually dried deposit is radically different.
The coffee-ring trend is even more reduced, as quantitatively
described further, and structures resulting from the magnetic
self-assembly of the particles are observed throughout the
deposit. As we will show here in detail for a constant and
homogeneous magnetic field, the external field actually acts
as a remote controller which can tune the morphological
properties of the observed structures.

A quantitative analysis of the deposit can be performed
by computing the mean surface density ρ of the drop. We
computed this quantity as a function of the relative distance
from the center r of the deposit, normalized by the radius
R of the deposit, for various amplitudes of a constant and
homogeneous magnetic field �B. We then normalized this sur-
face density ρ by its integral N = ∫ 1

0 ρ(δ)dδ, where δ = r
R

.
This normalization enhances the relative variation values and
ensures that no difference in lightening is taken into account.
Resulting curves are presented in Fig. 2. Those curves also
enable one to compute the ratio between the surface fraction
in the middle of the drop, ρ(0) ≡ ρm, and the surface fraction
of the particles in the coffee ring, ρC (i.e., the value of
the peak near the edge, see Fig. 2). This ratio ρC

ρm
has been

used previously to quantify the coffee-ring effect [10]. It is
interesting to notice that, for high magnetic fields, the ratio
drops below 1, implying that the coffee ring somehow does
not really exist in this case (see Fig. 3). This affirmation has
to be balanced by the fact that there is still a local maximum
of the density near the edge of the deposit.

The mechanism through which the self-assembly influ-
ences the coffee-ring effect is by modifying the sedimentation
time of the particles. Indeed, as demonstrated previously
by Bhardwaj et al. [35], the transition from a coffee ring
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FIG. 2. Radial surface densities of the dried agglomerates nor-
malized by the number of particles (so that the integral of the curve is
equal to 1), obtained with constant and homogeneous magnetic fields
of various intensities. The density of particles is mainly uniform
all over the drop, but a slight coffee-ring effect is observed as
a local maximum near the edge. However, the amplitude of this
peak decreases when the amplitude of the external magnetic field
increases. The reference density values ρm and ρC used to quantify
the coffee-ring effect (see full text and Fig. 3) are highlighted in this
graph.

to a homogeneous deposit can result from the competition
between the sedimentation speed and the radial flow velocity.
In their systems, the sedimentation speed is governed by a
Derjaguin-Landau-Verwey-Overbeek (DLVO) attraction be-
tween the particles and the substrate. The presence of PBS in
our system ensures that we have such attraction too. However,
the sedimentation speed also depends on the size of the
particles through the gravitational sedimentation. Indeed, the
gravitational sedimentation time τs over a typical dimension
a of the particles size is proportional to τs ∝ Ca

ρga3 , where ρ is
the difference between the particles and the fluid density, g is
the acceleration of gravity, and C ∝ ηa is the drag coefficient
depending on the viscosity η. The sedimentation time τs is

 0.8
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FIG. 3. Relative amplitude of the coffee rings as a function of
the external magnetic field amplitude. This amplitude is computed as
the ratio between the coffee-ring density ρc (value of the curves at
the local maximum nearest from the drop’s border), and the density
in the center of the drop ρm. For high magnetic fields, this ratio drops
below 1, indicating that the coffee-ring effect is mainly countered.
The deposit is then almost uniform.
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FIG. 4. Evolution of the mean major-axis length of the dried
agglomerates (in particle’s diameter), as a function of the normalized
radial distance r/R. The main peak near the edge of the drop is
actually caused by the coffee ring, which is locally seen as a very
long agglomerate of particles. However, this length does not strongly
depend on the position elsewhere and globally increases with the
external magnetic field.

then proportional to τs ∝ a−1. On the other hand, since the
magnetic field �B induces the aggregation of the particles,
this characteristic size a also depends on this field amplitude
B. More accurately, for short times, the chains grow with a
Smoluchowsky law 〈L〉 = k(t/tB )z, where k is a geometric
factor, tB ∝ B−2 is a characteristic time [23,36], and z is
the kinetic exponent, usually measured between 0.6 and 0.7
[22–25]. If the characteristic length of the agglomerates is
proportional to 〈L〉 ∝ B∼1.3, then the sedimentation time is
proportional to τs ∝ B∼−1.3. This then explains why self-
assembly of particles lead to a decrease of the coffee-ring
effect, depending on the magnetic field strength. The Sup-
plemental Materials contain videos of evaporating droplet to
show the self-assembly process of the particles [37]. Consis-
tently, similar results are obtained with oscillating and rotating
fields, as illustrated in the Supplemental Materials [37].

In our experiment, the magnetic field also changes mor-
phological properties of the deposit. Namely, for a constant
and homogeneous magnetic field, the chains formed by the
particles during the evaporation process remain in the deposit.
It is worthwhile to notice that in the case of lower Marangoni
stress, as obtained with lower concentration of PBS, those
structures do not necessarily deposits this way (see video in
[37]). However, in the case of sufficient PBS concentration,
this morphological change can be assessed by computing the
local major-axis length L of the disjoint parts of the finally
dried deposit (i.e., the disjoint agglomerates constituting the
dried deposit). In the case of a constant field �B, the agglomer-
ates are chains of particles aligned with the external magnetic
field. The typical size of those agglomerates varies with the
magnetic field intensity, but except at the edge of the deposit
it does not strongly depend on the position in the deposit,
as illustrated in Fig. 4 for the constant magnetic field. Those
chains become longer as the magnetic field increases and the
chains are observed everywhere in the finally dried deposit.
The global averaged length of the chains all over the droplet
increases with the amplitude of the magnetic field, as can be
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FIG. 5. Global averaged value of the major-axis length of the
agglomerates in the deposit. This mean length 〈L〉 is expressed as
a function of the external magnetic field amplitude. The dots are
experimental data, and the curve is a fit of the model 〈L〉 = aB2z +
〈L〉0 explained in the full text. The coefficient of determination R2

of the fit is R2 = 0.97. In order to enhance the power-law behavior
of the model, we subtracted the zero-field aggregate size 〈L〉0.

seen in Fig. 5. The influence of the magnetic field on this
parameter of the deposit can be modeled by assuming that the
chains are self-organized as in an airtight chamber of liquid
and then abruptly stopped after a constant time te which can
be assimilated to the evaporation time of the droplet. Indeed,
given the Smoluchowsky law 〈L〉 = k(t/tB )z, at the time te
where the evaporation of the droplet stops the assembly of
the chains, the mean length of the particles should be 〈L〉 =
k(te/tB )z ∝ B2z. However, in our experiments, Marangoni
flows can create particle agglomerates, initially at the top
surface of the droplet, even without magnetic field. A first ap-
proach to take this agglomeration mechanism into account is
to assume they simply shift this mean length and then consider
a fit 〈L〉 = a B2z + 〈L〉0, with a and 〈L〉0 being two fitting
parameters, where a takes into account the evaporation time
and the properties of both the fluid and the particles, while
〈L〉0 is the shift created by the Marangoni recirculation. By
fixing the kinetic exponent to the typical value z = 0.65, we
obtain the curve in Fig. 5, whose coefficient of determination
R2 is about R2 = 0.97. The power-law behavior of the data
is enhanced in Fig. 5 by an appropriate scaling. The good
agreement of this simple model with the data shows that
the dominant mechanism determining the properties of the
deposit in our system is indeed the magnetic self-assembly
of the particles. This observation is reinforced by the various
eventually dried deposits observed with different magnetic

field configurations as illustrated in Fig. 1. To obtain those
deposits, we used magnetic fields of 22.5 G amplitude, and
oscillating currents that have a frequency of 50 Hz. Rotating
fields are generated with a sine current in the coils creating the
field along the X axis, and a cosine current in the coils creating
the field along the Y axis. The sign of the cosine is reversed
every turn in order to avoid rotation of the particles [29]. The
oscillating field is generated with a constant magnetic field
along the Y axis and a sine-shape field along the X axis.
While the global surface density distribution of the particles
is comparable between the four conditions (zero, constant,
rotating, and oscillating field), the morphological details of the
deposit are radically different, as expected from the previous
observations. Rotating fields create deposits with connected
branches without preferential direction, as expected from
previous studies [29]. Under oscillating fields, the final struc-
tures still have a preferential orientation along the average
direction of the field. However, they locally acquire deviations
which break the chains and connect them to their neighbors,
creating a pattern in between the cases of constant and rotating
fields.

IV. CONCLUSION

Those experiments show that, with the right strength of
solutal-Marangoni instabilities, an external magnetic field can
be used as a remote control of the eventually dried deposit.
Indeed, due to this field, superparamagnetic colloids self-
organize into structures that can be deposited almost as is on
the substrate. This fine tunable control of dried deposits open
new ways to implement promising applications in microfabri-
cation employing textured coatings (e.g., see [38–40]). More-
over, since the parameter responsible for the self-organization
of the particles is the magnetic field, and given magnetic in-
teractions can be easily written in equations, this experimental
setup can be used as a model system to understand more
complex systems. For instance, blood or protein deposits are
known to give rise to peculiar patterns [41–43]. However,
their interactions are quite complex. Tunable interactions from
our setup might then be a good starting point to investigate
how interactions between solid component influences their
deposits.
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Chapter 9

Combined e�ects

9.1 Motivations

In Chapter 7, we evidenced the competition between Marangoni �ows and the co�ee-ring
e�ect by using various PBS concentrations. In Chapter 8, we characterized the in�uence of
various magnetic �elds on the deposits obtained with a given PBS concentration. This work
aims to complete the picture by o�ering the phase diagram obtained by modifying both PBS
concentration and the intensity of the magnetic �eld.

9.2 Setup and methods

We used the same set-up as previously : droplets of superparamagnetic colloids suspended in
diluted PBS were observed with an inverted microscope inside an airtight evaporative chamber.
We prepared suspensions with three di�erent concentrations of PBS. For each of them, we
observed droplets under magnetic �eld from 0 G to 22.5 G. For each case, we evaporated at
least �ve droplets in order to ensure the reproducibility of the results. We then analysed the
dried deposits through image analysis.

9.3 Main results

We �rst show that three features capture the main characteristic of all our deposits. The �rst
feature is a homogeneous background. This homogeneous trend is due to both sedimentation
of the particles and the recirculation due to Marangoni instability. The second feature is the
peak of density at the edge, due to the co�ee-ring e�ect. The third and last e�ect is a secondary
peak corresponding to a Marangoni eddy [84].

We then measured how the amplitude of these three features evolved as a function of the
magnetic �eld and the PBS concentration. We found that the system behaves signi�cantly
di�erently if the DLVO forces between the substrate and the particles are repulsive or not.

In the case where they are repulsive (observed when initial volume fraction of PBS is
κ0 = 6 10−3), we then have that the Marangoni e�ect dominates the eventual deposit. However,
the co�ee-ring is non negligible when the magnetic �eld is zero. When this magnetic �eld
increases, it increases the in�uence of the sedimentation on the deposit pattern and then
decreases the in�uence of the co�ee-ring in the eventual pattern.

When the DLVO interaction between the substrate and the particles is attractive, the
dominant mechanism becomes the sedimentation. The co�ee-ring has then always a minimal
in�uence. However, the exact balance between homogeneous deposit and the Marangoni eddy's
amplitudes depends on the magnetic �eld. Indeed, this �eld determines the bulk sedimentation
speed which is the bottleneck factor of this last phenomenon.

Examples of density pro�les and evolution of amplitudes from the various features are illus-
trated in Figure 9.1. The panel (a) of this Figure 9.1 shows a really good agreement between
the experimental data and the proposed master curve. Moreover, the evolution of the param-
eters Co, C and Ma is consistent with the competition between their underlying mechanisms.
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CHAPTER 9. COMBINED EFFECTS

Indeed, the coe�cient Co resulting from the competition between co�ee-ring e�ect and sedi-
mentation is immediately in�uenced by a change in the sedimentation induced by B. However,
the competition between Marangoni recirculation and the sedimentation only appears to be
balanced for high concentration of PBS, when the DLVO interaction between particles and
substrate is attractive. Only at this moment can the magnetic �eld B in�uence the parameters
C and Ma, describing respectively the amplitude of the homogeneous background and the
Marangoni eddy, resulting from the competition between Marangoni �ows and sedimentation.
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Figure 9.1: Picture from [91]. Properties of the �tted mean surface density of the agglomerates.
(a) Examples of �tted pro�les : the thin curves are the �ts of the thick ones, which are
actually a superposition of measured points. (b),(c),(d) respectively show the evolution of the
�t paramaters Co, C and Ma. The Co parameter is the amplitude of the co�ee-ring peak, C
is the amplitude of the homogeneous background and Ma is the amplitude of the Marangoni
eddy.

9.4 Conclusion

This paper suggests a generic curve for density of particles in evaporative deposits. We also
introduced a justi�cation of the evolution of this curve according to modi�cations of external
parameters. These developments rationalize all our previous results on the evaporative deposits
and o�ers insights for further theoretical modelling.
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Evaporation of sessile colloidal droplets is a way to organize suspended particles. It is known from
long that the composition of the surrounding fluid strongly modifies the dried deposit. For the case
of superparamagnetic particles, recent studies have shown that an external magnetic field can act
as a remote control for those deposits. In this paper, we study the configuration space given by the
interplay of this magnetic field and a modification of the fluid composition by considering various
concentrations of phosphate buffered saline (PBS). We show that the magnetic field mainly modifies
the morphological properties of the dried deposit, while the composition (i.e. PBS concentration)
mainly modifies the density profile of the deposit. We then present an explanation of these influences
by taking into account the competition between (i) sedimentation, (ii) coffee-ring and (iii) Marangoni
flows. From these considerations, we propose a master curve which should be able to model the
deposit densities of any system where the above three mechanisms compete with each other.

I. INTRODUCTION

The evaporation of colloidal droplets is currently a
topic of intensive research due to its wide range of po-
tential applications, extending from blood analysis [1, 2]
via inkjet printing, paint and polymers [3], up to and
including nanotechnology [4]. The main feature of col-
loidal droplets evaporation is the so-called coffee-ring ef-
fect [5–8]. This effect implies that particles tend to be
deposited at the edge of the final dried pattern. How-
ever, several studies have shown various mechanisms pre-
venting this effect. Notably, capillary interactions of
ellipsoidal particles [9, 10] or the presence of surface-
adsorbed polymers [11] allows a uniform coating of the
particles. Marangoni flows created by temperature gra-
dients, tensio-active agents or in binary mixtures [12–15]
can also strongly modify the deposits pattern in vari-
ous ways [11, 16–18]. More recently, some researchers
have shown that more complex deposit structures can be
achieved thanks to various concentration of liquid crys-
tals [19]. Regarding superparamagnetic colloids, mag-
netic interactions between particles can be used to con-
trol the properties of colloidal droplets’ deposits [20].

Superparamagnetic colloids are magnetic nanopar-
ticles inserted in a matrix of non-magnetic material
(polystyrene or silica) to obtain particles with diame-
ter d ranging from 100nm to a few micrometers. These
composite particles are combining a quasi-zero remanent
magnetization and a high magnetic response [21–23]. If
immersed in a constant and homogeneous magnetic field,
the particles form chains aligned with the field [21, 24–
31]. This technique is used for protein isolation, cell sep-

∗ alexis.darras@ulg.ac.be

aration, waste capture, bacteria processing, chromatog-
raphy, etc [21, 24, 32–40]. More complex structures of
superparamagnetic colloids can be obtained by using ro-
tating fields, even possibly leading to microswimmers or
tracers of local dynamics [26, 27, 41–49]. Those com-
plex structures open ways to new kind of applications
as they have unique optical properties and offer tunable
structures able to adapt to their environment and execute
functional tasks [43, 44, 47, 50]. In the context of evap-
orating droplets, it has been shown recently that these
assemblies could be deposited in the dried deposit [20].
However, it has been highlighted that such a deposition
requires the right concentration of PBS, and that this
latter parameter also has an impact on the dried deposit
[15].

In this paper, we focus on how those two parameters,
initial PBS concentration and external magnetic field,
interact with each other and describe the evolution of
the various deposits resulting from their combination.
We show that these parameters influence the competi-
tion between three mechanisms : (i) sedimentation, (ii)
coffee-ring effect and (iii) Marangoni instabilities. While
such competition between three mechanisms has already
been observed previously [51], it is the first time that the
resulting features are all observed at the same time in
the same deposit. Bhardwaj et al. indeed described such
a diagram were Marangoni recirculation, sedimentation
and coffee ring flow compete with each other, but their
actual measurements only stood on the 0-axis of their di-
agram, comparing only two mechanisms at a time. This
work describes the evolution of their interplay through
combined variations of two control parameters, namely
external magnetic fields and initial PBS concentration,
describing the associated configuration space.
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2

FIG. 1. Details of deposits obtained with different magnetic
fields (0G and 22.5 G) and various PBS concentration (6 10−3

and 50 10−3 initial volume fraction). Each picture has been
numerically colourized according to the corresponding field
condition. The bottom picture is a zoom on the squared area.
Both global surface density of the particles and the morpho-
logical details of the deposits vary from one deposit to the
other.

II. METHODS

A. Suspensions preparation

The experiments were performed with superparamag-
netic microspheres dispersed in water (Estapor R© M1-
070/60, typical diameter d ≈ 10−6, and magnetic sus-
ceptibility χ ≈ 0.1 in SI units [52]), with a volume frac-
tion of φ = 5 10−4. Those particles are covered with

carboxyl charged groups to enable electrostatic stabiliza-
tion of the suspension. In order to clean the spheres from
any chemical waste, the commercial suspensions are first
deposited in the bottom of their container with a cen-
trifuge. The supernatant is then removed and the same
quantity of distilled water is then poured back in the
container. The particles are then dispersed again in the
liquid thanks to a ultrasonic bath and mechanical agi-
tation. This process is repeated three times. Then the
particles are deposited once again and the supernatant is
replaced with the adequate solution, i.e. water with di-
lute phosphate buffered saline (PBS). The PBS has been
chosen since it is a commercial available pH buffer in-
volving only non-organic molecules. Indeed, pH is often
used as a parameter to control electrostatic stabilization
[53], and organic molecules could potentially feed bacte-
ria who could reach the suspension as it ages.

B. Microscopy observations

To perform the observations, a 2 µl droplet of the sus-
pension is placed on a microscope cover glass. A cus-
tom airtight evaporative chamber is placed upon it. The
chamber is made of plexiglass and T-shaped. The up-
per branches of the T are filled with silica gel to ensure
reproducible humidity condition in the chamber. The
central trunk is kept empty in order to keep a clear path
for the light. Petroleum jelly is applied on the bottom
of the chamber’s base to assess airtightness between the
plexiglass and the cover glass. A magnetic field B is ap-
plied by sending a constant current in surrounding coils
at the beginning of each experiment. The magnetic field
produced by those coils has been characterized with a
Hall probe and, for a constant current, is homogeneous
within the precision range of the probe of 2% around
the cell. The constant current is sent in the coils with
a constant intensity by a programmable DC power sup-
ply GenH-750W from TDK Lambda, with a precision of
0.01 A. The alternative currents producing rotating and
oscillating fields are produced by a dual channel arbi-
trary function generator AFG3022C from Tektronix and
amplified by a power amplifier TOE7610 from Toellner.
The suspension is observed from the bottom with a 16x
magnification. The microscope used is a inverted micro-
scope Olympus IX73, connected to a 4070M-CL Thorlabs
Camera with 2048 by 2048 pixels of 16 Bits depth.

C. Reproducibility of the results

We prepared three different suspensions, each of them
with various concentration of PBS but the same colloidal
volume fraction of φ = 5 10−4. The PBS was diluted
in initial volume fraction κ0 as 6 10−3, 10 10−3 and
50 10−3 of the respective final suspensions. For each
of these suspensions, we observed the evaporation under
constant and homogeneous magnetic fields of intensity
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FIG. 2. Evolution of the mean surface density of the dried agglomerates normalized by the number of particles (so that the
integral of the curve is equal to one), for the various PBS concentration (Initial volume fractions κ0 : (a) 6 10−3, (b) 10 10−3,
(c) 50 10−3). Both curves and dots are experimental data, the dots are there to distinguish the various curves in balck and
white impressions. For the coloured version, those are given accordingly to the colours in Fig. 1. The relative amplitudes of
the coffee rings are summarized in (d) thanks to the ratio between the coffee ring density ρc (value of the curves at the local
maximum nearest from the drop’s border) and the density in the center of the drop ρm. For high PBS concentration and high
magnetic field, this ratio drops below one, indicating that the coffee ring effect is mainly countered. The deposit is then almost
uniform. The values of ρC and ρm used to obtain (d) are highlighted in (a) for the case of κ0 = 6 10−3.

ranging from 0 G to 22.5 G by steps of 4.5 G. For each
of the specific conditions, we observed at least 5 different
droplets evaporation in order to assess the reproducibility
of the results.

III. RESULTS

A. General description

Typical parts of final dried deposits are shown in Fig.
1, for the extremal conditions we tested. For low PBS
concentration and no magnetic field, a clear coffee-ring
effect is observed. Most of the particles are indeed de-
posited at the edge of the deposit. Still without field
but with the highest PBS concentration, a coffee ring
trend is observed again, but similar surface fractions of
particles are also observed in the center of the deposit.
This more homogeneous deposition of particles is actu-

ally induced by solutal Marangoni flows, as described in
previous study [15]. However, when a magnetic field of
intensity B = 22.5 G is applied on the evaporating drop,
the final deposits are radically different. For low con-
centration of PBS, the coffee ring effect is then strongly
reduced and the deposit is characterized by a region near
the edge where chains of particles aligned with the field
are observed. Interestingly, the length of these chains
varies with the magnetic field intensity, but does not de-
pend significantly on the angular position in the deposit.
For high PBS concentration, the coffee-ring trend is re-
duced as well but chains can be found even in the center
of the deposit, as already described in a previous publi-
cation [20].
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FIG. 3. Properties of the fitted mean surface density of the agglomerates. (a) Examples of fitted profiles : the thin curves
are the fits of the thick ones, which are actually a superposition of measured points (containing larger points to distinguish
them in black and white). For the coloured version, those are given accordingly to the colours in Fig. 1. The highest peak
is characteristic from the lowest initial PBS concentration κ0 = 6 10−3 while the lowest peak is on the curve with the highest
concentration κ0 = 50 10−3. The graphs (b),(c),(d) respectively show the evolution of the fit paramaters Co, C and Ma. The
Co parameter is the amplitude of the coffee-ring peak, C is the amplitude of the homogeneous background and Ma is the
amplitude of the Marangoni eddy.

B. Density profiles

1. Definition

A more quantitative analysis of the deposits can be
performed by computing the mean surface density ρ of
the drop. We computed this quantity as a function of
the relative distance from the center r of the deposit,
normalized by the radius R of the deposit. We then nor-

malized it by its integral N =
∫ 1

0
ρ(δ)dδ, where δ = r

R .
This normalization enhances the relative variation val-
ues and ensures that no difference in lightening are taken
into account. Resulting curves are presented in Fig. 2.
Those curves also enable to compute the ratio between
the surface fraction in the middle of the drop ρ(0) ≡ ρm
and the surface fraction of the particles in the coffee-ring
ρC . This ratio ρC

ρm
has been previously used to quantify

the coffee-ring effect [9]. The evolution of this ratio is
summarized in Fig.2d. It is interesting to notice that for

high PBS concentration and high magnetic field, the ra-
tio drops below 1, implying that the coffee ring is not the
main phenomenon in this case.

2. Detailed density features

Actually, one can identify three features on our even-
tual density profiles, each depending on different compet-
ing mechanisms. Such competition between three mecha-
nisms has already been observed previously [51], but it is
the first time that the resulting features are all observed
at the same time in the same deposit. Bhardwaj et al.
indeed described such a diagram were Marangoni recircu-
lation, sedimentation and coffee ring flow compete with
each other, but their actual measurements only stood on
the 0-axis of their diagram, comparing only two mecha-
nisms at a time.

In our case, the first feature is the background of ho-
mogeneous density. This is induced by both sedimen-
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FIG. 4. Evolution of the mean major-axis length of the dried agglomerates (in particle’s diameter), for the various PBS
concentration (Initial volume fractions κ0 : (a) 6 10−3, (b) 10 10−3, (c) 50 10−3). The mean value of the major-axis as a
function of the magnetic field amplitude length is summarized in the graph (d). For the coloured version, those are given
accordingly to the colours in Fig. 1. The larger points are there to distinguish the curves in black and white version.

tation of the particles (enhanced by the DLVO interac-
tion between particles and the substrate [51] and the self-
assembly of the particles [20]) and Marangoni instability
(induced by transitional Marangoni bulk instability due
to PBS [15]). It is worthwhile to notice there is a differ-
ence between Marangoni instability, creating several re-
circulation cells on a single radius length of the droplet,
and Marangoni recirculation, creating a single recircula-
tion cell on one radius length of the droplet. The latter
tends to produce a peak of density at the center of the
droplet [12, 16, 51] while the former produces a more ho-
mogeneous deposit, patterned with the border of the cells
[15, 17, 20]. This feature creates a density profile which
can be modelled as

ρ/N = (1− eK(r/R−1))/
∫ 1

0

(1− eK(s−1))ds

= K(1− eK(r/R−1))/(K − 1 + e−K),

(1)

where K > 0 is a parameter describing the smoothness
of the edge.

The second feature is the coffee-ring effect, created by
the mass-conservative flow inside the droplet [5–8, 54].
This feature creates a peak of density in the eventual

deposit near the edge of the droplet, that we modelled
by a normal distribution

ρ/N = e−(r/R−mCo)
2/(2σ2

Co)/(
√

2πσCo), (2)

where mCo is the position of the center of this outer peak
and σCo is the standard deviation associated with this
distribution.

The third feature is the so-called Marangoni eddies
[18]. Those eddies are due to interactions between
Marangoni recirculation at the edge of the deposit and
the coffee-ring deposit. Indeed, the recirculation near the
deposited coffee-ring tends to redistribute the particles
slightly closer to the center of the droplet, which creates
a secondary peak of density on a lower r/R coordinate.
Such secondary peak can clearly be seen on Fig. 2(a).
We modelled this peak with another normal distribution

ρ/N = e−(r/R−mMa)
2/(2σ2

Ma)/(
√

2πσMa), (3)

where mMa is the position of the centre of this outer peak
and σMa is its standard deviation.
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The final density profile can then be modelled as

ρ

N
=CK

1− eK(r/R−1)

−1 + e−K

+
Co√

2πσCo
e−(r/R−mCo)

2/(2σ2
Co)

+
Ma√

2πσMa

e−(r/R−mMa)
2/(2σ2

Ma), (4)

where C,Co,Ma ∈ [0, 1], (with C + Co + Ma = 1 to
respect the normalization of ρ/N) are parameters de-
scribing the relative importance of each feature. Result-
ing fits and evolution of the fitted amplitude parameters
C,Co,Ma are shown in the Fig.3 The trends of these
curves are discussed in the Section IV D, on the basis of
the competition between Marangoni instability, coffee-
ring effect and sedimentation.

C. Morphological properties

In our experiment, the magnetic field also change mor-
phological properties of the deposit. More accurately, the
chains formed by the particles during the evaporation
process remain partly in the deposit. This morphological
change can be assessed by the computing the local major-
axis length L of the disjoint parts of final deposits. Those
measurements are represented in Fig. 4. The main peak
near the edge of the drop is actually caused by the coffee
ring, which is locally seen as a very long agglomerate of
particles. However, for low PBS concentrations (6 10−3

and 10 10−3 volume fraction), chains can also appear in
a region close to this edge. The length of those chains
becomes longer as the magnetic field increases. How-
ever, the width of the region where they are observed
does not depend on this magnetic field. For the highest
PBS concentration, 50 10−3 volume fraction, the chains
are observed everywhere in the final deposit. The mean
length of the chains increases with the amplitude of the
magnetic field.

IV. DISCUSSION

To understand the evolution of the different parame-
ters from Eq. (4), it is useful to compare the character-
istic speed of each mechanism occuring in our system.
In the magnitude order considerations which follow, we
take all the values in SI units and therefore do not al-
ways recall the units, in order to avoid overloading the
equations.

A. Mass conservation flow

Typical speed of the coffee-ring effect vCR, induced
by the flow of mass conservation, solely depends on the

geometry of the droplet and scales as

vCR ∼
2 h0 R

h tf
, (5)

where h is the height of the droplet, h0 is the initial
height, R is the radius droplet and tf is the time required
to completely evaporate the drop [15, 16]. It is then time
dependant and diverge near the end of the evaporation,
but it is worthwhile to notice that it does not depend
on the varied parameters of our experiments, B and κ0.
The characteristic value of this speed at the beginning
of the evaporation (for a droplet of height h0 ∼ 10−3 m,
radius R ∼ 10−3 m and an evaporation time of 103 s) has
a magnitude scaling as vCR ∼ 10−6 m/s.

B. Marangoni recirculation speed

Typical speed of Marangoni recirculation vMa scales
as

vMg ∼
Mghh0
Rtf

(6)

where Mg is the Marangoni number

Mg = (
∂γ

∂κ
κ0 tf )/(η R), (7)

where γ is the surface tension, and η the viscosity of the
liquid [15, 16]. We can then write

vMg ∼
∂γ

∂κ

4κ tfh20
η R2tf

∼ 10−1κ0 m/s (8)

as the characteristic value of the Marangoni recirculation
speed, since η ∼ 10−3 Pa s and ∂γ

∂κ ∼ 10−4 N/m2 [20].

C. Sedimentation speed

Since we can consider we are in a viscous regime,
the characteristic speed of sedimentation vS depends on
DLVO forces FDLV O, the effective weight of the ag-
glomerates W (taking into account both gravity and
buoyancy) and the drag coefficient of the agglomerates
D ∝ ηa, where η is the viscosity of the fluid and a the
typical size of the agglomerates (we define here the drag
coefficient as the ratio between the drag force and the
relative speed of the object in the fluid). We then have
vc ∝ (FDLV O +W )/D.

1. DLVO forces

The DLVO forces are the sum of electrostatic repul-
sion Fe and van der Waals attraction FV dW : FDLV O =
Fe + FV dW . If we note λ the Debye screening length,
the electrostatic repulsion Fe between particles and the
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substrate, taking into account the double layer of ions,
scales as

Fe ∼ −64πdnkBTλ exp (z/λ) (9)

where n is the number of counterions per unit volume
(molecules by m3), z is the interdistance between the
substrate and the particle, kB is the Boltzmann constant,
T the temperature and d is the particle’s diameter. In
order to assess a typical magnitude for this force, let us
first estimate the Debye length λ

λ ∼
√
εrε0kBT

2NAe2I
∼ λPBS√

κ0
∼ 10−9√

κ0
m, (10)

where εrε0 is the effective electric permittivity of water,
NA is the Avogadro number, e the fundamental charge
of the electron and I = κ0I(PBS) the ionic strength
of the dispersant (I(PBS) is the ionic strength of pure
PBS) [51, 55]. All of those constant can be expressed in
terms of the Debye length of pure PBS, λPBS ∼ 10−9m
[55], and the dilution of PBS, κ0. We can also assess the
number of counterions n

n ∼ NA 103κ0CPBS ∼ 1025 κ0 m−3, (11)

since the concentration CPBS of ions in PBS is domi-
nated by the concentration of NaCl and then CPBS ≈
137mmol/L ∼ 0.1 M. Taking into account those two es-
timations, we eventually obtain that the electrostatic re-
pulsion, assessed at the Debye length, goes like Fe ∼
10−9

√
κ0 N. All in all, we obtain a characteristic value

for the electrostatic force Fe ∼ 10−9
√
κ0 ∼ 10−10 N,

given the range of κ0 ∈ [6 10−3, 5 10−2] we explored. The
van der Waals interaction forces, estimated at the Debye
length, scales as

FV dW ∼
Ad

λ2
∼ 10−8κ0 N, (12)

where A is the Hamaker constant, A = 2.43 10−20 J for
water. In our case, the van der Waals interaction the goes
from 10−11 N to 10−10 N. We can already conclude that
we will have a transition in our system. Indeed, for low
PBS concentration κ0 = 6 10−3 we have FV dW < Fe
while, for high concentration κ0 = 50 10−3, we have
FV dW ≈ Fe. In the former case, the complete sedimenta-
tion will be at least slowed down thanks to electrostatic
repulsion, while for the latter van der Waals interactions
are likely to create a faster sedimentation. We will show
here that this can explain the behavior of the curves in
Fig. 3.

2. Agglomerates properties

Before discussing the curves in Fig. 3, we still have to
assess the weight W of each agglomerates and their drag

coefficient D. First of all, let us notice that the typical
length of those agglomerates grows like

〈L〉 ∼ d
(

1 +
φχ2tfB

2

ηµ0

)0.65

∼ 10−6 + 0.1B1.3 m, (13)

where φ ∼ 10−3 is the volume fraction of the colloidal
particles, χ ∼ 0.1 is their magnetic susceptibility and
µ0 ≈ 4π 10−7 is the magnetic permeability of water[20].
Given the magnetic field B goes from 0 to 10−3 in our
experiments, this length ranges from 10−6 to 10−5. From
this we can compute the drag coefficient [25]

D ≈ η〈L〉
ln 〈L〉d − 0.5

∼ η〈L〉 ∼ 10−9 + 10−4B1.3 kg/s, (14)

from which we can infer that the drag coefficient D goes
from 10−9 kg/s to 10−8 kg/s. The effective weight of each
agglomerate can be assessed as

W ∼ δg〈L〉d2 ∼ 10−14 + 10−9B1.3 N, (15)

where δ ∼ 103 kg/m3 is the difference in the volume den-
sity between the particles and the water and g ∼ 10 m/s2

is the gravitational acceleration. From previous range
for B, we then infer that this force is comprised between
10−14 N and 10−13 N.

3. Global sedimentation speed

We can then distinguish two regimes regarding the sed-
imentation speed, depending on the concentration of PBS
in the droplet. If the PBS concentration is small enough
κ0 ∼ 10−3, then the DLVO forces repel the particles
from the substrate when they are close enough (typically
at the Debye length). The only characteristic sedimen-
tation speed is then the one obtained in the bulk of the
droplet and determined by the efective weight of the par-
ticles : vS = W/D ∼ 10−5 m/s. In this case, we then
have vCR ∼ 10−6 m/s << vS ∼ 10−5 m/s << vMg ∼
10−4 m/s. If the concentration of PBS is high enough, the
DLVO forces between the particles and the substrate be-
come attractive and the sedimentation is also character-
ized by the force which makes the particles sticking to the
substrate. The speed associated to this motion can be as-
sessed as vS ≈ FDLV O/D. In this case, since we are close
the transition, we can estimate that the DLVO forces are
at least of the order of 10% of the electrostatic and van
der Waals forces : FDLV O ∼ 10−11 N. In this case, the
sedimentation speed ranges is vS ∼ 10−2 m/s for each
individual particles. We then have vCR ∼ 10−6 m/s <<
vMg ∼ 10−3 m/s << vS ∼ 10−2 m/s.
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D. Evolution of the density profile parameters

If we assume

Co ∝ (vCR − vS)/(Co+ C +Ma), (16)

C ∝ (vS + vMg)/(Co+ C +Ma) (17)

and Ma ∝ (vMg − vS)/(Co+ C +Ma), (18)

the different behaviours in our system can be under-
stood by comparing the sedimentation speed with the
two other speeds. These hypotheses comes from the fact
that if the sedimentation makes the particles stick to
the substrate, the fluid will not be able to move it at
its own velocity, but will have to act against the sed-
imentation forces through a drag force. Then the ef-
fective speed for Coffee-ring construction veff,Co verifies
Dveff,Co = DvCR − DvS ⇔ veff,Co = vCR − vS . The
same reasoning holds for the Marangoni eddy construc-
tion veff,Ma = vMg − vS .

In the case of low initial PBS concentration κ0, we
established that we have vCR ∼ 10−6 m/s << vS ∼
10−5 m/s << vMg ∼ 10−4 m/s. Particles can then
not completely sediment on the substrate and only the
Marangoni speed vMg is relevant in this case. It is worth-
while to notice that the bulk sedimentation speed vS
still increase with B since W/D ∝ ln (〈L〉/d)− 0.5. In
this case, while Co ∝ vCR − vS will decrease with B,
while C and Ma can stay more or less constant. In-
deed, given Co << Ma,C and vS << vMg, we have
C ∝ vMg/(C +Ma) and Ma ∝ vMg/(C +Ma). Ma and
C can still have different values because their propor-
tionality coefficient can be different. This explains the
curves in Fig.3 for κ0 = 6 10−3. Indeed, for this initial
concentration, the values of Ma and C remains more or
less constant, while Co decreases when B increases.

For higher values of κ0, for a given magnetic field B,
vS and vMg will increase while vCR will remain constant.
This explains the vertical shifts of the curves in Fig.3
for increasing values of κ0. Moreover, we obtained in
those case vCR ∼ 10−6 m/s << vMg ∼ 10−3 m/s <<
vS ∼ 10−2 m/s for particles close to the substrate. The
coefficients Ma and Co will then be fixed by the sedi-
mentation speed vS . However, the order of magnitude of
the various speeds is only true when particles are close
to the substrate. One can understand that bulk sedi-
mentation speed still determine the number of particles
reaching the substrate and then Ma, Co and C still de-
pend on the magnetic field through the bulk sedimen-
tation speed vS ∝ ln (〈L〉/d)− 0.5. Then, the coeffi-
cient C ∝ (vS + vMg)/(Co + C + Ma) will grow with
B while Co and Ma will substantially decrease. When
C >> Co,Ma, given the normalization of those parame-
ters, all parameters should saturate when C approaches
1. This explains the behavior of the curves in Fig. 3 for
κ0 = 10 10−3 and κ0 = 50 10−3.

E. Evolution of the morphological details

As we described elsewhere, for high volume PBS con-
centration κ0 = 50 10−3, the mean length of the chains
varies as if the chains were self-organized as in an air-
tight chamber of liquid and then abruptly stopped after
a constant time te which can be assimilated to the evap-
oration time of the droplet [20]. In other words, for this
parameter, everything happens on average as if magnetic
interaction dominated their assembly. This is explained
by the fact that, for this value of κ0, the sedimentation,
which depends on the magnetic self-assembly through its
bulk speed, dominates the whole process for depositde
particles (vCR ∼ 10−6 m/s << vMg ∼ 10−3 m/s <<
vS ∼ 10−2 m/s).

For low value of PBS κ0 = 6 10−3, the mean length of
agglomerates in the deposit is mainly constant for every
value of the magnetic field B. Actually, the only actual
aggregates which remain in the eventual deposit are the
ones created by the coffee ring and the Marangoni eddy.
This is due to the fact that the coffee-ring speed diverges
near the end of the evaporation process and is able to
break all the chains, which are not sticking to the sub-
strate, as we demonstrated earlier (electrostatic repulsion
counters the van der Waals attraction for κ0 = 6 10−3).

The case of intermediate concentration κ0 = 10 10−3

shows a mixed behaviour : for low magnetic fields, the
mean length of agglomerates scales as for κ0 = 50 10−3,
indicating that the magnetic assembly dominates for thos
short chains. However, for higher magnetic field, the
mean length of agglomerates seem to saturate, as it does
for κ0 = 6 10−3, but with a higher length. Having an
intermediate behaviour might seems intuitive since we
have a transition from chains broken by the coffee-ring
flow to chains firmly sticking to the substrate. Moreover,
the reason why short chains are able to stick on the sub-
strate while long chains does not is probably related to
the fact that long chains are easier to deform and break
into smaller ones [56, 57].

V. CONCLUSION

From the previous observations, one might conclude
that the amount of PBS, through both the strength of
the Marangoni recirculation [15] and the sedimentation
of the particles on the substrate, is mainly responsible
for the global distribution profile of the particles. More-
over, this paper shows the magnetic field mainly changes
the details morphological properties of the dried deposit
with a lesser influence on the density profile. Previous
experiments showed that the right strength of solutal-
Marangoni instabilities allows the self-organized colloids
to be deposited as is after evaporation [20]. This paper
demonstrates that the influence of this instability is even
richer, since it also determines where the chains will be
deposited and show their length can also be limited by
flow-driven phenomena.
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Chapter 10

Conclusion and perspectives

10.1 Conclusion

In this work, we studied the behaviour of superparamagnetic colloids both in equilibrium's
condition and far from these conditions. The systems we studied and our main results are
summarized in Figure 10.1. The �rst part of our work o�ered a more complete description
and an experimental characterization of colloidal chains formed under constant magnetic �elds.
We consolidated the knowledge about the system, and reported unexpected observations. This
might be seen as a �rst step towards achieving a deep understanding of the more complex
systems used in applications.
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Figure 10.1: Table summarizing the various studies of this work. Main results are pictured for
each chapter, and main achievements are summarized in a few words.

More accurately, our �rst study (Chapter 4) conducted systematic experiments in order to
compare them with the existing models and simulations. We showed that the trend observed
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experimentally was in agreement with the models, but only in a limited range of parameters.
We provided a �rst explanation of this deviation by the existence of structures not taken into
account by the models. The apparition of such structures, in the case of small agglomerates,
is prevented by potential barriers we partially computed. However, we wanted to explore this
range of parameters through numerical simulations, in order to con�rm that such deviation
would be observed even in ideal systems. We then observed that modifying the viscosity of
the system changed the characteristic timescale of the self-assembly leading to the equilibrium
(Chapter 5). We characterized this both experimentally and numerically. We found that
this property could be used to fasten numerical simulations up to a given ratio depending
on the magnetic �eld. Moreover, our results also indicate that the formation process of the
agglomerates has a signi�cant impact on the equilibrium state. This is consistent with the
results of our �rst study, since other formation mechanisms could allow to overcome some
potential barriers. We then eventually used a modi�cation of viscosity in numerical simulations,
in order to perform simulations of systems as close as possible from our initial experimental
set-up, as exposed in Chapter 6. Thanks to our previous �ndings, we managed to perform
simulations which were 40 times faster than unmodi�ed simulations. In the unexplored set of
parameters we were able to study, we evidenced that the volume fraction of the particles has
further e�ects on the equilibrium than expected. We modi�ed the existing model in order to
take interactions between agglomerates into account. We showed that this consideration alone
was su�cient to model all the available numerical data, and provided a better agreement with
the experimental data. This �nding highlight that mean-�eld theory taking into account only
internal energy of aggregates may be insu�cient to predict the properties of a self-assembled
systems. Indeed, we clearly showed that interaction energy between aggregates had to be taken
into account in order to model the behaviour of our system.

The second part of our work evidenced what in�uence the self-assembly of superparamag-
netic colloids has on the �nal deposit. We demonstrated that the magnetic �eld could be used
as a remote control of the evaporative deposit. Moreover, we used this parameter as a simple
probe to characterize the in�uence of interactions between the particles on the substrate. We
showed that self-assembly of particles mainly modi�es the sedimentation of the particles and
then the competition between this mechanism and co�ee-ring plus Marangoni �ows. We made
a systematic study of the interaction of these three mechanisms and proposed a master curve
to model how they shape the particles' density in the �nal deposit.

In more details, the �rst actual step of our research regarding the evaporating droplet
has been to characterize the exact �ows occurring in the droplet (Chapter 7), independently
from any magnetic �eld. We showed that two mechanisms, co�ee-ring e�ect and Marangoni
instability, were competing. We also showed that the upper-hand in competition was going back
and forth from one to the other on determined timescales. We gave an explanation for these
timescales. We then focused on the eventual deposits left by the particles when the droplets
were completely evaporated. Our �rst observations were performed when Marangoni instability
and attraction with the substrate homogenizes the deposit, as exposed in Chapter 8. We showed
that the magnetic �eld could be used as a remote control for those deposits. Indeed, the self-
assembled agglomerates are then deposited almost as is on the substrate. However, the limiting
factor for the chains length, in our setup, is the evaporation time. Indeed, this evaporation
time is about a few tens of minutes, while the time required to reach the equilibrium is about
a few hours, i.e. one order of magnitude higher. We then completed the picture by describing
the deposits obtained with various concentrations of ions in the suspension in Chapter 9. We
introduced a master curve which can reproduce all our data. We used it to show that a triple
competition occurs, since sedimentation also competes with Marangoni instability and co�ee-
ring �ow. We demonstrated that the in�uence of the magnetic �eld on the substrate is mainly
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due to its in�uence on the sedimentation of the particles. Then, this in�uence also strongly
depends of the interactions of the particles with the substrate. We evidenced that a transition
occurred when the DLVO interaction with this substrate becomes attractive.

10.2 Perspectives

Beyond all these observations, several questions and challenges are still open. Regarding the
size of the chains at equilibrium, simulations giving average size of chains higher than 100
particles are still required in order to compare experimental data with ideal systems. Analytical
models predicting the apparition of ribbons and their in�uence on the mean properties of the
agglomerates is still lacking. Regarding the evaporative droplets, the question of location of
the chains in the deposit for low ionic concentration is still open. The way a �ow of liquid
interacts with a chain of colloid has been neglected in our approaches, but these �ows seem
able to break the chains in some conditions... Determining these conditions and how this
e�ect in�uences the deposits would be an interesting advance, probably leading to further
understanding of even more complex systems, such as polymers or crystals deposits. Moreover,
since the sedimentation plays a key role in the eventual deposits' structure, one can wonder
what would be the properties of suspended droplets, hanging below the substrate instead of
lying on top of it. As preliminary results suggest, a tilt angle of the substrate might also have
a deep in�uence on the substrate. Moreover, one can wonder how the size or the concentration
of the particles in�uence the deposit, or how exactly dynamic aggregates (such as obtained
with oscillating magnetic �elds) would in�uence the substrate... Our current work provides
several experimental set-ups, analysis tools, concepts and hypotheses which are probably going
to be part of the building blocks of the answers to those questions.

More practically, during the next few months, we plan to develop several micro�uidic chips
in order to assess the interaction between liquid �ows and magnetic colloidal assemblies. This
should help to understand how chains are broken in evaporating droplets with low ions (i.e.
PBS) concentration. We expect that this will be helpful to describe the variations of mean
size of agglomerates along the radial coordinate of the deposits. Such a result will o�er further
justi�cations for the empirical master curves we provided for the density pro�les of the deposits.
It will also give more insight on the dynamics of the formation of this deposit.
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Appendix A

Self-assembly equilibrium : detailed

calculations

In the case of colloids made of incompressible materials, at constant temperature and particles
number, the thermodynamic equilibrium is described by a minimum of the free energy F =
U−TS, where U is the internal energy of the system, T the temperature and S the entropy. In
the case of chains of superparamagnetic colloids, we have to consider the magnetic interaction
energy of the particles. A common hypothesis is that the energy of a chain with s particles
is −(s− 1)εm. [25] This hypothesis is equivalent to say that particles in a chain only interact
with their �rst neighbour, and have a binding energy −εm. Moreover in the case of a mixture
of chains with various lengths, one has to take into account the mixing entropy

SM = −kBA
+∞∑

s=1

as ln (as), (A.1)

assumed as ln (as) = 0 if as = 0 and where as is the fraction of chains with length s (i.e.
containing s particles), and A is the total number of chains. We then have As = asA the

number of chains with length s. We then have the relation A =
∞∑
s=1

As. One can also de�ne

Ns = sAs, the number of particles in one of the s-length chains. Moreover, if V is the volume
of the suspension and Vpart the volume of one colloidal particle, φs = Ns

Vpart
V is the volume

fraction of chains of length s. Then, if we consider that other contribution to the energy and/or
the entropy of the system does not depend on the fact that a particle is comprised in a chain
of length s, the Gibbs free energy of the suspension is

F = U − TS =

∞∑

s=1

−As(s− 1)εm + kBTAs ln

(
As
A

)
+ F0 (A.2a)

=
∞∑

s′=1

−Ns′

s′
(s′ − 1)εm + kBT

Ns′

s′
ln

(
Ns′

s′A

)
+ F0 (A.2b)

where F0 contain all the other contributions to the free energy. The chemical potential of a

particle contained in a chain of length s is then de�ned as µs = ∂F
∂Ns

∣∣∣
Ns′ 6=s,T,V

. If one takes

into account the fact that A =
∞∑
s′=1

Ns′
s′ and then ∂A

∂Ns
= 1

s , we get

µs =
− (s− 1) εm

s
+
kBT

s
ln

(
Ns

sA

)
+ kBT

∞∑

s′=1

Ns′

s′
s′A

Ns′

(
δss′

s′A
− Ns′

s′sA2

)
+ µ0 (A.3a)

=
− (s− 1) εm

s
+
kBT

s
ln

(
Ns

sA

)
+
kBT

s
− kBT

sA

∞∑

s′=1

Ns′

s′
+ µ0 (A.3b)

=
1

s

[
kBT ln

(
Ns

sA

)
− (s− 1)εm

]
+ µ0 (A.3c)

=
1

s

[
kBT ln

(
φs
s

)
− (s− 1)εm

]
+ µ0

s, (A.3d)
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where δss′ is the Kronecker symbol, µ0 = ∂F0
∂Ns

and µ0
s = µ0 + ln

(
V

AVpart

)
kB T
s . It is often

considered that µ0
s is a constant, not depending on the cluster or size s. [9, 25] This is an

approximation justi�ed by the hypothesis of ideal mixing, claiming that the association rate
k1φ

s
1 is equal to the dissociation rate ksφs/s, where k1 and ks are constants called reaction

rates (see chapter 19 of [9] for more details).

The thermodynamic equilibrium being reached when all particles have the same chemical
potential, we obtain from previous equations

µs = µ1 (A.4a)

⇔1

s

[
kBT ln

(
φs
s

)
− (s− 1)εm

]
+ µ0

s = kBT ln (φ1) + µ0
1 (A.4b)

⇔s ln (φ1) +
(s− 1)

kBT
εm + s

(
µ0

1 − µ0
s

)

kBT
= ln

(
φs
s

)
(A.4c)

⇔φs = s

[
φ1 exp

(
εm(s− 1)/s+

(
µ0

1 − µ0
s

)

kBT

)]s
(A.4d)

⇔φs ≈ s
[
φ1 exp

(
εm(s− 1)/s

kBT

)]s
(A.4e)

= s

[
φ1 exp

(
εm
kBT

)]s
exp

(−εm
kBT

)
. (A.4f)

The approximation A.4e has been obtained by assuming that µ0
s does not depend on s and is

a constant µ0. In the case of superparamagnetic colloids, this can also be justi�ed if

∣∣µ0
1 − µ0

s

∣∣ << (s− 1)

s
|εm| (A.5a)

⇔ ln

(
V

AVpart

)
kBT

s
(s− 1) <<

(s− 1)

s
|εm| (A.5b)

⇐ ln

(
V

AVpart

)
kBT << |εm| , (A.5c)

which is the case when volume fraction is of the order of at least a procent φ0 ≥ 0.01 (since
AVpart/V . φ0, where φ0 is the total volume fraction, denoted φ elsewhere, and is the sum of
all the φs), and if the magnetic energy is much higher than the Brownian energy kBT << εm,
i.e. for Γ >> 1. This last hypothesis is assumed in most developments, since in other conditions
the self-assembly of particles usually does not occur [25,33].

Furthermore, since the volume occupied by all the particles is a constant, we have the

constraint φ0 =
∞∑
s=1

φs, where φ0 is the total volume fraction of the particles, or also the value
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of φ1 without aggregation. We can then write

φ0 =

∞∑

s=1

φs (A.6a)

=
∞∑

s=1

s

[
φ1 exp

(
εm
kBT

)]s
exp

(−εm
kBT

)
(A.6b)

=
φ1

x

∞∑

s=1

sxs (A.6c)

=
φ1

x

x

(1− x)2 (A.6d)

⇔ φ0 exp (βεm) =
x

(1− x)2 , (A.6e)

where we de�ned x = φ1 exp (βεm) with β = 1
kBT

. In order for
∞∑
s=1

sxs to converge to x
(1−x)2

,

we also assumed x<1. From the last equality, we see that x, and then φ1, are determined
by the values of φ0, kBT and εm. Then, the distribution of chains length at thermodynamic
equilibrium depends not only on the competition between magnetic interaction energy and
thermal energy, but also relies on the volume fraction of colloidal particles. In the case where
φ0 exp (βεm) � 1, and then x/(1 − x)2 ≈ x, the last equality can be written, at �rst order,
x = φ0 exp (βεm), leading to φ1 = φ0 meaning there is no formation of chains. On the contrary,
if φ0 exp (βεm) � 1, or x → 1 ⇒ x/(1 − x)2 ≈ 1/(1 − x)2, then x = 1 − 1√

φ0 exp (βεm)
at �rst

order in 1√
φ0 exp (βεm)

. In this case, we have

As =
φsV

sVpart
(A.7a)

∝ xs (A.7b)

≈
[

1− 1√
φ0 exp (βεm)

]s
(A.7c)

≈ exp

(
−s√

φ0 exp (βεm)

)
. (A.7d)

Such an expression of As implies that the mean length of the chains is written

<s> ≡

∞∑
s=1

sAs

∞∑
s′=1

As′
(A.8a)

≈
[

1− exp

(
− 1√

φ0 exp (βεm)

)]−1

(A.8b)

≈
√
φ0 exp (βεm). (A.8c)

It is worthwhile to notice that those mathematical approximations are even more pertinent
when

√
φ0 exp (βεm) is large.

In order to relate this mean length to the experimental parameters, one has still to deter-
mine the value of εm. This parameter is the absolute value of magnetic binding between two

105



APPENDIX A. SELF-ASSEMBLY EQUILIBRIUM : DETAILED CALCULATIONS

neighbours in a chain. It can then be estimated as the opposite of the mean value of magnetic
interaction energy of two agglomerated dipoles <U>. Using the expression of Eq. (1.14), this
is written <U> = −Γ

β [1− 3
2< sin2 θ>] where <sin2θ> is the average value of sin2θ, weighted

by their probability determined in the canonical ensemble. We then have :

<sin2θ> =

∫ 2π
0 dφ

θ0∫
0

sin3 θ exp
(
Γ[1− 3

2 sin2 θ]
)
dθ

∫ 2π
0 dφ

θ0∫
0

sin θ exp
(
Γ[1− 3

2 sin2 θ]
)
dθ

(A.9a)

=

θ0∫
0

sin3 θ exp
(
Γ[1− 3

2 sin2 θ]
)
dθ

θ0∫
0

sin θ exp
(
Γ[1− 3

2 sin2 θ]
)
dθ

(A.9b)

if we assume that no other constraint than magnetic interaction restricts the accessible states.
The integration stops at θ = θ0, because the magnetic interaction is repulsive beyond this
value and the particles can never be agglomerated with greater angles. The additional fac-
tor sin θ comes from the Jacobian for spherical coordinates. By using the stationary phase
approximation, [25] one can �nd an approximation of this integral

<sin2θ> =

θ0∫
0

sin3 θ exp
(
Γ[1− 3

2 sin2 θ]
)
dθ

θ0∫
0

sin θ exp
(
Γ[1− 3

2 sin2 θ]
)
dθ

(A.10a)

≈
exp (Γ)

θ0∫
0

θ3 exp
(
−Γ3

2θ
2
)
dθ

exp (Γ)
θ0∫
0

θ exp
(
−Γ3

2θ
2
)
dθ

(A.10b)

≈

∞∫
0

θ3 exp
(
−Γ3

2θ
2
)
dθ

∞∫
0

θ exp
(
−Γ3

2θ
2
)
dθ

(A.10c)

=
2

3Γ
(A.10d)

where the last equality directly comes from the relation In+2

In
= n+1

2a where In =
∞∫
0

xn exp
(
−ax2

)
dx, obtained by integrating by parts once In+2.

Eventually, one then obtains βεm ≡ −β<U> = Γ[1 − 3
2< sin2 θ>] ≈ Γ − 1. This approxi-

mation is even better when Γ� 1 is large. However, even if Γ = 3, a numerical estimation of
the initial integral gives β<U> = 2.07, which is di�erent from less than 5% from Γ − 1 = 2.
This model then implies that the mean length of the chains is <s> =

√
φ0 exp (Γ− 1) when

Γ� 1. Of course, when this model predicts <s><1, it simply means there is no aggregation
of the colloidal particles and the real value of <s> will be 1.
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