
Thermodynamics Laboratory
Aerospace and Mechanical Engineering Department

Faculty of Applied Sciences
University of Liège

Charge-sensitive methods for the
off-design performance characterization
of organic Rankine cycle (ORC) power

systems
by

Rémi Dickes

A thesis submitted in partial fulfillment of the
requirements

for the degree of

Doctor of Applied Sciences

Belgium, June 2019



ii

Charge-sensitive methods for the off-design performance characteriza-
tion of organic Rankine cycle (ORC) power systems.

Copyright c©2019 by Rémi Dickes. All rights reserved.

Thermodynamics Laboratory
Aerospace and Mechanical Engineering Department
Faculty of Applied Sciences - University of Liège
Allée de la Découverte 17
B-4000, Liège (BELGIUM)
rdickes@ulg.ac.be
+32 4366 48 24

Members of the Examination Committee:

Pr. Dr. Ir. Vincent Lemort, Supervisor
(University of Liège, Belgium)

Pr. Dr. Ir. Michel De Paepe
(Ghent University, Belgium)

Pr. Dr. Ir. Eckhard Groll
(Purdue University, USA)

Pr. Dr. Ir. Philippe Ngendakumana
(University of Liège, Belgium)

Pr. Dr. Ir. Sylvain Quoilin
(KU Leuven, Belgium)

Dr. Ir. Eric Winandy
(Emerson Climate Technologies GmbH , Germany)

Pr. Dr. Ir. Assaad Zoughaib
(Mines Paristech, France)



iii

“Life is like a box of chocolates.
You never know what you’re gonna get.”

Forrest Gump





v

Abstract
The organic Rankine cycle (ORC) is among the most suited technologies to convert

low-grade and low-capacity heat sources into useful work. For many reasons - including
predictive control, optimal sizing or performance forecast - a proper understanding and
characterization of the ORC behaviour under off-design conditions is of significant in-
terest. In order to avoid any intrinsic state assumption, predictive models must account
for both fundamental conversation laws of thermodynamics, namely the conservation of
energy and the conservation of mass. Besides of modelling the energy transfers, a true
off-design model must account for the constant amount of working fluid in the system
and simulate its distribution among the different components. Although well-known for
HVAC systems, such charge-sensitive considerations are quasi absent for the ORC tech-
nology and existing models have never been completely validated. The goal intended by
this PhD thesis is to fill this gap.

To begin this work, experiments are conducted to assess the fluid distribution and
the impact of the charge on a real system operation. To this end, a 2 kWe ORC test
rig is constructed and tested over wide range of conditions. Besides of standard thermo-
hydraulic sensors, the fluid charge distribution is measured on-line by bending load cells
and infrared imaging techniques. Following a complete experimental campaign (which
includes more than 300 steady-state points), a dual reconciliation method is applied
on the raw measurements to obtain a reference dataset. An extensive study of the
experimental data is then conducted. Among many results, the important contribution
of the heat exchangers in the charge inventory is highlighted, so as the impact of oil
circulation on the ORC performance rating.

Following this experimental study, a complete modelling library is developed to repli-
cate and extrapolate the system off-design behaviour. The intended goal is to create a
true performance simulator, i.e. a predictive tool able to estimate the ORC behaviour
based solely on its boundary environment (without state assumption, i.e. accounting for
the charge distribution in the system). In a first step, a miscibility model of R245fa/POE
oil is developed to account for the presence of the lubricant in the ORC operation. Af-
terwards, the modelling of each system component is conducted, with a particular focus
on the heat exchangers and their charge estimation. Then a global ORC model is con-
structed by coupling the various components sub-models accordingly to a robust resolu-
tion scheme. The ORC model predictions are ultimately confronted to the experimental
measurements, both in terms of thermodynamics and charge inventory predictions, and
a good fit is demonstrated for all the model outputs.

Finally, the utility of such a charge- and lubricant-sensitive ORC model is highlighted
for different tasks. Considering the experimental test rig as case study, the off-design
modelling tool is employed (i) to fully characterize the ORC response under off-design
conditions, (ii) to prevent operating conditions where pump cavitation is likely to occur,
(iii) to build optimal performance mappings for full- and part-load operations, and,
finally, (iv) to optimally select the charge of working fluid and to accordingly size the
liquid receiver.

Keywords: charge, experiments, off-design, ORC, modelling, fluid distribution, heat
transfer, void fraction, lubricant.
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Résumé
Les cycles de Rankine organiques (dit ORC ) sont des systèmes moteurs par-

ticulièrement intéressants pour des applications à faible température ou basse
puissance. Que ce soit pour des problèmes de contrôle ou de dimensionnement,
une bonne compréhension et caractérisation de ces systèmes en régime off-design
(c’est à dire qui diffère des conditions de fonctionnement nominales) revêtent une
importance cruciale. Afin de correctement prédire le comportement de tel cycle
sans faire d’hypothèse intrinsèque, les principes de conservation d’énergie et de
masse doivent être tous deux pris en compte. En d’autres mots, un vrai mod-
èle prédictive ne doit pas seulement tenir compte des bilans énergétiques au sein
de l’ORC, mais également de la répartition du fluide de travail parmi les dif-
férents composants. La plupart des travaux existants négligent ce bilan de masse
lorsqu’ils simulent un ORC et les quelques modèles présentés dans la littérature
qui en tiennent compte n’ont jamais été validés. L’objectif de cette thèse de
doctorat est de répondre à ce problème.

Dans un premier temps, une étude expérimentale complète est menée sur un
banc d’essai de 2 kWe. Ce système est instrumenté avec des capteurs de force
qui permettent de mesurer en direct la distribution du fluide parmi les différents
composants. Une base de données incluant plus de 300 points opératoires est
obtenue et les mesures sont post-traitées avec des méthodes de réconciliation
avancées.

Exploitant ces mesures expérimentales, une libraire complète de modèles est
développée pour extrapoler le comportement de l’ORC. Le but escompté est
d’obtenir un vrai modèle off-design, capable de prédire les performances d’une
machines existante uniquement sur base de ses conditions aux limites externes
(incluant la charge totale de fluide). Pour ce faire, un modèle de miscibilité
R245fa/huile est développé pour tenir compte de l’impact du lubrifiant sur le
fonctionnement de la machine. Ensuite, chaque composant du cycle est simulé
en détail, avec une attention toute particulière pour les échangeurs de chaleur et
le calcul de leur charge. Enfin, un modèle globale d’ORC, sensible à la réparti-
tion de charge et à la présence de lubrifiant, est obtenu en couplant les différents
sous-modèles et celui-ci est complètmenet validé avec les mesures expérimentales.

Pour terminer, l’utilité d’un tel modèle off-design est illustrée pour divers
applications. Prenant le banc d’essai expérimental comme cas d’étude, le modèle
d’ORC est exploité pour (i) complètement caractériser la réponse du système en
régime off-design, (ii) détecter les situations propices à la cavitation de la pompe,
(iii) définir les performances optimales du système à pleine capacité ou à capacité
partielle, et, enfin, (iv) optimiser la charge nécessaire dans le système ainsi que
le dimensionnement du réservoir liquide.

Mots clés: charge, expérience, off-design, ORC, modélisation, distribution du
fluide de travail, transfert de chaleur, taux de vide, lubrifiant
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Chapter 1

Introduction

“The formulation of the problem is often more
essential than its solution, which may be merely
a matter of mathematical or experimental skill.”

—Albert Einstein

1.1 Energy context and the ORC technology
Since the first industrial revolution in the early 19th century, Humanity has wit-
nessed an exponential development of modern societies thanks to its ability to
harness Energy. Because of multiple assets (e.g. ease of transport and storage,
availability, high energy density, low cost), fossil fuels have become the main
source of primary energy for most domestic and industrial needs. While provid-
ing many social and comfort benefits, excessive uses of these resources have led
to tensions on many levels. Besides of reserve exhaustion concerns, prohibitive
emissions of greenhouse gases have been evidenced to alter the Earth’s atmo-
spheric equilibrium resulting in climate change issues (see Figure 1.1) [1]. While
ecologically-motivated reactions began to emerge in the 1960’s, it is now widely
acknowledged that the development of renewable energy technologies (i.e. with
carbon-free emission) and the optimization of energy systems are mandatory to
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Figure 1.1: Global mean surface temperature increase as a function of
cumulative total global CO2 emissions from antropogenic activities [1].



2 Chapter 1. Introduction

Entropy [J/kg.K]
1000 1500 2000

T
em

pe
ra

tu
re

 [°
C

]

0

20

40

60

80

100

120

140

160

180

1

2

3

4

_Qcd

_Qev

_Wpp

_Wexp

(a) T-s diagram.

1

2 3

4

 𝑄𝑒𝑣

 𝑄𝑐𝑑

 𝑊𝑒𝑥𝑝
 𝑊𝑝𝑝

(b) Cycle schematic.
Enthalpy [J/kg] #105

2 3 4 5 6

P
re

ss
ur

e 
[P

a]

#106

0

0.5

1

1.5

2

2.5

3

1

2 3

4

_Wexp
_Wpp

_Qev

_Qcd

(c) h-P diagram.

Figure 1.2: Example of a basic ORC system running with R245fa.

ensure a sustainable future for subsequent generations [2]. In this context, the or-
ganic Rankine cycle (ORC) technology can fulfil a non-negligible role to valorize
low-grade heat into electricity or mechanical power [3]. As depicted in Figure 1.2,
the working principle of an organic Rankine cycle is identical to that of a conven-
tional steam Rankine engine. It is a closed-loop thermodynamic cycle into which
a working fluid undergoes a series of processes (i.e. compression 1→ 2, evapora-
tion 2→ 3, expansion 3→ 4 and condensation 4→ 1) aiming to partially convert
energy from a heat source into mechanical work. The distinction is related to the
nature of the working fluid (WF). Instead of using water (like in a conventional
steam Rankine cycle), an ORC employs an organic substance characterized by
a lower boiling point (e.g. hydrocarbons, hydrofluoroolefins, hydrofluorocarbons,
etc.). By using such a fluid, it is possible to efficiently perform a Rankine cycle
in conditions economically or technically inconvenient for standard steam-based
systems. As shown in Figure 1.3, organic Rankine cycles suitably fit for both
low-capacity (from few We to 10 MWe) and low-grade heat source (60-300oC)
conditions [4].
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(a) Domain of applications by capacity and tem-
perature range (adapted from [4, 5]).
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(b) Distribution of commercial units in
2016 (adapted from [6]).

Figure 1.3: Fields of application and distribution of the ORC technology.
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In practice, these systems can apply for wide range of applications, including:

- industrial and automotive waste heat recovery (WHR) [7, 8];

- domestic combined heat and power (CHP) [9, 10];

- concentrated and non-concentrated solar exploitation for irrigation, desali-
nation or power purposes [11];

- geothermal [12] or biomass [13] power unit.

In 2016, the total ORC power capacity installed worldwide was estimated to more
than 2.7 GWe [4] distributed over 1800 commercial units [6]. While the concept
of organic Rankine cycle is very old (first facilities date from the mid 19th century
[14, 15]), a tremendous regain of interest has been given to this technology for
the past 10 years, from both industrial and academic perspectives [16]. Recent
researches are mostly related to recurrent topics applied to various case studies.
These topics include thermodynamic design and architecture optimizations, opti-
mal working fluid selection, individual component sizing, dynamic modelling, var-
ious exergo-techno-economic analyses and control. The present PhD manuscript
is dealing with the latter subject and focuses specifically on the off-design per-
formance characterization of ORC power systems. For further insights regarding
the other subjects, the reader is invited to consult the dedicated literature or the
reference book on ORCs edited by Macchi and Astolfi [5].

1.2 Off-design performance characterization
Because they are specifically suited for small-capacity and low-grade heat sources,
a common aspect of ORC systems is the versatile nature of their operating condi-
tions. Whether for solar, geothermal or waste heat recovery, the ORC boundary
conditions (i.e. the heat source, the heat sink, and eventually the expander load)
often deviate from their design values, imposing the ORC machine to adapt its
working regime for performance or safety reasons. For instance, Figure 1.4 de-
picts typical operating conditions of an automotive WHR system, a large-scale
geothermal power plant and a small solar-driven ORC unit. For each situation,
one can witness the instability of the conditions which fluctuate with different
frequencies (cfr the x axis units). Because of their unsteady environments, ORC
systems are commonly led to operate in conditions differing from their nominal
design points. Such conditions are referred to as off-design and result ordinarily
in a system performance alteration. Indeed, since the components geometries are
not optimal to the new boundary environment, the thermodynamic state of the
working fluid is different that of design values and results (in most cases) to an
efficiency degradation. A proper understanding and prediction of the ORC be-
haviour under off-design conditions is crucial - or even mandatory - for multiple
reasons, including for on-site performance optimization, system-level integration
or control development. As shown in Figure 1.5, the scientific literature reports
an increasing (but yet marginal) number of articles related to this field of re-
search. These works include both experimental and theoretical investigations, as
presented below.
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1.2.1 Off-design experiments
Any experiment conducted out of the system design point is by definition an
off-design test. Given the long time history of ORC systems and their growing
interest over the past years, their off-design experimentations are not a novel
subject. Actually, pioneering developments of organic Rankine cycles relied pri-
orly on experiments rather than on theoretical analyses. A complete review of
all the ORC experiments conducted by academics and industrials is almost im-
possible. In their open-access database, Landelle et al. [20] report to more than
100 ORC experiments published recently in around 175 scientific papers. Typ-
ically, these works consisted in recording the ORC response when changing one
or several boundary conditions of a test bench (e.g the heat source/sink supply
conditions or the pump/expander rotational speed). Some authors investigated
the ORC global behaviour (e.g. [21–24]) while others focused specifically on the
performance of a single component (e.g. the pump [25, 26] or the expansion de-
vice [27–29]). Over the years, wide ranges of applications, operating conditions
and technologies have been tested. The interested reader is invited to consult
Landelle et al. database for further details [20]. While experiments constitute
the best mean to assess the actual off-design behaviour of an ORC system, pre-
dictive models are also important. Besides of their economic interests (i.e. the
development and use of models is generally cheaper than the building of a test
rig), they become mandatory for performance forecasts or data extrapolations.
Such simulation tools have also been developed by the scientific community, as
reported below.

1.2.2 Off-design modelling
The goal and the architecture of an off-design model differ significantly from a
design approach. As shown in Figure 1.6, while a design model aims to size the
ORC components in order to meet a thermodynamic state explicitly specified by
the user (typically the design point of the ORC), an off-design model does the
exact opposite. It retrieves the ORC thermodynamic conditions and performance
while taking the components geometry and the boundary conditions as inputs.
From the literature, two types of off-design models can be distinguished, namely
dynamic and steady-state simulation tools. Dynamic models are more general
in the sense that they account for the energy and the mass inertia in the ORC
components. By predicting the transient response of the ORC, such models
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Figure 1.6: Inputs and outputs of design and off-design ORC models.

are specifically suited for online support plant maintenance or controller tuning.
Steady-state models, on the other hand, neglect any dynamic phenomenon in
the ORC and consider the system and all its components to be in steady-state
regime. Such an approach is more convenient to perform parametric analyses, to
compare regulation strategies or to estimate long-term off-design performance.

As reported in Table 1.1, an extensive number of papers dealing with off-
design modelling can be found in the literature1. Wide ranges of applications and
power capacities have already been investigated and various modelling paradigms
have been used. Regarding this specific point, the author compared in a early pa-
per [30] three common modelling approaches for the off-design simulation of ORC
systems, namely a constant-efficiency, a polynomial-based and a semi-empirical
method. The models were compared in terms of fitting and extrapolation capa-
bilities at both component and system levels. This study highlighted the benefits
and advantages of using semi-empirical models (see Figure 1.7), but it also re-
sulted in an important observation: if it only accounts for the energy balances and
the components geometry, an off-design model cannot fully characterize the ORC
operation. An information is indeed missing and the model developer must (at
minimum) make one assumption. As shown in the last column of Table 1.1, most
of the existing works published in the literature imply one or several assumptions
in the ORC thermodynamic state. For some conventional and practical reasons,
the most recurrent (and perhaps the least intrusive) assumption is made on the
fluid subcooling at the condenser outlet. Indeed, off-design models commonly
assume a constant and plausible value of subcooling ranging from 0 to 10 K. This
hypothesis is considered acceptable since ORC units often feature a liquid receiver
which stabilizes the condenser outlet conditions under off-design operation.

1The list presented in Table 1.1 is not exhaustive and not representative. While it summa-
rizes a small sample of classical “assumption-based” studies, all the charge-sensitive publications
reported the literature are given.



1.2.
O
ff-design

perform
ance

characterization
7

Table 1.1: Non-echaustive list of off-design performance studies applied to ORC systems (sample of classical “assumption-based”
studies and all the charge-sensitive publications).

Authors System description Summary State assumption
Gurgenci
(1986) [31]

150 kWe ORC unit supplied
by a solar pond (R114, dy-
namic turbine, shell-and-tube
HEX)

Steady-state modelling. Development of a semi-analytical model which
derives the system off-design performance based on the design point and
the identification of empirical black-box parameters. The parameters must
be calibrated with data from an ORC system operated following a prede-
fined control strategy (control analysis cannot be investigated with such a
model). The model does not account explicitly for the components geome-
try. No experimental validation presented.

Imposed superheat-
ing (0K) and sub-
cooling (0K)

Wang et al.
(2014) [32]

CPC solar collectors supply-
ing a 250 kWe ORC unit
(R245fa, multi-stage turbine,
BPHEXs, thermal storage)

Steady-state modelling. Semi-empirical off-design model of an ORC built
by the interconnection of components submodels. The authors assumed a
sliding pressure control of the ORC to keep a constant superheating and
a varying cooling mass flow rate to ensure a same approach point in the
condenser. No experimental validation provided.

Imposed subcooling
(0K)

Hu et al.
(2015) [33]

70 kWe geothermal (R245fa,
radial-inflow turbine,
BPHEXs)

Steady-state modelling. Three control schemes are investigated to operate
a 70 kWe geothermal ORC unit, namely a constant-pressure strategy, a
sliding-pressure strategy and optimal-pressure strategy. Both the fluid mass
flow rate and variable inlet guide vanes are used to adapt the power plant
behaviour as a function of the operating conditions (variation of the heat
source supply temperature and mass flow rate).

Imposed subcooling
and condensing pres-
sure (no model used
for the condenser).

Manente
et al.
(2013) [34]

Theoretical 6MWe ORC sys-
tem for a geothermal applica-
tion (isobutane or R134a, fic-
tive turbine, heat exchanger
and pump)

Steady-state modelling. Off-design model used to find the optimal op-
erating parameters (pump speed, turbine capacity factor and air flow rate
through the condenser) that maximize the electricity production in response
to changes of the ambient temperatures between 0 and 30◦C and geofluid
temperatures between 130 and 180◦C. It is an hybrid dynamic/steady-
state model i.e. it includes two capacitive elements to account for the
system inertia in transient conditions.

Imposed subcooling
(2K)

continued . . .
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Authors System description Summary State assumption
Quoilin
(2011) [35]

Experimental 2 kWe ORC
prototype (R123, scroll ex-
pander, diaphragm pump,
BPHEXs)

Steady-state modelling. Semi-empirical off-design model of an ORC built
by the interconnection of submodels characterizing each component. ORC
model used to find best pump and expander speeds in order to maximize
the sytem net thermal efficiency (just on one point).

Imposed subcooling
(5K)

Lecompte
et al.
(2016) [36]

Experimental 11 kWe ORC
prototype (R245fa, BPHEXs,
centrifugal pump, twin screw
expander)

Steady-state modelling. Off-design model developed for each system com-
ponents and coupled together for simulating the entire ORC. Investigation
of the optimal pump rotational speed which maximizes the system net
power output. Comparing superheated and partial-evaporative operations,
the latter shows an improvement of the net power output between 2% to
12% over the former.

Imposed subcooling.

Ibarra et al.
(2014) [37]

Theoretical 5 kWe ORC sys-
tem (R245fa or SES36, scroll
expander, no information for
the heat exchangers)

Steady-state modelling. Partial off-design model of an ORC unit developed
to conduct a part-load performance analysis. The study investigates the
influence of the evaporating pressure, the condensing pressure, the expander
speed and the expander supply temperature on the system performance.
Only accounts for the expander, the pump and the recuperator off-design
behaviours, no model used neither for the evaporator nor the condenser. Do
not account of the heat source, the heat sink and the ambient conditions.

Imposed subcooling
(0K).

Dickes et al.
(2017) [30]

Two experimental units: (i)
3 kWe ORC system (R245fa,
BPHEXs, scroll expander, di-
aphragm pump); (ii) 10 kWe
ORC unit (R245fa, BPHEXs,
scroll expander, diaphragm
pump)

Steady-state modelling. Comparison of different modelling approaches
(constant-efficiency, polynomial-based and semi-empirical) for the off-
design simulation of ORCs power ystems. The analysis is performed at
both component- and cycle-level and the model performance are evaluated
in terms of fitting and extrapolation abilities.

Imposed subcooling
(values equal to
the experimental
measurements)

continued . . .
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. . . continued
Authors System description Summary State assumption
Li et al.
(2016) [38]

Geothermal source supplying
a theoretical 1.5MWe Kalina
(KCS34) unit (H2O+NH3,
multi-stage axial turbine, cen-
trifugal pump, 4 BPHEXs)

Steady-state modelling. Analysis of the system performance in response to
variations of the geothermal source mass flow rate, the geothermal source
temperature and the heat sink temperature. Sliding pressure control strat-
egy applied to the Kalina power plant.

Imposed subcooling
(0K).

Song et al.
(2016) [39]

WHR 530 kWe ORC system
(WF = R123, radial inflow
turbine)

Steady-state modelling. After choosing the design point and the working
fluid, an off-design model is used to assess the influence of the heat source
and the cooling water supply temperatures on the system performance.

Imposed subcooling.

Möller and
Gullapalli.
(2017) [40,
41]

Two CraftEngine CE10
(R245fa and R134a as WF,
scroll expanders, BPHEXs)

Steady-state modelling. Development of the "SSP ORC simulation" tool
based on the SWEP SPP software. The software includes a detailed mod-
elling of the BPHEXs and is aimed for both design and off-design perfor-
mance modelling. Model validation with two case study.

The ORC model
structure is not well
documented but
it is not a charge-
sensitive model.

Wei et al.
(2008) [42]

100 kWe WHR ORC unit
(WF = R245fa, turbine, air-
cooled condenser)

Dynamic modelling. Comparison of finite-volume and moving-boundary
modelling approaches of HEX. Validation of transient predictions with ex-
perimental data. Architecture of the ORC model and coupling of the sub-
models not documented.

Unclear.

Yousefzadeh
et al.
(2015) [43]

10 kWe ORC prototype (non-
recuperative, WF = R134a,
screw expander, shell-and-
tube HEX, liquid receiver)

Dynamic modelling. Development of a mass-conserving dynamic model of
ORC systems. Finite-volume method for HEX simulation. Steady-state
validation with experimental data. Off-design simulations to analyse the
ORC response and the charge migration under transient operations.

None, it is charge-
sensitive.

Desideri
(2016) [44]

11 kWe ORC unit (R245fa,
BPHEXs, screw expander,
centrifugal pump)

Dynamic modelling of ORC systems in Dymola. Comparison of finite-
volume and moving -boundary methods for heat exchanger modelling.
Steady-state and dynamic validation of the model thermodynamic predic-
tions (no comparison regarding the charge inventory). Analyses the impact
of the void fraction on the model response.

None, it is charge-
sensitive.

continued . . .
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Ziviani
et al.
(2016) [45]

Two experimental systems:
(i) 11 kWe ORC unit (R245fa,
BPHEXs, screw expander,
centrifugal pump); (ii) 5 kWe
ORC unit (R134a, BPHEXs,
scroll expander, diaphragm
pump)

Steady-state modelling. Development and validation of an ORC model
which is either charge-sensitive or subcooling-sensitive. The ORC model
and the subcomponent models are validated with experimental measure-
ments. It is the first paper related to charge-sensitive ORC modelling
known by the authors.

None if the model
is charge-sensitive,
otherwise the sub-
cooling is imposed.

Dickes et al.
(2017) [46,
47]

Experimental 2 kWe ORC
unit for CSP application (WF
= R245fa, scroll expander,
BPHEXs for recuperator and
evaporator, air-cooled con-
denser, diaphragm pump and
liquid receiver.)

Steady-state modelling. Development of a charge-sensitive model for entire
ORC system. Use data on the charge for identifying the convective heat
transfer coefficients. Experimental data comparison for thermodynamic
and global charge validations. No validation of the inner charge inventory.

None, it is a charge-
sensitive model.

Liu et al.
(2017) [48]

Theoretical 3 kWe WHR ORC
system (WF = R123, scroll
expander, shell-and-tube con-
denser, fin-tube evaporator,
no recuperator)

Steady-state modelling. Development of a charge-sensitive model used to
(i) compute the charge of WF in nominal conditions; (ii) study the heat
exchangers behaviour in part-load conditions; (iii) assess the impact of
different charges in part-load conditions.

None, it is a charge-
sensitive model.

Santos
et al.
(2018) [49]

Experimental micro-CHP
1.5 kWe/35 kWth ORC (WF
= R245fa, scroll expander, ro-
tary vane pump, gas burner,
no recuperator)

Steady-state modelling. Development of a charge-sensitive modular mod-
elling library implemented in Fortran. Combination of empirical and semi-
empirical models to study the whole system. Charge computation in heat
exchanger is unclear regarding the density calculation. Thermodynamic
validation with experimental data. No comparison with charge measure-
ments.

None, it is a charge-
sensitive model.
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Figure 1.7: Comparison of constant-efficiency, polynomial-based and
semi-empirical models (predictions vs. experimental data, illustrative ex-

ample of the study conducted in [30]).

However, such an assumption makes the off-design models partially determin-
istic and can mislead the performance predictions. For instance, to assume a
constant fluid subcooling in the ORC makes the simulations blind to important
phenomena susceptible to occur in off-design operations, such as the cavitation of
the pump or the complete flooding of the liquid receiver. In practice, the thermo-
dynamic state of an organic Rankine cycle (i.e. all the pressures, temperatures
and enthalpies) is unequivocally defined by the system boundary conditions. A
true off-design model should account for this unambiguity and avoid any guess
on inner state variables. If one desire to simulate an ORC (or any other system)
without making any intrinsic state assumption, both fundamental principles of
thermodynamics must be accounted, namely the conservation of energy and the
conservation of mass. While the first principle is verified in every “valid” ORC
model, the conservation of mass is commonly neglected (especially in steady-state
models). In a closed-loop system, such as an organic Rankine cycle, the conser-
vation of mass implies to account for the constant amount of fluid enclosed in the
system whatever the operating conditions. In other words, an assumption-free
model can only be achieved if the charge distribution of working fluid (WF) is
simulated and if the model imposes that

N∑
j=1

Mj = Mtot (1.1)

where Mtot is the total charge in the ORC system and Mj is the mass of fluid
enclosed in the jth component. Such a consideration is referred to as charge-
sensitive and is the core of the proposed PhD manuscript.



12 Chapter 1. Introduction

1.3 Charge-sensitive characterization
Although innovative for the ORC technology, it must be made clear that charge-
sensitive characterizations of thermal systems (in general) are not fundamentally
original. Extensive theoretical and experimental researches have already been
conducted on HVAC units (e.g. heat pumps, AC systems or refrigerators) in
order to quantify how the refrigerant spreads among their components. Besides
of the economic interest of reducing the charge and its impact on the cycle
conversion performance, two main reasons are motivating these works. Firstly,
due to the environmental hazardousness and flammability nature of current
and prospectives refrigerants, safety standards concerning the maximum charge
allowance in HVAC systems are becoming more and more restrictive [50, 51]. In
response to these rising constraints, charge minimization while ensuring a proper
functioning of vapour compression cycles is a recurrent topic in the literature
(e.g. [52, 53]). Secondly, the fluid distribution also plays an important role on
the average performance of heat pumps, AC systems or refrigerators. Indeed,
most of these systems are controlled with on-off cycling operations. During
standby periods, a significant fluid migration is occurring due to gravity and
pressures equalization. This fluid migration requires the refrigerant charge to
be redistributed during the on-cycle start-up, which significantly reduces the
system overall performance [54–57].

Because they do not share the same technological maturity and because they
are not submitted to the exact same constraints, the situation for ORC systems
is significantly different. In 2015, no study dealing with charge-sensitive investi-
gations on organic Rankine cycles could be found in the literature. Nowadays,
however, this field of research is gaining interests from the scientific community
and several research groups have reported theoretical works. A summary of these
studies is presented below.

1.3.1 Charge-sensitive ORC modelling
The first paper about charge-sensitive modelling was proposed by Ziviani et
al. [45] which describes an off-design model developed in Python. Based on the
ACHP modelling tool of Ian Bell [58], this ORC model can either use a specified
subcooling or account for the total charge of working fluid. The model inputs
are taken as seen in practice by the system. A simplified method to model
the liquid receiver is introduced and the heat exchangers are simulated using a
one-dimensional moving-boundary approach. Heat transfer coefficients in the
various components are calculated with state-of-the-art correlations and Zivi’s
void fraction model characterizes two-phase flows. The overall cycle model is
validated against two experimental setups featuring different cycle architectures
(11 kWe/R245fa and 5 kWe/R134a). When the charge of fluid is specified as
input, the overall cycle efficiency is estimated within a maximum relative error
of ± 20% and the accuracy on the subcooling predictions is within ± 2 K.
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Dickes et al. [46, 47] presented a similar model in Matlab R©2. The solver
architecture is slightly more complex and permits to handle a more realistic
modelling of the liquid receiver. A particular concern is given in the heat
exchangers characterization. The paper shows how state-of-the-art correlations
can be used to identify the convective heat transfer coefficients and how the
modelling of the charge helps to assess their reliability. Large sets of correlations
are considered to simulate both heat transfer coefficients and void fractions of
two-phase flows. A 2 kWe unit is used as case study and the charge-sensitive
ORC model is “thermodynamically” validated by comparison to experimental
measurements. By only specifying the ORC boundary conditions as inputs,
relative errors on the thermal power predictions in the heat exchangers are lower
than 2%. Regarding the mechanical powers in the pump/expander and the net
thermal efficiency of the system, the mean deviations are kept lower than 11.5%
and 11.6%, respectively.

Liu et al. [48] proposed a third mass-oriented model to simulate a 3 kWe
WHR unit. The model inputs differ from the two previous references (i.e. they
impose internal variables instead of the external boundary conditions). Only
the charge in the heat exchangers is taken into account and the mechanical
components are simulated with lumped efficiencies. State-of-the-art correlations
are used to evaluate the heat transfer coefficients and the Lockhard-Martinelli
void fraction model is implemented for two-phase flows. Their charge-sensitive
model is used to compute the charge of WF required under nominal conditions,
to study the heat exchangers behaviour in part-load conditions and to assess the
impact of different charges on the ORC system. In a second paper [59], the same
research group assessed the impact of the heat transfer correlations and the void
fraction assumptions on the charge computation of the system. Both studies are
theoretical and no model validation is provided.

Lastly, Santos et al. [49] presented a modular off-design model implemented
in Fortran. Aimed to be adapted on any system configuration, their ORC model
relies on interconnected submodels and accounts for the charge distribution in all
the components. Both empirical and semi-empirical equations are implemented
for modelling the various components and the heat exchangers are simulated
with a multi-zone approach. Their simulation tool is compared to experimental
data gathered on a 1 kWe/35 kWth micro-CHP unit. The measurements are first
employed to calibrate the component-level models and then to “thermodynami-
cally” validate the system-level model. Pressures and temperatures in the ORC
system are retrieved within ± 20% deviations.

Besides of these four steady-state studies, dynamic charge-sensitive models
have also been reported in the literature (e.g. [43, 44]), as shown in Table 1.1. In
any case, an important remark must be addressed. None of the model presented

2The content of this PhD manuscript goes far beyond the results presented in these two
publications. The reader is invited to consult these papers if more information regarding the
preliminary results is necessary.
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above has been fully validated. Existing works either exploited unvalidated mod-
els (e.g. [48, 59]) or the proposed validation was incomplete (e.g. [45, 46, 49]).
At best, the model reliability was assessed by comparing its thermodynamic pre-
dictions (i.e. temperatures, pressures, mass flows and energy transfers) to exper-
imental data while only imposing the ORC boundary conditions as inputs (i.e.
including the total charge in the system). Although necessary, this comparison is
not sufficient. To completely verify a charge-sensitive model, its charge inventory
must also be inspected by confronting the mass distribution predictions to exper-
imental data. Intrinsic measurements of the fluid repartition within the system
are therefore necessary. Despite the large number of experiments dedicated to
organic Rankine cycles, neither the impact of the charge nor the fluid distribution
between the components have yet been recorded. Until now, such charge-oriented
experimentations have been limited to HVAC systems only.

1.3.2 Charge-sensitive HVAC experiments
As mentioned at the beginning of this section, several researches have been
conducted on HVAC systems to assess experimentally how the fluid charge
spreads among their components. For the sake of clarity, Table 1.2 summarizes
a non-exhaustive list of these experimental works. As highlighted in the
last column, two main approaches have been developed to record the charge
repartition, namely quick-closing-valve (QCV) and on-line measurement (OLM)
methods. In quick-closing-valve methods, the system is divided in different
sections with actuated valves. Under normal operation, these valves are left
open so the working fluid can circulate freely in the system. Once the mass
measurement is desired, all the valves are shut simultaneously so as to trap the
refrigerant in the various control volumes. From then, numerous techniques
have been elaborated to estimate the charge enclosed in the different sections.
The most common one, known as remove-and-weigh (RW) method, aims to

Table 1.2: Non-exhasutive review of experimental works evaluating the
charge distribution in HVAC systems.

Authors (year) System (capacity) Fluid (charge) Method
Tanaka et al. (1982) [54] Household HP (3.5 kWh) R22 (950 g) QCV + RW
Mulroy et al. (1983) [55] Household AC (10 kWc) R22 (4 kg) QCV + RW
Miller et al. (1985) [57] Household HP (10 kWh) R22 (5.7 kg) OLM
Belth et al. (1988) [60] Household HP (10 kWh) R22 OLM
Grodent (1998) [61] Household AC (8kWc) R22 (1.7-2.4 kg) OLM
Primal et al. (2001) [62] Household HP (5 kWh) R290 QCV + RW
Hoehne et al. (2004) [52] Prototype (1.5 kWc) R290 (150 g) QCV + RW
Bjork et al. (2006) [56, 63] Domestic refrigerator (0.1 kWc) R600a (34 g) QCV + EVM
Ding et al. (2009) [64] Household AC (7.1 kWc) R410A (2 kg) QCV + RW
Peuker (2010) [65] Automotive AC (4 kWc) R134a (1 kg) QCV + RW
Wujek et al. (2014) [66] Household AC/HP (10 kWc) R410A/R32 QCV + RW
Li et al. (2015) [67] Household AC (2.6 kWc) R290 (250-350 g) QCV + RW
Tang et al. (2017) [68] Household AC R290 (260-350 g) QCV + RW
Li et al. (2018) [69] Household AC (2.6 kWc) R410A (1.06 kg) QCV + RW
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transfer the fluid trapped in each section into a chilled recovery cylinder which is
disconnected from the system and weighted on a scale. Another option, referred
to as expanded-vapour-measurement (EVM) method, consists in successively
expanding each section into large tank so as to reach a superheated state. As
thermodynamic equilibrium is reached, the density of the superheated vapour is
retrieved from temperature and pressure measurements and the charge of fluid
is computed knowing all the different volumes. Although "brutals", such QCV
methods can provide highly-accurate results if they are properly executed. For
instance, Jin and Hrnjak [70] report uncertainties lower than ±1% and ±2.5%
when measuring the refrigerant and lubricant distribution in an automotive
A/C system with a QCV+RW method. On the negative side, QCV approaches
require to stop and to discharge the system for every single mass measurement,
which is time consuming and can even lead to leakage issues. In opposition
to QCV methods, on-line measurement (OLM) techniques allow a continuous
recording of the fluid mass repartition without interfering with the system
operation. To this end, a force transducer (either a load cell or a scale) is
installed on some mechanical apparatus in order to detect variations of mass
within specific components. Despite offering a lower accuracy and requiring some
sensors calibrations, this approach is not intrusive and is much faster. Since the
charge recording does not interfere with the system operation, wide ranges of
conditions can be investigated in a least amount of time and dynamic recordings
of the charge distribution are possible.

As mentioned above, none of these techniques has ever been applied to an
ORC power unit. Any experimental quantification of the charge distribution in
an organic Rankine cycle is still missing which prevents a complete validation of
charge-sensitive models. The proposed work aims to fill this lack of knowledge,
as presented in the next section.

1.4 Thesis objectives
The ultimate goal of this thesis holds in one sentence:

To reliably predict and analyse the off-design performance of an ORC
power system based solely on its external environment.

As illustrated in Figure 1.8, it is desired to develop trustful steady-state3 sim-
ulation tools that can estimate both the ORC performance (net power genera-
tion, thermal efficiency) and its thermodynamic operation (inner temperatures,
pressures, flow rates) based solely on the real system inputs, namely the heat
source/heat sink supply conditions, the components geometry, the pump/turbine
rotating speeds and the total charge of working fluid. As highlighted in the previ-
ous section, such predictive tools are deemed important for optimizing the ORC
integration in higher level systems and/or for control aspects.

3This work focuses on steady-state modelling only. Nonetheless, the results presented in this
manuscript can be used as an initial basis for dynamic modelling validation.
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Figure 1.8: Inputs and outputs of the ORC model targeted in this thesis.

In order to meet this objective, this thesis attempts to fill a gap in the cur-
rent state-of-the-art by integrating three topics, each individually covered in the
literature, but yet never combined. As illustrated in Figure 1.9, this work aims
(i) to study the off-design performance of ORC power systems (ii) by means of
charge-sensitive methods (iii) which are validated by experimental investigations.
While off-design models are extensively presented in the literature, very few are
fully deterministic by accounting for the system mass balance. Among the rare
examples reported in the last years, none of the existing charge-sensitive ORC
model has been fully validated. This thesis aims to fill this gap. Besides of devel-
oping a theoretical framework to simulate ORC systems and their components, a
complete experimental campaign is also conducted to assess how the charge in-
fluences the ORC operation and how the fluid is spread through the components.
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Figure 1.9: Current state-of-the-art and goal of the present thesis (the
number in brackets correspond to references given in the bibliography).
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Additionally, the present work also explores a fourth topic that is (very) few
documented in the literature, namely the impact of the lubricant4 on the ORC
performance. Combining these four research pillars, this thesis intends to inno-
vatory contribute in the understanding and the characterization of ORC power
systems. A summary of the manuscript content is given in the next section.

1.5 Manuscript overview
The PhD manuscript is organized in five distinctive chapters, each dedicated to
a specific task, which can be summarized as follows:

- Chapter 1 : Introduction
The first chapter, presented here above, introduces the motivations lead-
ing to this work. While ORC systems are gaining in interests, the scientific
community still lacks of validated assumption-free models for characterizing
their off-design performance. To be fully deterministic, the mass balance in
the ORC unit must be taken into account and experimental measurements
are crucial to verify the charge inventory predictions. This problematic con-
stitutes the core of the proposed PhD thesis and led to the works presented
in the next chapters.

- Chapter 2 : Experimental investigations
Before any modelling attempt, one must understand the system to be sim-
ulated. Therefore, the first step of this work is to conduct an experimental
campaign aimed to observe and record the off-design behaviour of an ORC
unit. To this end, a 2 kWe ORC test rig featuring a common architecture
is used as case study. Additionally to conventional sensors, the system is
equipped with a set of bending load cells in order to measure on-line the
working fluid distribution in its main components. Using this test rig, an
extensive campaign is conducted to record both the ORC off-design per-
formance and the charge distribution over wide ranges of conditions. A
complete post-treatment is then applied to the raw measurements in order
to obtain a trustful reference database. Among others, the study highlights
the significant impact of the lubricant on the working fluid properties and
on the system performance rating. Besides of providing important insights
regarding the ORC physical behaviour, these measurements constitute a
reference dataset for the models development.

- Chapter 3 : Modelling developments
The third chapter presents the simulation tools developed to predict the
ORC off-design performance. Using the 2 kWe test rig as case study, a com-
plete modelling library is developed in Matlab R©. Fundamental aspects are
first presented (e.g. the modelling of working fluid/lubricant mixtures or
the computation of the charge), then the modelling of each component of

4To study and characterize the influence of the lubricant was not an initial objective of this
thesis. However, the experimental investigations presented in Chapter 2 motivated the inclusion
of this aspect.



18 Chapter 1. Introduction

the system is presented. The whole ORC unit is then simulated by inter-
connecting the components submodels following a robust resolution scheme.
This ORC model is fully deterministic and accounts for the impact of both
the charge and the lubricant in the ORC operation. Although the experi-
mental data collected in Chapter 2 are used for the models calibration and
validation, the simulation tools presented in this chapter are made as gen-
eral as possible so they could be applied to other facilities. Additionally,
all the models developed in this work are included in ORCmKit [73], an
open-source modelling library co-developed by the candidate.

- Chapter 4 : Applications of the simulation tools
The fourth chapter illustrates how the charge-sensitive models can be used
for multiple tasks. More specifically, the ORC model is employed in four
different topics, i.e. (i) to fully characterize the ORC response under off-
design conditions, (ii) to detect operating conditions where cavitation is
likely to be triggered, (iii) to assess the optimal full- and part-load perfor-
mance achievable by an ORC unit over its entire range of conditions, and,
finally, (iv) to optimally select the amount of fluid to inject in an ORC and
the corresponding size of liquid receiver.

- Chapter 5 : Conclusions and perspectives
To conclude, the last chapter summarizes the main outcomes and results of
this work. Prospective fields of research and improvements are also high-
lighted.
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Chapter 2

Experimental investigations

“An experiment is a question which Science
poses to Nature, a measurement is the
recording of Nature’s answer.”

—Max Planck

2.1 Introduction
Either for studying physical phenomena or for the validation of predictive models,
experimental data are mandatory. This chapter presents the experimental work
conducted for characterizing the off-design behaviour and the charge repartition
in a small-scale ORC system. The goal is not only to observe the system perfor-
mance, but also to gather a reference database for modelling developments (cfr
Chapter 3). The chapter is organized as follows. The test rig and the monitoring
set-up developed for this work are first presented in Sections 2.2 and 2.3. Raw
measurements gathered during an extensive campaign are then presented and
analysed in Sections 2.4 and 2.5. This data analysis concludes that further re-
finements of the measurements is required. To this end, a reconciliation method is
applied on the raw measurements in Section 2.6. The resulting reference database
is then used to study the ORC system performance as a function of the operating
conditions in Section 2.7.

2.2 Test-rig description
The case study considered in this work is the Sun2Power ORC unit developed at
the University of Liège. Originally built for a solar thermal application [24, 74],
the test rig has been fully re-designed and re-constructed for the scope of this
thesis (i.e. to include the charge measurements). Depicted in Figure 2.1, the
system features a conventional recuperative architecture, has a nominal power
output of 2 kWe and employs HFC-R245fa (1,1,1,3,3-Pentafluoropropane) as
working fluid. Although aimed to operate with parabolic trough collectors [75],
the experimental measurements presented in this chapter are gathered using an
electrical boiler as heat source. Both the evaporator and the recuperator are
brazed plate heat exchangers while an air-cooled fin coil heat exchanger is used
for the condenser. The system includes a liquid receiver at the condenser outlet
and a filter/dryer in the pump exhaust line. The working fluid is pressurized with
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P : pressure sensor - T : thermocouple - m : mass flow meter 
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Figure 2.1: Layout of the 2kWe Sun2Power ORC system

a multi-diaphragm pump and is expanded through a hermetic scroll expander
for power generation. In order to mitigate vibrations through the system, both
mechanical components are installed on silent block bushes and connected to
the cycle with anti-vibration hoses. A polyolester oil (Emkarate RL32-3-MAF)
is used for the expander lubrication. Since the ORC unit does not feature an oil
separator, a fraction of the lubricating oil flows trough the cycle under normal
operation. In terms of control, the pump speed and the condenser cooling
capacity are regulated by variable-frequency drives. Regarding the expander, its
rotational speed is set by adjusting its electrical load with variable resistances.
Finally, all the components and the pipelines are thermally insulated to limit
heat transfers to the ambient.

A summary of the system components and the fluids characteristics is given in
Table 2.1. A photo of the system is also shown in Figure 2.2. For further details,
a complete description of the components geometry is provided in Appendix A.1.
Apart of the chevron angle of the plate heat exchangers, all the data are retrieved
from the manufacturer datasheets. The chevron angles, however, are determined
with an innovative infrared heat-pulse method (see page 175). It is worth men-
tioning that the proposed case study is not a singular prototype but is a rather
common technology for micro- to medium-scale power applications. Numerous
ORC units featuring the same working fluid, components and system architec-
ture have been built for both research (e.g. [76–78]) and commercial purposes
(e.g. [79–82]).
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Table 2.1: Main components and fluids of the ORC test rig.

Component Type Model/Brand Comment
Working fluid HFC Genetron R245fa Variable charge (14-31kg)
Heat source fluid Thermal oil Pirobloc HTF-Basic Heated by boiler
Heat sink fluid Ambient air n.a. n.a.
Lubricant POE oil Emkarate RL32-3MAF Constant charge (1.5 kg)
Expander Scroll Valeo (AC compressor) variable speed (var. Ω)
Pump Diaphragm Hydracell G03 Variable speed (VFD)
Condenser FCHEX Alfa Laval Solar Junior 121 Variable speed (VFD)
Evaporator BPHEX Alfa Laval CB76-100E Thermally insulated
Recuperator BPHEX Alfa Laval CB30-40H-F Thermally insulated
Liquid receiver Vertical tank Denaline Volume = 5.7 l

a) d)

b)
c)

e)

f)

g)

Figure 2.2: Photo of the test rig. (a) Condenser (b) Expander (c) Recu-
perator (d) Liquid receiver (e) Evaporator (f) Pump (g) HTF flow meters.
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2.3 Data monitoring
Besides of the active components of the ORC, the test rig is fully instrumented to
record the system performance. The following sections present the various means
and methods used to monitor the test bench operation.

2.3.1 Thermo-hydraulic measurements
As depicted in Figure 2.1, the ORC unit is fully monitored with conventional sen-
sors. T-type thermocouples and piezoresistive pressure transducers are located
at every key location for characterizing the overall ORC performance, so as of its
individual components. Flow rates of the working fluid and the thermal oil are
measured with a Coriolis flow meter and a standard multi-jet flow meter, respec-
tively. Before starting the experiments, the air flow rate across the condenser has
been correlated with the fan frequency using an anemometer1. Table 2.2 sum-
marizes characteristics of the various sensors and their corresponding accuracy.

Table 2.2: Details of the acquisition system and the sensors (FS = full-
scale).

Variables Sensor details Final accuracy
Temperatures T-type thermocouple ± 0.75oC
Pressures Piezoresistive sensors (21Y Keller) ± 1.5% FS
WF mass flow rate Optimass 7300C Coriolis flowmeter ± 0.5% meas.
HTF volume flow rate MTWH multijet flow meter ± 5% meas.
Expander power PQ-Box 100 wattmeter ± 0.5% meas.
Pump power A2000 Gossen wattmeter ± 0.5% FS
Fan power A2000 Gossen wattmeter ± 0.5% FS
Evaporator mass 250 kg Tedea Huntleigh load cell ± 1% meas.
Recuperator mass 50 kg Tedea Huntleigh load cell ± 1% meas.
Liquid receiver mass 50 kg Tedea Huntleigh load cell ± 1% meas.
Condenser mass 250 kg Tedea Huntleigh load cell ± 1% meas.

2.3.2 Charge measurements
Besides of these standard thermo-hydraulic measurements, the test rig allows the
recording of the fluid charge repartition through the ORC system. Because of
the little contributions of the machinery in the charge inventory, only the three
exchangers and the liquid receiver are monitored using an on-line measurement
technique. In this work, each of the four components is suspended and weighted
by a bending load cell as depicted in Figure 2.3. To this end, dedicated clamping
structures are designed to hold and properly position the components. Once
suspended, the elements are connected to the rest of the circuit using flexible anti-
vibration hoses. In order to mechanically isolate the suspended components from

1The air flow rate was retrieved by integrating the air velocity profiles measured at various
points of the condenser outlet.
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Figure 2.3: On-line charge
measurement with a bending

load cell.

Figure 2.4: Impact of pres-
sure on load cell signals (case

of the liquid receiver).

the rest of the system (and thus to least interfere the load cell measurements),
the extremity of each flexible hose is firmly held to the test bench structure with
holding clamps. The apparatus built for weighting the different components are
depicted in Figure 2.5.

Obviously, raw signals from the load cells cannot be used as a direct mea-
surement of the charge. Besides the interferences due to the connecting pipes,
the pressure in the system also influences the apparent weight seen by the force
transducers. The load cells are not employed as absolute sensors, but rather as
detectors of charge variations. In order to correlate the load cells signals with
the actual charge enclosed in the components, a dedicated calibration is applied
for the three heat exchangers and the liquid receiver. Once installed and ther-
mally insulated, reference weights are attached under each of the four components
and the load cells signals are recorded for different pressure levels in the system
(controlled by injecting nitrogen in the test bench). The pressures and reference
masses tested in the calibration are chosen to cover the entire range of condi-
tions met by each component. For instance, the results obtained for the liquid
receiver are given in Figure 2.4. As seen, the operating pressure has a shifting
impact on the signals-charge relationship which must be taken into account. Us-
ing these calibration data, triangulation-based interpolants are fitted to correlate
the load cells signals and the operating pressures with the actual mass enclosed
in each component. Regarding the influence of the operating temperature on
the charge measurements, it is neglected in a first approach because of its pre-
sumed negligible impact. This simplified assumption will appear to be wrong for
the evaporator, as further discussed in Section 2.5.2. Finally, like for the other
sensors (pressures, temperatures, powers and flow rates), the load cells signals
are collected by a NI compactRio and displayed in real-time through LabView
interface during the experiments.
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- Recuperator - - Evaporator -

- Liquid receiver and condenser -

- Condenser -

Figure 2.5: Mechanical structures built for the charge-sensitive measure-
ments. (a) load cell (b) hanging structure (c) holding clamps (d) flexible

hoses (e) weighted component.
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Figure 2.6: Configuration and position numbering for one channel in the
condenser.

2.3.3 Infrared imaging of the condenser
As further detailed in this work, a main concern in charge-sensitive studies
is to properly assess the zones distribution in heat exchangers experiencing a
phase-change. In this context, the condenser permits an additional investigation.
As shown in Figure 2.6, the condenser is a fin coil heat exchanger made of 13
parallel channels, each effectuating 12 passes in a matrix of plain fins. If the side
plates of the condenser are removed, one can visualize the end-tips of the tubes
into which flows the working fluid. By observing these end-tips with an infrared
camera, the temperature evolution along the channels can be recorded. Although
the temperature profile is not continuously monitored (i.e. the temperature is
rated at 13 discrete points), these infrared (IR) data help to more precisely
localize the frontiers between the liquid, the vapour and the two-phase zones.

For every operational point of the experimental campaign, a set of 4 infrared
(IR) photos is captured with a FLIR E50 camera. Each photo is shot from
a specific point of view (two at the front, two at the back) in order to fully
monitor the condenser temperature profile. For instance, the photos collected for
one operating point are given in Figure 2.7. The IR photos #1 and #4 offer an
overview of the temperature distribution in the complete tubes bank, while photos
#2 and #3 focus on a specific channel. After verifying that the temperature
distribution along the heat exchanger is quasi-homogeneous (i.e. that there is no
significant discrepancies between the different channels), the temperature profile
along one typical path is extracted. To this end, a semi-automated algorithm is
run to quickly locate the end-tips of this particular channel on the different photos
(i.e. the red crosses in Figure 2.7a). The temperatures are then retrieved from
the IR data corresponding to the selected pixels. In order to avoid any viewing
angle effect [83], the pixels locations are selected so the tube outer surface is
always normal to the IR camera. A post-treatment algorithm is then applied to
merge the temperature profiles identified on the front side (i.e. from photo #2)
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and the back side (i.e. from photos #3 and #4) of the condenser. Because the
tube emissivity is not perfectly known and because the photos are not taken from
the same distance, the two temperature profiles cannot be simply superposed.
Indeed, each photo gives an image of the relative temperature gradient seen from
a specific point of view, but they do not share the same absolute reference. To
overcome this issue, the temperatures profiles are shifted and combined so as to
comply with the saturation temperatures gathered by the pressure sensors. More
specifically, the merging algorithm relies in two main steps, i.e.

- to identify the pseudo-isothermal region in which occurs the condensation
process on both front and back sides;

- to merge the front and the back temperature profiles assuming a continuity
in the two-phase region.

For instance, the temperature profile identified for the previous example is de-
picted in Figure 2.7b. Although providing valuable results, such an infrared
imaging of the condenser has two important limitations that must be pointed
out:

1. Because the temperature profile is not continuously recorded but evalu-
ated at 13 discrete points, the zones distribution is known with a limited
accuracy. In the example given in Figure 2.7, the boundary between the
two-phase and the vapour zones is not perfectly assessed. Indeed, it can be
located at any place between positions #1 and #2. Similarly, the frontier
between the liquid and the two-phase regions is located anywhere between
positions #7 and #8. Combining these two uncertainties, the spatial frac-
tion occupied by the two-phase region is known with an absolute accuracy
of ±16.7%. The spatial fraction of the single-phase zones, however, is esti-
mated within an error of ±8.3%.

2. The IR photos record the external wall temperature of the tubes which
can significantly differ from the bulk conditions of the fluid. The difference
between these two values not only depends on the ambient conditions, but
also on the convective heat transfer coefficients of the fluid. In two-phase
regions, the external wall temperature is close to the internal conditions
because the condensing heat transfer coefficient is very high. In singe-phase
regions, however, the heat transfer coefficient is much lower and a larger
temperature gradient appears between the external wall and the bulk. Such
a situation is observable in Figure 2.7b at the condenser inlet. Because
of these radial gradients, the temperature profiles identified with the IR
data should only be used for qualitative and not quantitative purposes.
The IR observations help to identify the zones boundaries but should not
be considered as an exact measurement of the working fluid temperature
profile.

Despite these limitations, the infrared imaging of the condenser provides impor-
tant insights in the ORC operation. Even if feasible (e.g. see [84, 85]), such
IR investigations are not conducted for the two other heat exchangers (i.e. the
recuperator and the evaporator). Indeed, the use of an IR camera would require
to remove their thermal insulation and thus would yield undesired heat losses.
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2.4 Experimental campaign
Once the sensors calibrated, the components insulated and the tightness tests
completed, an extensive experimental campaign is conducted with the ORC test
rig. After a month of experiments accounting for more than 300 operating hours,
a set of 330 steady-state points is gathered to characterize the ORC off-design
performance. Those steady-state points are obtained by averaging the raw dy-
namic measurements over 10-minute periods in stabilized conditions (i.e. situ-
ations without any significant deviation in the system state). Such a long time
window is chosen to minimize the impact of the noise disrupting the load cells
signals. The tests are performed without following any dedicated control strat-
egy for the ORC. Instead, the behaviour of the test bench is investigated over
extended ranges of conditions, including part-load and non-optimal performance
points. The test bench is driven to induce significant fluid migration through the
components. To this end, all the system boundary conditions are varied, includ-
ing the total refrigerant charge enclosed in the ORC unit. Ultimately, six different
charges of working fluid are tested (14.3 kg, 16.6 kg, 19.6 kg, 25 kg, 28 kg and
31.2 kg) while keeping constant the amount of lubricating oil in the circuit (1.5
kg). Because there are seven degrees of freedom in the system2, a structured test
matrix is not feasible (it would be too time consuming). Instead, the campaign is
conducted so as to progressively explore conditions not yet investigated. Bound-
aries of the database are summarized in Table 2.3 while Figure 2.8 illustrates the
operating conditions covered during the experiments. For further details, all the
measurements constituting the dataset are given in Appendix A.2.

Table 2.3: Boundaries of the experimental database.

Variable Minimum Maximum Unit
Heat source flow rate 0.05 1.1 l/s
Heat source supply temperature 66 150 oC
Heat sink flow rate 0.2 1.2 m3/s
Heat sink supply temperature 13 27 oC
Evaporating pressure 3.9 15.2 bar
Condensing pressure 1.2 6.1 bar
Expander rotational speed 1900 7300 RPM
Pump rotational speed 160 1080 RPM
WF mass mass flow rate 23 155 g/s
Expander power output 108 1875 W
Net ORC efficiency -2.7 6 %
Charge of working fluid 14.3 31.2 kg
Charge of lubricant 1.5 1.5 kg

2(1) expander speed (2) pump speed (3) heat source temperature (4) heat source flow rate
(5) heat sink temperature (6) heat sink flow rate (7) total charge of working fluid.
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Figure 2.8: Visualization of the operating conditions covered by the
experimental campaign.
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2.5 Raw data post-treatment
Once the experimental campaign completed, a crucial step before any use of the
measurements is to confirm their reliability. A simple verification consists in
checking the redundancy between sensors installed in series. As shown in Ap-
pendix A.3, no major deviation is detected and all the sensors appear to work
properly. To further ensure the measurements validity, one can analyse the phys-
ical meaningfulness of the data. To this end, both the energy and the mass
balances recorded in the test rig are studied.

2.5.1 Heat balances analysis
As mentioned previously, the three heat exchangers of the system are thermally
insulated and heat losses to the ambient are negligible (<2%). To respect the
first law of thermodynamics, the experimental measurements must demonstrate
a proper energy balance in those components, i.e. a good compliance between
the heat transfer rates evaluated for the hot and cold streams. As depicted in
Figure 2.9, consistent results are retrieved within the measurements accuracy for
most of the points. At low fluid superheating, however, significant unbalances
are observed, as clearly shown in the case of the recuperator (Figure 2.9e). While
one may justify these deviations due to simple measurements unreliability, these
unbalances actually highlight the un-negligibility of a phenomenon often left
apart, i.e. the presence of lubricant in the system.

In this test bench, around 1.5 kg of POE oil (Emkarate RL32-3-MAF) is
present to ensure a sustainable operation of the expander. However, like in
many small-scale ORC systems, the test rig does not feature an oil separator at
the expander outlet. Therefore, a part of the lubricant is left flowing through
the organic Rankine cycle. Typically, the oil circulation rate is limited (<5%)
and the lubricant contribution in the heat balances is negligible. Nonetheless,
the oil contamination is important because it influences the nature of the
working fluid. As extensively presented in the next chapter (see Section 3.2),
the mutual miscibility of the oil and the working fluid completely changes
the saturation characteristics of the mixture. Unlike pure R245fa that has
an isothermal phase-change behaviour, the lubricant impacts the mixture to
become zeotropic, as shown in Figure 2.10a. Such a zeotropic behaviour has
a fundamental impact when rating the ORC performance from experimental
data. Since the ORC performance are recorded from T/P measurements, the
assumption of pure R245fa can mislead the evaluation of the actual state of the
working fluid. Indeed, even if the fluid appears to be a superheated vapour, a
non-negligible part of saturated liquid R245fa can still be present in the total
flow. The presence of this liquid phase completely changes the local enthalpy of
the working fluid and can highly bias the performance rating. For instance, the
relationship between apparent superheating and actual fluid quality is depicted
in Figure 2.10b for different oil circulation rates. This change of properties
explains the deviations observed in the heat balances. For instance, in the case of
the recuperator (Figures 2.9e-2.9f), the hot-side heat transfer rate is significantly
underestimated at low fluid superheating. In such conditions, the outlet state
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Figure 2.9: Heat balances in the three heat exchangers (a,c,e) and rela-
tive deviations as a function of the fluid superheating (b,d,f).
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Figure 2.10: R245fa/POE saturation equilibrium characteristics.

assessed from T/P measurements indicates a superheated vapour while the
actual fluid is already condensing. The impact of the oil is often neglected by
the ORC community, but it can result in a complete misunderstanding of the
system performance. For any further details regarding oil-R245fa mixtures, the
physics of such binary systems, or the modelling framework used to compute
their thermophysical properties, please refer to Section 3.2 in the next chapter.

In order to account for the oil contamination during the system performance
rating, a mandatory variable to determine is the oil circulation rate, κoil, i.e.

κoil = ṁoil

ṁwf + ṁoil

(2.1)

where ṁoil and ṁwf are the oil and R245fa mass flow rates, respectively. The
measurement of the oil circulation rate (OCR) is, in its own, an experimental
issue. The ASHRAE proposes in the standard 41.4 [86] a gravimetric method
which requires to fill a sampling bottle with some oil-refrigerant mixture flowing
in the cycle. Once filled, a protocol is defined to properly weight the bottle before
and after evaporation of the refrigerant in order to retrieve the mass fraction of
oil. Although accurate, such a sampling method is intrusive and time consuming,
which makes it unsuitable for a complete experimental campaign. Alternatively,
various on-line measurement methods have been proposed in the literature. These
methods rely on the measurement of a property which can be correlated with the
amount of oil in the flowing mixture, such as the mixture density [87, 88], dielec-
tric constant [89], thermal conductivity [90], viscosity [91], acoustic response [92],
UV absorptivity [88, 93] or index of refraction [88, 94]. In this work, attempts
to retrieve the OCR based on density measurements led to no success. Com-
bined uncertainties in the Coriolis measurements and in the actual oil-refrigerant
properties resulted in unreliable values, such as κoil = 2% ± 15%. Alternatively,
the oil circulation rate can be estimated with no additional measurements. As
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proposed by Dirlea [95], the oil fraction can be retrieved by a combined evalua-
tion of the different energy balances in the system. The principle is to account
for the lubricant when rating the system performance and to seek the value of
κoil which minimizes the unbalances in the different components. In this work,
a more advanced approach relying on data reconciliation is employed. Originally
proposed by Dumont [96], such a method allows to additionally account for the
sensors limited accuracy.

2.5.2 Charge inventory analysis
The reliability of the load cells measurements is discussed by confronting the
observed charge inventories to the actual amounts of fluids enclosed in the test
rig. In Figure 2.11, each bar represents the charge distribution through the
ORC for a point of the experimental database (330 in total). As described
in Section 2.2, masses in the heat exchangers and the liquid receiver are directly
monitored with calibrated load cells. For the remaining of the system (i.e. in
the pipes and the mechanical components), masses are computed using the
sections geometry and the fluid density at the local thermodynamic conditions
(i.e. using the T/P measurements and assuming pure R245fa). The blue and
the red dashed lines in Figure 2.11 represent the actual charge of fluid in the
system with and without accounting for the lubricating oil. The green dashed
line, on the other hand, represents the mean value of total mass recorded in
the system for each set of charge. The results demonstrate the ability of the
on-line measurement technique to record variations of charge in the test bench.
For each set of charge (from 14.3 kg to 31.2 kg), the mean value of total mass
recorded in the system fits very well the effective amount of R245fa in the ORC.
The deviation between the green and the red lines is 232 g on average, which
corresponds to a relative error of 0.8% (resp. 1.6 %) for a charge of 31.2 kg
(resp. 14.3 kg). Although showing clear trends on average, the total mass
monitored for an individual point is subjected to significant uncertainties (±
2 kg). Indeed, each charge inventory relies on many sensors, all characterized
by a limited accuracy, which results in a large uncertainty propagation. A
detail of the uncertainty distribution is given in Figure 2.12, the largest con-
tributions being due to the evaporator and the condenser load cell measurements.

As stated above, the experimental measurements fit better the charge of pure
working fluid than the value accounting for the lubricant. This result is unex-
pected since the load cells are not sensitive to the nature of the fluid and should
account for the contribution of the oil. A first reason of this underestimation
comes out the assumption made in computing the fluid charge for the unweighed
sections of the system. In Figure 2.11, the density in the pipes and the mechani-
cal components is calculated assuming pure R245fa as working fluid (i.e. without
oil contamination).
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Figure 2.13: Deviation of the evaporator load cell as a function of the
HTF temperature.

This simplification, however, cannot solely justify the mass difference. A sec-
ond reason, more important, is due to measurement issues in the evaporator.
Indeed, some data post-treatment evidences that the measurement underestima-
tion is correlated with the thermal oil temperature. More specifically, all the
points experiencing the highest underestimations appear when the warmest HTF
flows in the evaporator. In order to better understand the behaviour of its load
cell at high temperature, additional tests are performed on the evaporator only.
To this end, a given amount of fluid is enclosed in the evaporator and confined
by closing the valves at the inlet and outlet of the heat exchanger (i.e. there
is no WF flow rate). The mass of fluid remaining constant in the evaporator,
the temperature of the oil is changed step-by-step while recording the mass as
detected by the load cell. This process is repeated for different sets of conditions
to ensure a good repeatability and the results are depicted in Figure 2.13. Un-
expectedly, a significant deviation appears at temperatures higher than 115oC.
Over 130oC, the load cell measurement can underpredict down to 4 kg the actual
mass enclosed in the evaporator. The same trend is observed for each set of tests
and corroborates well the offsets observed in the experimental database. These
deviations are likely due to a change of the material stiffness of the flexible pipes
with the temperature. They also illustrate an intrinsic problem of the on-line
measurement method: because of the considerable weight of the component, a
large-scale load cell (0-250 kg) is required to ultimately detect a small amount
of fluid. Even if the temperature does not significantly impact the mechanical
structure of the system (i.e. thermal expansions < 1mm, limited change of stiff-
ness) and its absolute influence on the load cell signal remains small, the mass
observation may be highly affected. The initial assumption that the operating
temperature does not impact the load cell measurement in the evaporator proves
to be wrong. The other components, however, are less subjected to this problem
because of their lower operating temperatures. Although mandatory to correct
the measurements, a better assessment of the temperature influence is hardly re-
alizable a posteriori. It would require to heat independently and homogeneously
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each flexible hose, measure the pipes temperatures, and observe the impact on
the load cell signal. Such test should be performed for a complete temperature
matrix at different pressure levels so as to assess the combined impact of tem-
perature and pressure (if any). Already complicated like this, these tests become
impossible knowing that they should be performed while keeping the system as
it was during the campaign, i.e. with thermal insulation on the different pipes.
In the tests leading to Figure 2.13, the pipes are heated by circulating hot oil in
the evaporator. Since there is no flow of working fluid, there is no heat transfer,
and thus the same temperature is found in both inlet and outlet flexible hoses.
Additionally, the experimental observations demonstrate that the impact of the
HTF temperature is not instantaneous. The system has some dynamic response
before reaching a stabilized load cell signal (which can last up to 30 minutes in
the worst situations). For these reasons, the deviations depicted in Figure 2.13
cannot be used blindly to correct the evaporator charge measurements. Instead,
they rather provide an upper bound of the offset that could be induced by the
HTF temperatures. Despite of these significant uncertainties, the data are not
lost and still provide valuable information. Ultimately, reliable charge inventories
may be retrieved, as explained in the next section.

2.6 Raw data reconciliation
Analyses of the heat balances and the charge inventories lead to the same
conclusion. Although the raw measurements provide relevant data, some
uncertainties must be clarified to permit a complete and reliable characterization
of the ORC operation. Regarding the thermodynamic performance, the impact
of the lubricant appears to be important but the actual oil circulation rate is
unknown. Concerning the charge inventory, underestimations in the evaporator
charge measurements are identified but the correction to account for is unclear.
In order to handle both problems, the same approach is proposed, namely a data
reconciliation method.

Data reconciliation is a mathematical tool that has been used in many appli-
cations since the early 60’s [97]. Its goal is to retrieve the most probable state of
a system out of experimental measurements by accounting for the sensors accura-
cies. To this end, a data reconciliation identifies the smallest corrections to apply
on the original measurements so that the system respects a set of constraints.
These constraints depend on the system investigated, but they are often related
to the energy and the mass balances in the system, the measurements redun-
dancy expected among different sensors, and the physical meaningfulness of the
data. Mathematically, a data reconciliation can be formulated as the constrained
minimization of a penalty function f(ci) i.e.

min
ci

f(ci) =
N∑
i=1

(mi − ci)2

σ2
i

(2.2)

where mi are the original measurements, ci are the corrected values and σi are
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the sensor absolute accuracies. In this work, a two-step data reconciliation is ap-
plied for every operating point. These two steps correspond to a thermohydraulic
reconciliation, followed by a charge reconciliation.

2.6.1 Thermohydraulic reconciliation
In the thermohydraulic reconciliation, the temperature, pressure and flow mea-
surements are reconciled so the ORC state respects five sets of thermodynamic
and hydraulic constraints, i.e. to verify

- valid heat balances in all three heat exchangers (Eqs. 2.3-2.5);

- direct redundancies between pressure measurements in series (Eqs. 2.6-2.9);

- a saturated liquid state at the condenser outlet if the receiver is partially
filled (Eq. 2.10);

- coherent pressure drops in the system (Eqs. 2.11-2.12);

- physical pinch points in the heat exchangers (Eqs. 2.13-2.15);

The constitutive equations of these constraints are given below.

Q̇wf,ev = Q̇htf,h,ev (2.3)
Q̇wf,cd = Q̇htf,c,cd (2.4)

Q̇wf,h,rec = Q̇wf,c,rec (2.5)
Pexp,su = Pexp,ex + ∆Pexp (2.6)
Pev,su = Pev,ex + ∆Pev (2.7)
Pcd,su = Pcd,ex + ∆Pev (2.8)
Ppp,su = Pcd,ex + ρcd,exgHpp (2.9)
xcd,ex = 0 if LLR ∈ [0, 1] (2.10)
Ppp,ex > Pev,su (2.11)
Pexp,ex > Pcd,su (2.12)
pinchev > 0 (2.13)
pinchcd > 0 (2.14)
pinchrec > 0 (2.15)

Besides identifying a reliable state of the ORC, such a thermohydraulic reconcil-
iation permits to estimate the oil circulation rate in the system. Indeed, the oil
fraction is accounted while optimizing Eq. 2.2 and all the constraints in Eqs. [2.3-
2.15] are accounting for the impact of the lubricant. To resolve those equations,
the actual specific enthalpy of the fluid is computed as

hmix = ζwfκoil(1− κoil)
1− ζwf − κoil + ζwfκoil

hwf,l + (1− ζwf − κoil)(1− κoil)
1− ζwf − κoil + ζwfκoil

hwf,v + κoilhoil

(2.16)
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where κoil is the oil circulation rate, ζwf is the working fluid miscibility, hoil is the
enthalpy of oil, hwf,v is the enthalpy of vapour R245fa and hwf,l is the enthalpy
of liquid working fluid. The theory behind this equation is presented in the
next chapter (see Section 3.2). To help identifying the oil circulation rate, κoil is
bounded between two extreme scenarios, i.e.

κoil ∈ [κoil,min − κoil,max]
κoil,min = 0
κoil,max = Moil/(Moil +Mwf )

(2.17)

The minimum case corresponds to a scenario where there is no oil circulation and
all the lubricant is trapped inside a component of the ORC. In the maximum
case, the oil is homogeneously distributed and circulated in the ORC with the
working fluid.

2.6.2 Charge reconciliation
Once the thermohydraulic reconciliation completed, a second reconciliation is
performed on the charge inventory only. To this end, the load cell signals are
reconciled in order to respect the mass balance in the system, i.e.

Mlc,ev +Mlc,cd +Mlc,rec +Mlc,lr +
N∑
j=1

Mothers,wf,j +
N∑
j=1

Mothers,oil,j = Mwf,exp +Moil,exp

(2.18)

where Mlc,i are the charges gathered by the load cell measurements,
Mothers,wf,j/Mothers,oil,j are the charges of R245fa/lubricant simulated in the un-
recorded sections of the cycle, and Mwf,exp/Moil,exp are the experimental charges
in the system. Here again, the reconciliation is performed while accounting for
the lubricant contribution. The charges in the unweighed sections of the ORC
(e.g. in the pipes) are estimated thanks to a deterministic model presented in
the next chapter (see Section 3.11). A great benefit of this method is the ability
to account for the increasing uncertainty of the evaporator measurement at high
HTF temperature. Indeed, depending on the operating conditions, the upper
bound of the mass measurement accuracy is adjusted, i.e.

Mev,rec ∈ [Mev,raw − σev;Mev,raw + σev + ∆Mev] (2.19)

where Mev,rec is the evaporator reconciled mass measurement, Mev,raw is the raw
mass measurement, σev is the uncertainty due to the limited sensors accuracy
and, finally, ∆Mev is a function that fits the deviations depicted in Figure 2.13.

2.6.3 Results of reconciliation
This two-step reconciliation is applied to all the points of the database. For
instance, Figure 2.14 shows the oil circulation rate estimated in the ORC circuit
as a function of the minimum vapour speed. On average, the oil fraction is lower
than 1.1% and never exceeds 6.5%. By accounting for those values, balanced heat
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Figure 2.14: Oil circulation rate vs. minimum vapour speed within the
system.

transfers are found in the heat exchangers (Figure 2.15) so as valid charge inven-
tories in the whole ORC (see Figure 2.17). A complete comparison between the
raw and reconciled measurements is available in Appendix A.2 and Figure 2.16
depicts the example for one pressure sensor. As seen, limited corrections are
applied to the raw measurements so as to respect all the thermohydraulic and the
charge constraints. In order to ensure the viability of the reconciliation results,
the difference between the reconciled values and the original measurements is
checked to be within the sensors accuracies. Steady-state points that do not
respect this condition, or those whom the optimization failed to respect the
constraints in Eqs 2.3-2.18, are discarded (2 in totals).

Finally, Figure 2.16 also depicts the reconciliation results if the oil was ne-
glected in the system (which is a common assumption in most of the existing
works). Interestingly, the reconciliation manages to respect the thermohydraulic
constraints while keeping the corrections (mostly) within the sensors accuracy.
However, a larger correction is generally applied for all the measurements. This
important result demonstrates the strength, and somehow the weakness, of such
data post-treatment tool. When setting the constraints to be respected in the
reconciliation (e.g. the heat balances in the heat exchangers, but also the nature
of the fluids), there is some flexibility in the assumptions that can be made to
characterize the system operation. For example, as shown above, one can account
or not for the presence of the lubricant. Therefore, good care must be used to
avoid any reconciliation which would differ too much from the reality. In this
work, the reconciled data sensitive to the lubricant are taken as reference since
the charge inventories obtained experimentally account for the oil in the ORC.
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Figure 2.15: Reconciled heat balances in the three heat exchangers.
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2.7 Reconciled data analysis
The reconciled data are used to study the off-design and part-load behaviours of
the ORC unit. Since the experimental campaign was not conducted following a
gridded matrix of tests, it is difficult to isolate the impact of individual operating
variables. This section is rather aimed to observe the main trends that can
be drawn from the experimental data. Firstly, the performance of individual
components is analysed. The discussion is then extended to the whole ORC
system, with a particular attention given to the impact of the charge.

2.7.1 Pump performance
The pump performance is discussed in terms of its isentropic and volumetric
efficiencies, i.e.

εis,pp = Ẇpp,is

Ẇpp,elec

εvol,pp = V̇pp,su
Vsw,ppNpp/60 (2.20)

where Ẇpp,is is the isentropic power of compression, Ẇpp,elec is the pump power
consumption, V̇pp,su is the actual volumetric flow rate delivered by the pump, Npp

is the pump rotational speed and Vsw,pp is the pump swept volume. As evidenced
in Figure 2.18a, the pump isentropic efficiency increases with the hydraulic load.
The higher the pressure ratio or/and the pump speed, the better its performance.
Two main reasons explain this behaviour. Firstly, the motor driving the pump
sees its electromechanical efficiency dropping at part-load, resulting in a higher
relative power consumption. Secondly, at low power capacity, the inner mechan-
ical losses become more and more important in comparison to the useful work.
From a quantitative point of view, the pump efficiency is very low with a peak
value at 35% in the best conditions. Despite a low back-work-ratio (BWR) re-
quired to pressurize the fluid, the pump ultimately consumes a non-negligible part
of the power generated by the expander. As shown in Section 2.7.4, this effect
contributes significantly to the low conversion efficiency of the ORC. The pump
volumetric efficiency demonstrates different trends (Figure 2.18b). It decreases
with the pressure ratio because of internal leakages. These leakages becoming rel-
atively smaller at high mass flows, the volumetric efficiency is positively impacted
by the pump speed. Those two operating parameters are not the only factors to
impact the pump behaviour. For instance, Figure 2.18c illustrates the influence
of the available suction head (NPSH) on the pump volumetric performance. At
low NPSH, cavitation occurs and causes a significant drop in efficiency. Because
of the detrimental impact of such conditions on the pump lifetime, further tests
in cavitation were not conducted but data can be found in the literature [25, 26].
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Figure 2.18: Experimental performance of the pump.
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2.7.2 Expander performance
Similarly to the pump, the expander performance is discussed in terms of its
isentropic efficiency and filling factor, defined as

εis,exp = Ẇexp,elec

Ẇexp,is

FFexp = V̇exp,su
Vsw,expNexp/60 (2.21)

where Ẇexp,is is the isentropic power of expansion, Ẇexp,elec is the expander power
output, V̇exp,su is the actual volumetric flow rate swept by the expander, Nexp is
the expander rotational speed and Vsw,exp is the expander swept volume. Fig-
ure 2.19a depicts the expander isentropic efficiency as a function of the cycle
pressure ratio and the machine rotational speed. The typical behaviour of a scroll
machine is witnessed. A peak of efficiency appears at pressure ratios correspond-
ing approximately to the built-in volume ratio of the machine (rp,opt ≈ 2.2). For
values above and below this optimum, over- and under-expansion losses penalize
the expansion process, over-expansion losses appearing to be more detrimental
than under-expanded conditions. The rotational speed also influences the ex-
pander performance. Both high and low rotational speeds penalize the isentropic
efficiency due to leakage (<3000 RPM) and mechanical friction issues (>6000
RPM).
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Figure 2.19: Experimental performanceof the expander.
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The best performance are obtained at moderate regime (3500-5500 RPM) but,
even in such best conditions, the isentropic efficiency monitored for the scroll
expander remains a bit lower than common values of the literature. This lack
of isentropic efficiency is essentially due to the poor volumetric performance of
the machine. As illustrated in Figure 2.19b, the filling factor ranges between 1.1
and 2 which evidences large internal leakages. Therefore, a large fraction of the
inner flow does not contribute in useful power generation. As for the pump, the
filling factor is directly correlated with the expander rotational speed. Indeed, the
internal leakages become relatively smaller as the expander speed is increased.
Finally, the expander volumetric performance is also (slightly) correlated with
the oil circulation rate. As shown in Figure 2.19c, an increase of the oil fraction
tends to improve the filling factor at comparable speed. This improvement is due
to the sealing impact of the lubricant on the internal leakages.

2.7.3 Heat exchangers performance
As shown in Figure 2.20, the thermal capacity of the different heat exchangers
is almost correlated linearly with the working fluid mass flow rate. In terms of
effectiveness, the pinch points in the heat exchangers are strongly dependent on
the relative flows between the working and the secondary fluids.
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Figure 2.20: Experimental performance of the heat exchangers.
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Figure 2.21: Impact of the oil contamination for one specific point in the
recuperator.

Aside of those basic considerations, an important remark regarding the lubri-
cant impact should be highlighted. As discussed in Section 2.5.1, experimental
measurements lead to large unbalances in the heat exchangers if pure R245fa
is considered at low superheating. These deviations are due to the oil circula-
tion that contaminates the working fluid. Interestingly, the oil fraction retrieved
by data reconciliation is fairly limited. Even in the case of strong unbalances
(see Figure 2.21a), the corresponding oil circulation does not exceed 3.5% (Fig-
ure 2.21b). Given the small fraction of oil in the flow, the lubricant contribution
in the heat balance is very low (<2%, see Figure 2.21c). Therefore, the oil is
not an issue because it plays a significant role in the energy transfers, but only
because it leads to a wrong interpretation of the actual state of the fluid. At
low superheating, T/P measurements indicate a vapour state while a significant
amount of liquid can be present in the actual flow. In other words, the oil con-
tribution could be neglected in its own, but not its miscibility impact with the
working fluid.
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Figure 2.22: Experimental performance of the ORC unit.

2.7.4 ORC performance
The ORC conversion efficiency as a function of the expander capacity is depicted
in Figure 2.22a. It illustrates how part-load conditions are detrimental for the
system overall performance. At best, the ORC gross efficiency (i.e. Ẇexp/Q̇ev)
reaches 7% but drops down to 1% at very low capacity. Additionally, large
deviations between gross and net ORC efficiencies are observed. These differences
highlight a common issue with small-scale ORC systems. The power requirements
of the pump and other auxiliaries can consume a large fraction of the expander
generation. For instance, the back-work-ratio (BWR) of the pump and the fan
of the air-cooled condenser are detailed in Figure 2.22b. The pump BWR is
close to 30% in nominal conditions which is much higher than in most theoretical
studies found in the literature. Such high self-consumption is due to the low
pump efficiency as discussed previously (see Figure 2.18). At low ORC capacity,
the pump BWR quickly rises above unity, leading to a negative system efficiency.
Besides of the pump, the fan consumption is also important. At full load (i.e.
when the condenser cooling capacity is maximum), the fan BWR is actually
larger than for the pump. However, the fan consumption can be significantly
reduced if the cooling capacity is decreased. As studied in Chapter 5, a trade-off
between high fan consumption and low condensing pressure can be found so as
to optimize the ORC performance. Ultimately, if one accounts for all the internal
power consumptions of the system, the net ORC efficiency ranges between -4 and
4%. This low performance justifies the will in maximizing the expander efficiency,
but should also invite for the development of more efficient pumps.

2.7.5 Fluid distribution and impact of the charge
Apart for the concern with the lubricant, the above analyses are not much
original and similar results can be found in the ORC literature. The true
contribution of this work is about assessing the impact of the working fluid
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charge on the ORC system, and to study how the fluid spreads among the
different components as a function of the operating conditions.

To start with this topic, one can reconsider the charge inventories recorded
experimentally. As clearly evidenced in Figure 2.17, the fluid distribution is not
constant and varies with the system operating conditions. Essentially, a direct
relationship can be identified between the charge enclosed in the heat exchangers
and their temperature profiles. Since the working fluid experiences a phase change
in both the condenser and the evaporator, their charge directly depends on the
zones spatial distribution. The larger their liquid phase occupation, the higher the
enclosed charge. Similarly, the larger their vapour phase occupation, the smaller
their contribution in the fluid mass repartition. The charge inventory is thus
correlated with the level of subcooling and superheating observed at the inlet and
outlet ports of the heat exchangers, but not only. Another important parameter
to account for is the temperature difference between the hot and cold media along
the heat exchangers. As further presented in Chapter 3, the local temperature
difference dictates the surface area required to transfer a given amount of heat
(cfr Eq. 3.50). Therefore, the pinch point location and its amplitude also play a
crucial role on the spatial distribution of the different zones, and so on the charge
distribution. Such a situation is illustrated in Figure 2.23 with two different
points (both having a total charge of 25 kg and the liquid receiver completely
flooded).

(a) Case 1: Low charge in the evaporator, high charge in the condenser.

(b) Case 2: High charge in the evaporator, low charge in the condenser.

Figure 2.23: Impact of the operating conditions on the charge distribu-
tion. Comparison of two scenarios (points #26 and #30 in the database)
in terms of T-s diagrams, charge inventories and IR profiles recorded in

the condenser.
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In the first case (see Figure 2.23a), the evaporator features a significant super-
heating at the outlet and the pinch point (located at the hot port) is very narrow.
A significant fraction of the evaporator is thus filled by vapour and its charge
is relatively low. Most of the fluid is found in the condenser which features an
important liquid zone. The large space occupied by the liquid is not only due to
the significant fluid subcooling (11 K), but it also results from the narrow pinch
point located at the condenser cold port. In the second case (see Figure 2.23b),
the fluid is transferred from the condenser to the evaporator. The evaporator now
shows a smaller outlet superheating and the pinch point location is moved to the
saturated liquid corner. A larger fraction of the evaporator is thus filled by liquid
and its mass enclosure is increased. The charge in the condenser is proportionally
diminished as it is less filled by liquid. Indeed, the pinch point is now located
at the saturated vapour corner and the outlet fluid subcooling is decreased to 4 K.

The above analysis highlights how the operating conditions impact the charge
distribution. Oppositely, the global system charge also influences the ORC oper-
ation. For instance, Figure 2.24 depicts how evolves the test rig when only the
charge is modified. To this end, the charge is increased in six steps between 14.3
kg and 31.2 kg while keeping the other system boundaries as constant as possible
i.e.:

- pump speed : 400 RPM

- expander speed : 4420-4435 RPM

- oil supply flow rate: 0.173 - 0.177 l/s

- oil supply temperature : 125.6 - 126.4oC

- air supply flow rate : 1.222 - 1.223 m3/s

- air supply temperature : 22 - 26oC

Starting at the lowest charge (M1 = 14.3 kg), the liquid receiver is partially
filled (LLR ∼ 10% vol.) and a saturated liquid flow leaves the condenser
(∆Tsc,cd,ex = 0 K). If the charge is increased from 14.3 kg to 16.6 kg, the
additional amount of fluid (∼ 2.5 kg) is absorbed by the liquid receiver, which
sees his level rising up to 45%. Ultimately, if more fluid is injected inside
the system, the receiver becomes completely flooded (LLR = 100% vol.). As
shown in Figure 2.24b, when the charge exceeds 20 kg (i.e. from M3 = 20 kg
to M6 = 31.2 kg), the liquid receiver cannot absorb any more fluid and the
excess of mass is spread to the heat exchangers. Among all the components,
the condenser is the main absorber and thus the most impacted. As the charge
in the system is increased, the condenser becomes more and more filled by
liquid, which is highlighted by a modification of its inner temperature profile.
As depicted in Figure 2.24c, the fluid superheating at the condenser inlet falls
from 18 K to 0.5 K while its outlet subcooling rises from 0 K to 12 K. The
infrared imaging of the condenser corroborates very well with these observations.
As shown in Figure 2.25, the IR data clearly evidence a gradual filling of the
condenser by a liquid zone. At the highest charge (M6 = 31.2 kg), more than
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while the other boundary conditions are kept constant.
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Figure 2.25: Infrared imaging of the condenser for the six points pre-
sented in Figure 2.24.



60 Chapter 2. Experimental investigations

60% of the condenser volume is occupied by a liquid phase. This increase of
liquid occupation significantly reduces the surface area available for the fluid
condensation. If the other boundary conditions were perfectly kept unchanged,
the increase of charge would reduce the condenser cooling capacity and thus
rise the condensing pressure. However, such behaviour is not clearly witnessed
because the ambient temperature also changed between the different tests3. For
the conditions investigated in Figure 2.24, the mass in the recuperator is not
much influenced because only a vapour-dominant fluid circulates on the hot
side. If the mass in the system was kept increasing (i.e. up to 36 kg), more
liquid would have appeared in the recuperator hot stream, resulting in a rise of
its enclosed charge. Finally, the evaporator contributes the least to absorb the
additional amount of working fluid. Like the condenser - but at a lower scale -
the evaporator becomes more filled by liquid (decrease of ∆Tsh,ev,ex and increase
of ∆Tsc,ev,su) but the evaporating pressure is not significantly influenced by the
charge in the system. By affecting the ORC thermodynamic state, the charge
of working fluid also impacts the system conversion performance. The expander
power output decreases from 1100 W to 820 W when increasing the charge from
14.3 kg to 31.2 kg. The system net efficiency follows the same trend with a drop
from 4.85% to 2.7%. Besides of the economical benefit to minimize the amount
of fluid in an ORC system, it also allows to increase the system thermodynamic
performance. However, to decrease the charge of fluid limits the off-design
flexibility of the unit and may lead to control issues in transient operations (e.g.
cavitation of the pump). These topics will be further investigated in Chapter 4.

The above discussion assesses the impact of the charge for six points only.
Now considering the whole database, similar results can be drawn. For instance,
Figure 2.26 reports how the inlet superheating and outlet subcooling of the
condenser evolve with the mass of R245fa. At low charge, the liquid receiver
is always partially filled, leading to zero subcooling. The condenser pressure
remains low for all conditions and a relatively high fluid superheating is found
at the condenser inlet. If the charge is increased, the outlet subcooling rises
so as the condensing pressure. The inlet superheating, on the other hand,
tends to decrease because more and more volume of the condenser is filled with
liquid. Finally, Figure 2.27 represents the averaged distributions for each set of
system charge. As expected, almost all the fluid is spread among the three heat
exchangers and the liquid receiver. The mass enclosed in the rest of the circuit
(i.e. in the pipes, the pump and the expander) accounts for less 5% of the total
amount of fluid. On average, the charge in the recuperator and the evaporator
almost does not variate with the total mass of fluids in the ORC, with a mean
value of 1.7 kg and 8 kg respectively. As mentioned above, the liquid receiver is
the primary mass damper of the cycle. When the total charge is increased from
14 to 20 kg, the average mass enclosed in the liquid receiver increases from 5 kg
to 8 kg. At higher system charges, the liquid receiver is completely flooded and
its mass inclusion saturates at 8 kg. In such conditions, the condenser acts as

3Tests at high charge were conducted in late Winter 2018 while experiments at low charge
were performed in late Spring 2018. The impact of the charge on the condensing pressure is
therefore biased by the rise of ambient temperature which was not controlled
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Figure 2.26: Impact of the charge on the condenser operation.

secondary mass damper. While its charge remains around 2.5 kg when it does
not contain a liquid zone, the condenser becomes the most important component
once the total system charge is above 20 kg. Because the repartition in each
component does not evolve in the same way, the relative charge distribution
changes significantly. As shown in Figure 2.27b, the evaporator encloses around
40% of the fluid at low system charge, while it only contributes for 25% at M6.
Oppositely, the condenser is of second importance when the liquid receiver is
partially filled (14% of mass) but accounts for 40% when the system charge is
maximum.

It is important to mention that the charge inventories include both the working
fluid and the lubricant distribution. Although the oil circulation rate (i.e. κoil,
see Eq. 2.1) is estimated by a data reconciliation method, it is not possible to
differentiate the charge of WF and oil from the load cell measurements. Indeed,
the simple case where the mass of lubricant is given by

Moil = κoilMmix (2.22)

is valid for a liquid phase only. In all three heat exchangers, however, several zones
co-exist, including two-phase and vapour flows. In such situations, the evaluation
of the lubricant charge requires to know the local void fraction and the spatial
distribution of the different zones. A complete theory to properly compute the
charge of such binary mixture is given in the next chapter (see Section 3.3).

2.7.6 Oil retention
The charge inventories presented above include both the working fluid and the
lubricant. However, all the lubricant is not necessarily in circulation through
the system. As already mentioned, the oil circulation rate is bounded by two
extreme cases. In steady-state operation, all the oil can either be trapped in one
component (κoil,min = 0) or it can be homogeneously distributed and circulated
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with the working fluid (κoil,max = Moil/(Moil +Mwf )). The oil circulation identi-
fied by data reconciliation is always between these two limits (see Figure 2.14).
Therefore, a fraction of the lubricant must be trapped in some parts of the test-
rig. In liquid phase, R245fa and the POE oil form an homogeneous mixture and
the lubricant is naturally entrained with the working fluid. However, the two
components are differentiated in "apparent" superheated conditions. In such a
case, the vapour flow is made of pure R245fa while the liquid phase is an oil-
enriched mixture of R245fa and lubricant. Oil retention is happening when the
vapour dragging force is not large enough to overcome gravity. The oil thus gets
trapped and accumulates in a part of the system. Excessive oil hold up must be
avoided because the expander lubrication is not guaranteed which can result in
a system failure. Such oil trapping happens when three conditions are met, i.e
(i) the flow goes upward, (ii) the fluid is in vapour phase and (iii) the stream
velocity is lower than a critical threshold. Regarding the first criteria, there are
two locations in the current test bench where a vapour phase flows upward, i.e.
in the pipes between the expander and the condenser, and in the evaporator. For
pipelines, several studies investigated what are the triggering conditions for oil
trapping. The ASHRAE refrigeration handbook [98] refers to the Jacobs limit
for estimating the minimum flow conditions that ensure a proper oil entrainment.
According to Jacobs’ work [99], the minimum mass flux (GJ) for safe oil return
can be correlated as

GJ =
(
j∗1/2v

)2√
ρvDg (ρl − ρv) (2.23)

j∗1/2v = 0.85 (2.24)

where ρv and ρl are the liquid and vapour densities, D is the pipe diameter, g is
the gravity constant and j∗1/2v is a dimensionless number relating the momentum
flux of the vapour to the gravitational and buoyancy forces. Although simple,
several experiments confirmed that Jacobs limit corresponds to a transition be-
tween annular and churn flow regimes [100]. In the current system, the operating
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conditions are always above this critical value so oil retention in the pipelines in
unlikely to happen. On the other hand, much less information is available for
oil hold up in heat exchangers. Particularly, a single reference has been found
in the literature for plate heat exchangers. According to SWEP’s refrigerant
handbook [101], a minimum fluid velocity of 0.3 m/s is required to ensure oil
transportation. In the present system, however, almost all the operating condi-
tions are below this threshold (0.05-0.2 m/s). Therefore, the evaporator is likely
to be the place where some lubricant can be trapped. This detail is important
regarding the charge inventories presented earlier. Indeed, the load cell measure-
ment of the evaporator (MLC,ev) does not only record the charge in circulation
(Mwf,ev + Moil,ev), but it also includes the lubricant being trapped in the heat
exchanger, i.e.

MLC,ev = Mwf,ev +Moil,ev +Mhold,up (2.25)

The estimation of the oil retention Mhold,up is not straightforward and requires to
simulate the entire ORC system. Indeed, assuming that the oil is trapped only
in the evaporator, Mhold,up is retrieved from the actual mass of lubricant in the
system and the circulating oil enclosed in all the ORC components, i.e.

Mhold,up = Moil,tot −
N∑
i=1

Moil,i (2.26)

where Moil,i is estimated by simulation. This issue highlights one main drawback
of the proposed on-line charge measurement method: unlike quick-closing-valve
techniques, it does not allow to explicitly distinguish the charge contribution of
the working and the lubricant.

2.8 Transient measurements
All the analyses presented in this chapter focus on steady-state conditions only.
It is worth mentioning that the experimental data collected in this work could
also be used for dynamic investigations. An advantage of the proposed on-line
charge measurement method is the ability to record the fluid repartition without
being intrusive. Therefore, dynamic charge migrations can be monitored directly
during transient operations of the system. For instance, Figure 2.29 depicts
the system behaviour when both the pump and the condenser fan speeds are
simultaneously decreased by 50%. Dynamics in the pressure, temperatures and
powers can be observed, so as a significant charge migration between the different
component. One can observe how the charge in the evaporator is first absorbed
by the condenser to be ultimately retrieved in the liquid receiver. Hundreds
of other transient regimes have been covered during the experiments and can
be made accessible upon request. Typically, these data could be used for the
validation of dynamic charge-sensitive models. Such investigations, however, are
out of the scope of the present thesis but they constitute promising directions for
prospective works.
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Figure 2.29: Example of data for transient conditions.
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2.9 Summary and conclusions
This chapter aimed to experimentally investigate the off-design performance and
the charge distribution in ORC power systems. To this end, a 2 kWe ORC test
bench is used as case study. Asides of standard sensors, the system includes a
set of bending load cells in order to record on-line how the fluid spreads between
the different components. Ultimately, a database of 330 steady-state points is
collected in both full- and part-load off-design conditions. In order to fully char-
acterize the ORC performance, all the system boundary conditions have been
changed, including the amount of working fluid in the test rig. To the best of the
author’s knowledge, this work constitutes the first charge-oriented experiments
for an ORC power unit. The main outcomes of this experimental work can be
summarized as follows:

- The on-line method developed to record the charge distribution demon-
strates promising results but needs further refinements. Because of the
connecting pipes, the load cells cannot be used as an absolute mean of mass
measurement, but rather as a detector of charge variations. Operating pres-
sures in the cycle were expected to influence the mass measurement, so a
dedicated calibration was conducted to correlate the load cell signals with
the actual charge in the components. However, the operating temperature
also appeared to influence the measurements. This impact is likely due to
a change of material stiffness when the mechanical structure reaches high
temperatures (>120oC). In this work, tests were conducted a posteriori
in order to assess the deviations induced by the temperature. Ultimately,
proper charge inventories were retrieved by data reconciliation of the raw
measurements. For future projects, however, it is highly recommended to
assess the impact of the temperature before starting the experiments.

- Infrared imaging of the condenser offers great information regarding the
charge distribution. Based on external observations, the IR camera helps
to identify the zones distribution in one of the most important components
in the system, namely the condenser. However, the data must be employed
cautiously. Since the temperature profile is rated at discrete locations,
there is an uncertainty on the exact position of the zones boundaries. For
instance, the spatial fraction occupied by the single-phase regions is known
within an uncertainty of 8.5%. Furthermore, the IR measurements must
be used for qualitative and not quantitative purposes. Indeed, the camera
records the external wall temperature of the tubes which can significantly
underpredict the bulk conditions, especially in single-phase regions.

- The infrared camera can also be used for measuring geometrical data that
are important for modelling but kept confidential by manufacturers. For
instance, the chevron angle in the plate heat exchangers is retrieved using
a non-intrusive heat-pulse method and the IR camera (see Appendix A.1).

- The off-design measurements corroborate well with state-of-the-art knowl-
edge. Prohibitive back-work-ratio of the pump are observable at low ORC
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capacity. The condenser fan also consumes a significant part of the ex-
pander output. However, by decreasing its cooling capacity it is possible
to significantly reduce the fan consumption with a limited impact on the
condensing pressure. An optimum of the fan speed thus exists.

- The true add-value of this work is about the charge distribution monitoring.
Two important lessons have been learned:

1. The charge inventory depends of the operating conditions and there is
a strong dependency between the fluid repartition and the temperature
profile in the heat exchangers. Since multiple zones co-exist in both
the evaporator and the condenser, their charges depend on the spatial
fractions occupied by the different fluid phases. The larger the liquid
(resp. vapour) phase occupation, the higher (resp. lower) the charge.
The amount of fluid in a heat exchanger is thus correlated with the
levels of superheating and subcooling observed at the inlet and outlet
ports, but also with the amplitude and the location of the pinch point.

2. While the operating conditions impact the fluid distribution, the total
charge injected in the circuit also influences the system operation.
Experimental data demonstrated how the liquid receiver is the primary
mass damper of the ORC unit. Once the receiver is completely flooded,
or simply missing, the condenser becomes the main absorber. Changes
of the charge mainly impact the low-pressure side rather than the
evaporator operation.

- If some lubricant circulates in an ORC system, its contamination can highly
mislead the performance rating from experimental measurements. Indeed,
the presence of the lubricant makes the working fluid to be zeotropic: it
does not have an isothermal phase transition any more. Consequently, a
significant amount of saturated liquid can be present in conditions that
appear superheated from T/P measurements. Although the oil circulation
is limited (lower than 2% on average), the impact of its miscibility with the
working fluid should not be neglected.

- The contamination of the working fluid by the lubricant also complicates
the charge inventory analyses. The proposed on-line measurement method
is unable to differentiate the charge contribution of the working fluid and
of the oil. Furthermore, analyses of the velocity profiles in the system
showed that oil retention is likely to occur in the evaporator. In order to
estimate the amount of lubricant trapped in this heat exchanger, a complete
modelling of the system is mandatory.

- Although it is not exploited here, the experimental database also includes
valuable information for transient operations. More specifically, the on-line
charge measurements permit to dynamically record how the fluid migrates
from a component to another. The use of these data is beyond the scope of
this thesis, but it constitutes a valuable source of information for dynamic
modelling.
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This chapter provides a large set of experimental data to investigate how the
ORC behaves in specific operating contitions. It allows to better understand
the impact and the distribution of the working fluid in such closed-loop thermal
system. However, the data collected do not inform how the system would perform
in other operating conditions. In order to reach such extrapolation capabilities,
reliable and robust simulation tools are required. The development of such models
is presented in the next chapter.
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Chapter 3

Modelling developments

“Science is really in the business of disproving
current models or changing them to conform to
new information. In essence, we are constantly
proving our latest ideas wrong.”

—David SUZUKI

3.1 Introduction
This third chapter is dedicated to the simulation tools developed for predicting
the off-design performance of ORC systems. The ultimate goal of this section
is to obtain a numerical tool able to predict the performance of an ORC unit
based on its components specifications and boundary conditions only. The test-
rig presented in the previous chapter is taken as case study and the reconciled
measurements are used as reference. Nonetheless, the general methodology and
most of the conclusions presented in this chapter can be extended to other facili-
ties. Here again, a specific attention is given to account for the charge distribution
and the impact of the lubricant. The chapter structure is illustrated in Figure 3.1.
It first presents fundamental aspects, including the modelling of thermophysical
properties of working fluid/lubricant mixtures (Section 3.2) and the calculation
of the charge in ORC components (Section 3.3). Then, the modelling of each
individual component of the test-rig is studied in detail (Sections 3.4-3.11). Fi-
nally, a complete charge- and lubricant-sensitive model of the whole ORC system
is presented and fully validated with the experimental data (Section 3.12). The
programming environment of this work is Matlab R©, but the concepts and key
findings provided in the chapter can be extended to any other platform. Fur-
thermore, all the simulation tools presented hereunder are freely accessible in
ORCmKit, an open-source modelling library co-created by the author [73].

3.2 R245fa/POE mixture properties
Before any attempt to model a thermal system, a crucial step is to properly
characterize the fluids properties. Considering the 2 kWe unit presented in the
previous chapter, four different media are involved in the ORC operation, namely
R245fa as working fluid, thermal oil Pirobloc Basic as heat source HTF, ambient
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Part I : Fundamental aspects

• R245fa/POE mixture properties (section 3.2)

• Charge calculation (section 3.3) 

Part II : Components modelling

• Heat exchangers
• Global aspects (section 3.4)
• Recuperator (section 3.5)
• Condenser (section 3.6)
• Evaporator (section 3.7)

• Expander (section 3.8)

• Pump (section 3.9)

• Liquid receiver (section 3.10)

• Pipelines (section 3.11)

Part III : ORC modelling
(section 3.12)

• Model architecture (section 3.12.1)
• Model validation (section 3.12.2)

Figure 3.1: Structure of Chapter 3.
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Liquid phase = 
R245fa + oil

Vapour phase = 
R245fa only

P, T

𝜁𝑅245𝑓𝑎 =
𝑀𝑅245𝑓𝑎,𝑙𝑖𝑞

𝑀𝑙𝑖𝑞

𝜁𝑜𝑖𝑙 =
𝑀𝑜𝑖𝑙,𝑙𝑖𝑞

𝑀𝑙𝑖𝑞
= 1 − 𝜁𝑅245𝑓𝑎

𝑀𝑙𝑖𝑞 = 𝑀𝑜𝑖𝑙,𝑙𝑖𝑞 + 𝑀𝑅245𝑓𝑎,𝑙𝑖𝑞

Figure 3.2: Closed-system containing R245fa and POE oil at equilibrium.

air as heat sink HTF and Emkarate RL32-3-MAF as lubricating oil. Proper-
ties of the air and R245fa are directly retrieved using CoolProp [102] while the
oils are simulated with generic equations fitted on the products datasheets (see
Appendix B.1). Aside of predicting the pure substances properties, it is also
important to understand and to characterize how the lubricant and the working
fluid are interacting as a mixture through the ORC. This section presents the
modelling framework developed to this end.

3.2.1 Solubility model
To illustrate the physics of a R245fa-oil mixture, one may consider an hermetic
container enclosing some pure working fluid and lubricant as illustrated in Fig-
ure 3.2. If properly mixed and left at rest, the mixture reaches a liquid-vapour
equilibrium that is characterized by a pair of saturation temperature and pres-
sure. In terms of composition, the liquid phase is a mixture of lubricant and
R245fa while the vapour can be considered as pure R245fa only. Indeed, the
oil vapour pressure is around one-millionth that of R245fa so its volatile contri-
bution can be neglected [103]. The presence of the lubricant has an important
influence on the saturation equilibrium characteristics. For a given temperature,
a pure substance has a unique corresponding saturation pressure. However, if
some oil is added in the system, the saturation pressure is not only dependent
on the temperature but it is also influenced by the liquid phase composition and
the nature of the contaminant. In order to properly understand such two-phase
two-component system, experimental measurements are required. Unfortunately,
data for R245fa/POE mixtures are very scarce. Only one reference has been
found in the literature and is published by Zhelezny et al. [104]. The equilibrium
data they obtained with a mixture of R245fa and a POE lubricant (Planetelf
ACD 100FY) are depicted in Figure 3.3. In comparison to a pure working fluid
(i.e. when ζR245fa = 1), the presence of the lubricant reduces the saturation pres-
sure for a given equilibrium temperature. This deviation is exacerbated when the
oil concentration or the saturation temperature is increased. In order to predict
such temperature-pressure-concentration dependencies at the equilibrium, multi-
ple modelling methods have been developed through the years [105]. These tools
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Figure 3.3: Solubility dependicies at equilibrium for R245fa/Planetelf
ACD 100FY mixtures (data from [104]).

range from complex theoretically-based models (e.g. non-ideal solution theory
or equation-of-state approaches [106]) to simpler formalisms like corrected An-
toine’s equation [103]. In this work, the empirical model proposed by Grebner
and Crawford [107] is chosen because of its general formalism. Introducing θ∗ as
a dimensionless degree of apparent superheat, i.e.

θ∗ = T − Tsat(P )
Tsat(P ) (3.1)

the equilibrium at a temperature T (K), pressure P (bar) and working fluid con-
centration ζwf (-) can be correlated as

θ∗ = (1− ζwf )(A+B · P ) (3.2)

where

ζwf = Mwf,l

Mwf,l +Moil

(3.3)

A = a1 + a2

ζ
1/2
wf

(3.4)

B = a3 + a4

ζ
1/2
wf

+ a5

ζwf
+ a6

ζ
3/2
wf

+ a7

ζ2
wf

(3.5)

In their original work, Grebner and Crawford provide the coefficients ai to sim-
ulate several mixtures of R134a/R12 and lubricants. Here, those coefficients are
calibrated to fit the data published by Zhelezny et al. [104] and thus to charac-
terize a R245fa/POE oil equilibrium1. The coefficients and a parity plot for the
model validation are given in Figure 3.4. This simple model is used to extrapolate

1The results of Zhelezny et al. [104] are used as reference for this work even if they are not
gathered with the exact same lubricant (Planetelf ACD 100FY instead of Emkarate RL32-3-
MAF). This decision is motivated given the scarcity of data available in the literature and the
similarity between the two fluids (POE for HFC fluids).
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Figure 3.4: Experimental vs. predicted fluid composition at equilibrium.

the solubility characteristics of the mixture and to assess the fluid composition
at any location of the system, as shown in the next subsection.

3.2.2 Flow composition
Under operation, the actual fluid flowing in the ORC is a mixture of lubricant
and R245fa in liquid and/or vapour phase. To quantify the flow composition,
the following three variables are employed, namely the working fluid fraction in
liquid phase ζwf , i.e.

ζwf = ṁwf,l

ṁwf,l + ṁoil

(3.6)

the working fluid quality x, i.e.

x = ṁwf,v

ṁwf,l + ṁwf,v

(3.7)

and the oil circulation rate κoil, i.e.

κoil = ṁoil

ṁwf,l + ṁwf,v + ṁoil

(3.8)

These three parameters are not independent and one may be expressed as a
function of the two others [95]. Indeed, considering that the mixture is a two-
phase (liquid/vapour) and two-component (R245fa/oil) system, it has only two
degrees of freedom according to Gibbs’ phase rule2. In other words, for a given
pressure and temperature, the system state in unambiguous and the mixture
composition is completely determined. With little algebra (see Appendix B.2),

2At equilibrium, Gibb’s phase rule stands that F = C − P + 2, where C is the number of
components, P is the number of phases and F is the number of degrees of freedom.
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the vapour quality x can be easily reformulated as a function of ζwf and κoil, i.e.

x = 1− ζwf − κoil
1− ζwf − κoil + ζwfκoil

(3.9)

Accounting for this last relationship, the fluid composition at any place in the
system can be retrieved following this 2-step procedure:

1. Based on the local pressure and the oil circulation rate, the minimum
equilibrium temperature of the mixture, Teq,min, is computed thanks the
R245fa/POE solubility model (Eqs. 3.1-3.5), i.e

Teq,min = Tsat(P ) · (θ∗eq,min − 1) (3.10)
θ∗eq,min = (1− ζwf,max)(A+B · P ) (3.11)
ζwf,max = 1− κoil (3.12)

This temperature is the coldest equilibrium point achievable by the mixture
and corresponds to the highest R245fa concentration possible in liquid
phase (i.e. all the working fluid is in liquid phase).

2. By comparing the local temperature T to the minimum equilibrium tem-
perature Teq,min, the existence of a vapour phase is assessed and the flow
composition is calculated i.e.

• if T < Teq,min, a two-phase equilibrium is not reached. The flow is
liquid only (x = 0) and the R245fa concentration in the liquid phase
is maximal (ζwf = 1− κoil).
• if T ≥ Teq,min, a two-phase equilibrium is reached. The flow includes

both a liquid and a vapour phases. The liquid composition is obtained
with the solubility model in Eqs. [3.1-3.5]. Once ζwf determined, the
vapour quality is calculated with Eq. 3.9.

For example, Figure 3.5 illustrates how the fluid composition evolves as a func-
tion of the temperature when considering a mixture at 5 bar and an oil circulation
rate of 3%. At low temperature, the flow is in liquid state only and the quality x is
zero. If the temperature is increased, the fluid ultimately reaches an equilibrium
point (T = Teq,min) where a vapour phase appears. In comparison to a pure work-
ing fluid, two crucial differences may be observed concerning the phase-change
process. Firstly, the two-phase equilibrium is reached at a higher temperature
(Teq,min > Tsat,pure). As discussed in Figure 3.3, the presence of the lubricant
impacts the saturation characteristics: for a given temperature (resp. pressure),
it reduces (resp. rises) the saturation pressure (resp. temperature). But more
importantly, the phase transition is not isothermal. Instead, the R245fa/POE
mixture forms a zeotropic system whose saturation temperature depends on the
liquid composition. As shown in Figure 3.5, once Teq,min is reached, any rise
of temperature induces a vaporization of R245fa and the quality x is increased.
Since the R245fa becomes more and more vapour, a smaller amount of working
fluid is found in the liquid mixture (i.e. ζwf decreases). The liquid phase thus
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Figure 3.5: Flow composition (x and ζwf ) of a R245fa/POE mixture as
a function of the temperature.

gets enriched in lubricant and so is increased the saturation temperature. The
zeotropic nature of the fluid has a fundamental impact when rating the ORC
performance. Even if it appears to be superheated, the actual state of the R245fa
is not entirely vapour. As shown in Figure 3.5 with the red arrows, when a ap-
parent superheat of 1.5 K is observed, the actual fluid quality is lower than 90%.
The remaining of working fluid (around 10% in mass) is trapped in a liquid phase
composed by 75% of R245fa. This phenomenon has a major impact from a ther-
modynamic point of view. If some oil is entrained in the ORC, the working fluid
virtually never reaches a pure vapour state. Indeed, due to its solubility in the
lubricant, there is always a fraction of saturated R245fa trapped in liquid phase.
In practice, however, if a sufficiently high superheat is reached, the liquid fraction
of R245fa (i.e. ζwf ) becomes negligible. As shown in Figure 3.6, the zeotropic
behaviour of the mixture is greatly influenced by the oil circulation rate. For low
lubricant entrainment (e.g. <0.01%), the hypothesis of a pure refrigerant is tol-
erable in all conditions. If κoil is higher, and especially if the fluid properties are
evaluated in low-superheated conditions, the solubility properties of the mixture
must be taken into account. This issue was highlighted in Section 2.5.1 when
evaluating the experimental energy balances across the heat exchangers.

3.2.3 Specific enthalpy of mixture
The two previous sections showed how to calculate the mixture composition under
specific thermodynamic conditions. When studying a thermal system like an
ORC, a crucial variable to assess is the effective specific enthalpy of the fluid.
Considering that the heat of mixing can be neglected [95, 108, 109], the specific
enthalpy of mixture hmix is simply given by summing the contribution of each
component, i.e.

(ṁwf,l + ṁwf,v + ṁoil)︸ ︷︷ ︸
ṁtot

hmix = ṁwf,lhwf,l + ṁwf,vhwf,v + ṁoilhoil (3.13)
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where hwf,l, hwf,v, hoil are the enthalpies of liquid R245fa, vapour R245fa and
lubricant, respectively. Using the variables x and κoil presented in Eqs. 3.7-3.8,
the enthalpy of mixture can be reformulated as

hmix = (1− x)(1− κoil)hwf,l + x(1− κoil)hwf,v + κoilhoil (3.14)

or, if one accounts for the dependency of x on ζwf and κoil (see Eq. 3.9), the
enthalpy is given by

hmix = ζwfκoil(1− κoil)
1− ζwf − κoil + ζwfκoil

hwf,l + (1− ζwf − κoil)(1− κoil)
1− ζwf − κoil + ζwfκoil

hwf,v + κoilhoil

(3.15)

All the results presented in this chapter are gathered using this expression of
enthalpy.

3.2.4 Liquid density and viscosity
Asides of the mixture solubility and enthalpy, the density of the R245fa/oil liquid
phase is another important property to assess (e.g. for the charge analyses). To
this end, a correction is applied to the ideal mixture density by means of a factor
K, i.e.

ρmix = 1
K

ρideal︷ ︸︸ ︷ ρoil

1 + ζwf
(
ρoil

ρwf,l
− 1

)
 (3.16)

The factorK is a function of the liquid temperature and composition. Here again,
the data published by Zhelezny et al. [104] are used as reference and the results
are depicted in Figure 3.7. For conditions outside of the experimental range (i.e.
for T < 60oC and T > 150oC), a linear extrapolation of K is assumed. Regarding
the viscosity of the liquid mixture, it is computed following Schroeder’s advices
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(see [109]) i.e.

ln νmix = (1− ζwf ) ln νoil + ζwf ln νwf,l (3.17)

where νwf,l and νoil are the kinematic viscosities of the working fluid and the oil,
respectively. Other properties of the mixture (e.g. its thermal conductivity or
surface tension) are not required for the models presented in the next sections, so
they are not implemented. For the interested reader, such property calculations
can be found in the dedicated literature, e.g. in [103, 106, 109, 110].

3.3 Charge calculation

3.3.1 Fundamental equations
An important variable to evaluate for charge-sensitive modelling is obviously the
charge enclosed in each part of the ORC. To illustrate how the charge is calcu-
lated, one may consider a generic element of constant cross-sectional area A, of
length L and total volume V . In the case of a single-phase section (i.e. in which
the fluid is entirely liquid or vapour), the charge is simply calculated i.e.

M =
∫ V

0
ρ dV (3.18)

= ρ̄ V (3.19)

where ρ is the local single-phase density of the fluid while ρ̄ is an averaged value
along the segment. If the section encloses a two-phase flow, the total charge is
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given by summing the masses of liquid and vapour phases, i.e.

M = Ml +Mv (3.20)

=
∫ V

0
ρl dVl +

∫ V

0
ρv dVv (3.21)

=
∫ L

0
Al ρl dl +

∫ L

0
Av ρv dl (3.22)

where Al and Av are the cross-sectional areas of the liquid and the vapour flows.
In order to characterize the spatial fraction occupied by each phase, a variable
named void fraction (α) is introduced, i.e.

α = Vv
V

= Av
A

(3.23)

The void fraction is not only function of the thermodynamic properties of the
fluid but also depends on the flow pattern characterizing the two-phase flowing
mixture. With little algebra, the void fraction can be easily correlated with the
quality and the saturated densities, i.e.

α = 1

1 + 1− x
x

(
ρv
ρl

)
S

(3.24)

where S is the slip (velocity) ratio between the two phases (i.e. S = uv/ul).
Using Eq. 3.23 in Eq. 3.22, the total charge can be reformulated i.e.

M = V

[
ρl

∫ L

0
(1− α) dl + ρv

∫ L

0
α dl

]
/
∫ L

0
dl (3.25)

It is important to note that the void fraction in Eq. 3.25 is integrated along l, i.e.
the length of the zone, while α is generally expressed in terms of the fluid quality
x. To facilitate the calculation of the charge, a common approach is to assume a
uniform heat flux in the segment and thus a linear evolution of the fluid quality
along the length l. In such a case, dl is proportional to dx [71] and the charge
calculation is given by

M = V [ρl (1− ᾱ) + ρvᾱ]︸ ︷︷ ︸
ρ̄

(3.26)

where ρ̄ is the average fluid density and ᾱ the average void fraction given by

ᾱ = 1
x2 − x1

∫ x2

x1
α dx (3.27)

If the assumption of a constant heat flux over the entire segment is erroneous
(typically in the two-phase region of the condenser and the evaporator), the
effective spatial evolution of the quality can be taken into account. To this end,
the segment is not evaluated as a single zone but it is further discretized into
smaller sub-cells. This approach is more computationally intensive, but it gains
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in modelling accuracy.

The above equations permit to evaluate the total charge of fluid based on the
liquid and vapour masses. In the case of a multi-component working fluid (e.g.
a R245fa/POE mixture), it is also interesting to compute the charges of each
individual component. Considering that the lubricant remains always in liquid
phase (cfr p. 73), the charge of oil is given by

Moil = ζoilMl (3.28)
= (1− ζwf ) (1− ᾱ) ρlV (3.29)

while the charge of working fluid is calculated i.e.

Mwf = Mwf,v +Mwf,l (3.30)
= [ᾱ ρv + (1− ᾱ) ζwf ρl]V (3.31)

Figure 3.8 depicts a qualitative example of how the fluid composition (x and
ζwf ), the void fraction (α) and the average density (ρ̄) would evolute in case of
evaporation. As the quality increases, the liquid phase gets enriched by oil, the
void fraction rises and the average density falls.

3.3.2 Void fraction models
The results depicted in Figure 3.8 are gathered assuming an homogeneous void
fraction. In such a situation, the vapour and the liquid phases travel at the same
velocity and the slip ratio in Eq. 3.24 is equal to one (S = 1). This model is
the most simplified approach but it does not reflect the physics of real thermal
systems. In order to better assess the actual void fraction in two-phase flows, more
complex models have been proposed since the late 50’s. Those models either result
from theoretical analyses or experimental investigations. The literature counts for
more than one hundred correlations but there is not one reference model identified
to be reliable in every situation. Complete reviews of void fractions models can be
found in the literature (e.g. [71, 111–113]) and comparisons between experimental
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data and model predictions have been conducted for HVAC systems [70]. Based
on their conclusions, six correlations are selected to simulate the ORC unit. These
correlations are the most quoted from the literature and assumed to be the best
candidates for the present case study. They are namely the models of Zivi [114],
Lockhart-Martinelli [115, 116], Premoli [117], Hughmark [118] and Graham [119].
A little description of each model is proposed here below:

- Zivi’s model: This correlation is among the simplest to compute a void
fraction. It results from theoretical demonstrations but several experiments
have corroborated its predictions, including in HVAC systems (e.g. [70]).
Considering a steady-state thermodynamic process with minimum entropy
production, Zivi [114] showed that the slip ratio for an ideal annular flow of
steam-water (i.e. with zero wall friction nor liquid entrainment) could be
correlated, i.e.

SZivi =
(
ρl
ρv

)1/3

(3.32)

Unlike the homogeneous model, Zivi’s correlation accounts for the impact
of the operating pressure.

- Lockhart-Martinelli’s model: In 1949, Lockhart and Maritnelli [120]
reported experimental data of multiple two-phase/two-component adiabatic
flows and correlated their observations with a variable Xtt, i.e.

Xtt =
(1− x

x

)0.9 (ρv
ρl

)0.5

(3.33)

which is now referred to as the Lockhart-Martinelli factor. From their
data, Wallis [115] and Domanski et al. [116] correlated the experimental
void fractions with the Xtt factor i.e.

αLM =

(1 +X0.8
tt )−0.378

, forXtt ≤ 10
0.823− 0.157 ln Xtt, forXtt > 10

(3.34)

These equations were firstly used by Domanski et al. [116] in a charge-
sensitive model of heat pump but many other works used it in the literature
(e.g. [121, 122]).

- Premoli’s model: In this empirical model [117] also known as CISE cor-
relation, the slip ratio in Eq. 3.24 is computed as a function of the operating
conditions, i.e.

SPremoli = 1 + F1

(
y

1 + yF2
− yF2

)0.5

(3.35)
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where

y = αH/(1− αH) (3.36)
F1 = 1.578Re−0.019

l (ρl/ρv)0.22 (3.37)
F2 = 0.0273WelRe

−0.51
l (ρl/ρv)0.08 (3.38)

Rel = (GDh)/µl (3.39)
Wel = (G2Dh)/(σρlg) (3.40)

and αH is the homogeneous void fraction (i.e. a slip ratio of one). These
correlations were developed with a large experimental dataset of two-phase
mixtures flowing upwardly in vertical adiabatic channels. Unlike the two
models presented above, Premoli’s model account for the influence of the
mass flux (which has been evidenced experimentally multiple times).

- Hughmarks’s model: The model of Hughmark [118] is another very well
quoted flux-dependent model. The actual void fraction is computed by
correcting the homogeneous void fraction by a factor Kh , i.e.

αHugh = KH · αH (3.41)

lnKH =
4∑
i=0

Ki(lnZ)i (3.42)

Z =
[

DhG

µl + α(µv − µl)

]1/6 [ 1
gDh

(
Gx

ρvαH(1− αH)

)]1/8

(3.43)

αH =
(

1 + 1− x
x

(
ρv
ρl

))−1

(3.44)

K = [−0.2306; 2.384; −1.031; 0.1994; −0.0141] (3.45)

This correlation is a generalization of the initial work of Bankoff [123]. The
model assumes the two-phase mixture to be in bubble flow regime with
a radial gradient of bubble concentration across the channel. Although
it was initially developed with air-liquid and steam-liquid water flow
measurements, it has been evidenced many times as a good (if not the
best) correlation for refrigerant charge estimation. However, unlike the
other models, the resolution of Eqs. [3.41-3.45] is implicit and requires an it-
erative calculation, which makes the model more computationally intensive.

- Graham’s model: None of the previous models were actually developed
for refrigeration systems involving diabatic conditions. To overcome this
lack, the correlations proposed by Graham et al. [119] are also considered. In
their work, these researchers undertook experimental tests to determine the
void fraction of condensing R410A and R134a in smooth horizontal tube.
The void fraction was measured in steady-state conditions with a quick-
closing and weighting method. Post-treatment of the entire experimental
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Figure 3.9: Comparison of void fraction models.

dataset showed that the void fraction could be correlated, i.e.

αGr =

1− exp [−1− 0.3ln(Ft)− 0.0328(ln(Ft))2] , forFt > 0.01032
0, forFt ≤ 0.01032

(3.46)

where Ft is a Froude rate parameter

Ft =
(

x3G2

ρ2
vgD(1− x)

)1/2

(3.47)

which expresses the ratio between the kinetic energy of the vapour and
the gravitational energy required to lift the liquid in the tube. Among all
the models considered in this work, Graham’s correlations are the least
referenced in the literature.

The void fractions predicted by these six models are compared in Figure 3.9
for two different sets of condition. As expected, the six correlations simulate an
increase of the void fraction with the fluid quality. The homogenous model pro-
vides an upper limit achievable for the void fraction while the lowest values are
given by Premoli’s, Graham’s and Hughmark’s correlations. It is worth mention-
ing that all the void fraction models reported here above are originally developed
for pipe flows. However, the ORC unit under investigation also includes two
plate heat exchangers (i.e. the evaporator and the recuperator). Experiments to
observe two-phase flows between corrugated plates are reported in the literature
(e.g. [124, 125]) and some studies even attempt to measure the void fraction ex-
perimentally. For instance, Asano et al. [126] investigated adiabatic (air-water)
and boiling (R141b) flows in a single-channel BHPEX. Measurements of the void
fraction were performed with a thermal neutron radiography method but no cor-
relation fitting their data was provided. More recently, Grabenstein et al. [127]
reported void fraction measurements by using a capacitance method. Their paper
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describes preliminary results with air-liquid mixtures and the capability of the
capacitance method, but no actual measurement of the void fraction is presented.
Actually, to the best of the author’s knowledge, there is no correlation proposed
in the literature to estimate the void fraction specifically in plate heat exchang-
ers. Therefore, the six models presented here above are also used to simulate the
recuperator and the evaporator.

3.4 Heat exchangers modelling (general as-
pects)

The following three sections focus on the modelling of the most important com-
ponents for charge-sensitive simulations, namely the heat exchangers. Firstly, a
description of the general model developed for this work is presented. Then, the
specific modelling of the recuperator (Section 3.5), the condenser (Section 3.6)
and the evaporator (Section 3.7) is assessed.

3.4.1 General model description
In off-design simulations, a heat exchanger model is aimed to estimate the
effective heat transfer between two media based on their inlet conditions and
the component specifications. Unlike in steam power plants or higher-capacity
systems, small-scale ORC units often use a single once-through heat exchanger to
perform the complete heating (resp. cooling) of the working fluid. Considering
that the fluid experiences a phase-change in both the evaporator and the
condenser, several states of fluid (i.e. liquid, two-phase and/or vapour phases)
often coexist in a same component. Because of these multiple zones, a direct
ε-NTU method cannot be applied to estimate the heat transfer. Instead,
different approaches have been developed. The simplest consist in imposing
the pinch point between the temperature profiles while the most complex rely
on 3D finite-volume CFD methods. In this work, the three heat exchangers
are simulated using the same one-dimensional moving-boundary method. Such
modelling approach offers a good trade-off between computational efforts and
modelling performances (robustness, extrapolability) [30].

In a 1D moving-boundary model, the effective heat Q̇HEX transferred between
the hot and the cold fluids is calculated such as the total surface area occupied by
the different zones corresponds to the actual geometry of the component AHEX ,
i.e.

AHEX =
N∑
i=1

Ai (3.48)

To solve such an implicit non-linear problem, the general and (very) robust algo-
rithm proposed by Bell et al. [128] is implemented. This LMTD-based algorithm
aims to iterate on the total heat transferred between the fluids until the following
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residual is driven below some threshold (resHEX < 10−6):

resHEX =
∣∣∣∣∣1−

N∑
i=1

Ai
AHEX

∣∣∣∣∣ (3.49)

For every guess on Q̇HEX tested during the iterations, the corresponding tem-
perature profiles and zone divisions between the two fluids are evaluated. The
surface area Ai occupied by each cell is then computed applying a reversed LMTD
method, i.e.

Ai = Q̇i

UiFi∆Tln,i
(3.50)

where

1
AiUi

= Rh,f

Ah,i
+ 1
Hh,iAh,iηs,h,i

+ ti
kiAi

+ 1
Hc,iAc,iηs,c,i

+ Rc,f

Ac,i
(3.51)

and

• Ui is the global heat transfer coefficient;

• ∆Tln,i is the zone logarithm mean temperature difference (LMTD) between
the two fluids;

• Fi is the LMTD correction factor to apply if the heat exchanger is not
counterflow;

• Rh,f and Rc,f are the fouling resistances on the hot and cold sides;

• ti and ki are the wall thickness and conductivity;

• ηs,h,i and ηs,c,i are the surface efficiency on each side (< 1 in case of fins,
= 1 otherwise);

• Hh,i and Hc,i are the convective heat transfer coefficients on each side;

To help for the algorithm convergence, the iterations of Q̇ are bounded within
a range that avoids any non-physical temperature profiles (e.g. with a negative
pinch). More specifically, Eq. 3.49 is minimized while keeping Q̇ between zero
and an upper limit (Q̇max) that corresponds to a pinch point equal to zero. The
evaluation of Q̇max is done in a model pre-conditioner that relies on a succes-
sive external and internal pinch point analysis [128]. Once the boundaries of Q̇
defined, the minimization of the residual function is conducted by a robust, one-
dimensional and derivative-free algorithm proposed by Brent [129]. For instance,
Figure 3.10 depicts the multi-step resolution and the evolution of the residual
function when modelling an evaporator. The speed of resolution depends on the
operating conditions but generally ranges between 10 and 15 iterations. Once
the heat transfer respecting Eq. 3.48 is identified, the model computes the charge
of hot and cold fluids enclosed in the heat exchanger. To this end, the charge
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Figure 3.10: Example of resolutions for an evaporator.

of each fluid is computed as the sum of the masses included in the different N
sub-zones, i.e.

MHEX =
N∑
i=1

ρ̄i (ωiVHEX) (3.52)

where VHEX is the total volume of the heat exchanger, ωi is the volume fraction
occupied by the ith zone (ωi = Ai/AHEX) and ρ̄i is the local mean density of the
fluid. In case of single-phase conditions, the fluid mean density is directly assessed
from the local thermodynamic conditions (cfr Eq. 3.19). For two phase flows,
however, it additionally requires the evaluation of a void fraction (cfr Eq. 3.26).

The resolution flow chart is depicted in Figure 3.11. Because it would be too
long and not of significant interest, a detailed description of the model implemen-
tation is not given here but the source code is freely available in the ORCmKit
library [73]. A substantial effort has been given to develop a very general model
able to handle all the situations that could be met in a ORC unit. As a summary,
the main features of the heat exchanger model can be listed as follows:

• Multi-phases heat transfers: thanks to its robust algorithm of resolu-
tion, the model can easily handle any multi-phase configurations. The same
code is employed for simulating the recuperator, the evaporator and the con-
denser. Such modelling versatility is crucial to ensure a proper robustness
when integrating the heat exchanger model in a system-level simulation tool
(see Section 3.12).

• Flow configurations: the model can simulate both counter- and cross-flow
configurations. In the later case, the mean logarithm temperature difference
between the two fluids is corrected by a Fi factor as in Eq. 3.50. The
analytical calculation of the correction factor is provided in Appendix B.3
and Figure 3.12 depicts its value for a wide range of conditions. This model
is implemented to simulate the condenser.
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ratio as defined in Eqs. B.18 and B.19).

• Surface area: the model can account for symmetric (Ah = Ac) and asym-
metric heat transfer areas (Ah 6= Ac). In case of a finned heat exchanger,
like the condenser, the total area is weighted by a surface efficiency ηs, i.e.

ηs = 1−
Af

Atot
(1− ηf ) (3.53)

where ηf is an efficiency depending on the fins geometry, Af is the finned
surface area and Atot is the total surface area (finned and unfinned). In this
work, the fin efficiency (ηf ) of the condenser is evaluated with Schmidt’s
theory [130] applied to flat plain fins on a staggered tube bank. Refer to
Appendix B.3 for further details.

• Pressure drops: Pressure drops can also be accounted for one or both
sides in the heat exchanger. Normally, these losses are closely related to the
heat transfer performance because they depend on the length and the flow
conditions within the various zones. From a modelling perspective, such
a dependency between thermal and hydraulic aspects significantly compli-
cates the performance estimation. To be deterministically accounted for,
the inclusion of the pressure drops adds another variable of iteration (typi-
cally the overall pressure drops) which penalizes significantly the simulation
speed. Given the limited importance of these losses for the present case
study, and to facilitate the model resolution, the total pressure drops are
computed based on the fluids mass flow rate (ṁ) only, i.e.

∆Ptot = Psu − Pex (3.54)
= K ṁB (3.55)

where K and B are empirical parameters fitted on experimental measure-
ments. As shown in Figure 3.11, such a simplification allows to decouple
thermal and hydraulic problems and to compute the pressure drops at the
beginning of the algorithm. In order to estimate the spatial distribution of
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Figure 3.13: Impact of the number of cells on the modelling of an evap-
orator.

these losses, the total pressure drops are distributed proportionally to the
heat transfer in the component, i.e.

Pi = Psu −
(hi − hsu)
(hex − hsu)

∆Ptot (3.56)

where hsu, hex and hi are the supply, exhaust and local specific enthalpies,
respectively. This simplified approach is considered acceptable given the
relatively low importance of the pressure losses recorded in the present test
rig. This method, however, should be used with caution and may not be
valid for every other system.

• Discretization: At minimum, the model decomposes the heat exchanger
so as to separate the different phases of each fluid. However, the model
allows to further increase the discretization. The user can manually spec-
ify the number of cells in which the total heat transfer is uniformly split.
This feature permits to better capture the evolution of the heat transfer
coefficients, the fluids composition and the void fractions inside the heat
exchanger. Obviously, the thinner the discretization, the more computa-
tionally intensive the model. A trade-off between modelling accuracy and
simulation time must be made. As illustrated in Figure 3.13, it is often not
worth having more than 10 cells in compact multi-phase heat exchangers.
Ultimately, if the number of cells is sufficiently high, such moving-boundary
model behaves similarly as a finite-volume method.

• Secondary heat resistances: As shown in Eq. 3.51, fouling and con-
ductivity resistances can be included in the global heat transfer coefficient.
Dependence of the wall conductivity with respect to the temperature is
accounted by a linear correlation. For simplicity3, the wall temperature
is computed in each cell as an average of both hot and cold fluids local

3The evaluation of the real wall temperature makes the model much more complex. It
depends on the heat transfer coefficients that are themselves dependent on the wall temperature.
Its computation would require additional iterations that are not implemented for the sake of
modelling speed.
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Figure 3.14: Location and impact of dry-out in a boiling flow.

conditions, i.e.

Tw,i = (Th,i + Th,i+1 + Tc,i + Tc,i+1)
4 (3.57)

• Heat transfer transition: Typical moving-boundary models only identify
three different zones for each fluid, namely for liquid, two-phase and vapour
states. In real life, the boundary between two-phase and vapour zones is
not as clear as assumed theoretically. Approaching the saturated vapour
state (i.e. when x = 1), the fluid phase in contact with the wall may
differ from the state in the bulk, which highly impacts the effective heat
transfer coefficients. Those transition regimes are referred to as dry-out
and wet-desuperheating for boiling and condensation processes, respectively.
Accounting for the importance given to the heat transfer coefficients in
charge-sensitive modelling (see Section 3.4.2), the present model implements
those transition regimes as follows:

– Dry-out boiling. During the evaporation of a working fluid, the flow
goes through bubbly, slug and annular flow regimes as the quality
rises in the heat exchanger. Over a certain limit known as the dry-
out incipience point, the liquid film starts to vanish which results in
a significant drop of the heat transfer coefficient. Eventually, dry-
out completion occurs at a location further downstream, where the
film is fully evaporated and the flow is a mist of liquid particles. An
illustrative example of this phenomenon is depicted in Figure 3.14. As
proposed by Wojtan et al. [131], the heat transfer coefficient in dry-
out conditions can be evaluated as a linear interpolation of the boiling
(Hboil,i) and single-phase (Hv,i) heat transfer coefficients, i.e.

Hc,i = (1−Θdryout,i)Hboil,i + Θdryout,iHv,i (3.58)
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Θdryout,i in Eq. 3.58 is a weighting factor depending on the local quality
xi, i.e.

Θdryout,i =
xi − xdi
xdc − xdi

(3.59)

where xdi and xdc correspond to the dry-out incipience and completion
qualities. These limits depend on the flow conditions and different
models to estimate them exist in the literature. In this work, the
most general one is used to compute the dry-out incipience point.
Based on an extensive database of around 1000 points, Kim et al. [132]
demonstrated that the incipience quality xdi can be estimated as

xdi = 1.4 ·We0.03
f0 · P 0.08

R − 15
(
Bo

PH
PL

)0.15
Ca0.35

(
ρv
ρl

)0.06

(3.60)

where Wef0 is the Weber number, Bo is the boiling number, Ca is
the capillary number, PR(= P/Pcrit) is the reduced pressure, PH/PL is
the heat to wet perimeters ratio and ρv/ρl is density ratio of liquid to
vapour. Regarding the completion quality xdc, mist flow for refrigerant
can often be neglected [133]. Therefore, the dry out model is simplified
by assuming xdc equal to one.

– Wet-desuperheating condensation. Similarly, when a superheated
vapour is cooled down, the wall temperature can reach the saturation
point of the fluid while having the bulk conditions still superheated.
As illustrated in Figure 3.15, the apparition of a liquid film along the
wall significantly increase the heat transfer performance and gradually
deviates from single-phase predictions. In this work, the effective heat
transfer coefficient Hh,i in wet-desuperheating conditions (i.e. when
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Tw,i ≤ Tsat,i < Th,i) is computed as a linear combination of the single-
phase (Hv,i) and the condensing heat transfer (Hcond,i) coefficients [134,
135], i.e.

Hh,i = (1−Θdesup,i)Hcond,i + Θdesup,iHv,i (3.61)

where Θdesup,i is a weighting factor depending on the local tempera-
tures only, i.e.

Θdesup,i =
Th,i − Tsat,i
Th,i − Tw,i

(3.62)

• Fluid composition: Either pure substances (incompressible or not) and
refrigerant-oil mixtures can be simulated in the heat exchanger model. How-
ever, taking into account the lubricant complicates the evaluation of the
thermo-physical properties and makes the model much more computation-
ally intensive. On average, the inclusion of oil in the working fluids increases
the simulation time at least by 350%.

• Heat source inversion: the model handles heat source inversions, i.e.
when the cold fluid is hotter than the hot one. Such a situation can be met
when the heat exchanger model is integrated in an iterative system-level
model (e.g. the ORC model presented in Section 3.12). By simply inverting
the two fluids (and all their parameters), the heat exchanger model ensures
a proper evaluation of the heat transfer in any situation and improves the
system-level model robustness.

• Object-oriented structure: the model is developed following an object-
oriented architecture. It is constituted of hierarchic functions encapsulated
in each other and the model outputs are transferred in structure variables.
Such implementation permits to easily improve and debug existing codes
but also to facilitate add-on of new features (e.g. new correlations for the
heat transfer or void fraction calculations, new outputs in the models, etc.).

In order to illustrate the capability of the model, the results obtained for
a quite complex multi-phase heat transfer between two binary mixtures of
R245fa/POE is depicted in Figure 3.16. In this hypothetical situation, both hot
and cold fluids experience a phase change and the model identifies five different
zones, including wet-desuperheating and a dry-out regions. The model permits to
observe how the fluid temperatures evolve along the length of the heat exchanger,
but also reports evolution of the heat transfer coefficients, flows composition and
local mean densities.

3.4.2 Role and identification of the convective heat trans-
fer coefficients

As shown in Eq. 3.51, the convective heat transfer coefficients (CHTCs) of both
fluids are key parameters when modelling a heat exchanger. The identification of
those coefficients from experimental data is nonetheless challenging. Since several
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Figure 3.16: Illustrative results of the heat exchanger model for a multi-
phase heat transfer between to binary mixtures of R245fa/POE.
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Figure 3.17: Identical heat transfer in an evaporator with three differ-
ent sets of convective heat transfer coefficients (temperature profile vs.

normalized length).

convective coefficients intervene in the computation of the thermal performance,
and because multiple zones coexist in a same component, very different sets of
values can lead to the exact same heat transfer predictions. For instance, the
case of an evaporator is depicted in Figure 3.17. As clearly evidenced, the same
outlet temperatures are retrieved with three significantly different combinations
of CHTCs. Unless the experimental data features single-zone conditions (i.e.
operating conditions with only a liquid-phase, a vapour-phase or a two-phase flow
in the HEXs), the identification of these coefficients based only on heat transfer
measurements will more likely lead to wrong results since there is an infinity of
solutions. However, as clearly shown in Figure 3.17, the heat transfer coefficients
do not only play a role on the thermal performance but they also impact the
spatial distribution of the different zones. This observation is extremely important
and has two major outcomes:

1. In order to conduct charge-sensitive modelling, a proper estimation of the
convective heat transfer coefficients ismandatory. Since the CHTCs have an
impact on the spatial distribution of the zones, they also directly influence
the charge computation enclosed in the heat exchanger, as calculated in
Eq. 3.52.

2. Reciprocally, any knowledge about the zones distribution or the charge en-
closed in a heat exchanger can help to identify the heat transfer coefficients.
This point is key finding of the present thesis. The modelling of the charge
provides a new criteria to determine the convective heat transfer coefficients
and helps to reduce overfitting issues.
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Best practice to calculate the convective heat transfer coefficients is generally
to employ state-of-the-art correlations as initial guess. The scientific literature
counts hundreds of papers to estimate convective coefficients for various HEX
technologies and flow configurations. These correlations often express the Nusselt
number (Nu = H · L/k) as a function of the flow conditions, the fluid proper-
ties and some geometrical parameters of the heat exchanger. Despite their large
number, there is not a reference correlation to simulate a specific scenario. In
most cases, existing correlations are purely empirical and calibrated to fit exper-
imental data gathered on specific test rigs. Their extrapolability to other fluids,
geometries or operating conditions is often controversial so multiple candidates
can be considered to simulate a single component. In this work, three different
heat exchangers have to be simulated. For each component, a review of the lit-
erature is conducted to select the best state-of-the-art correlations. As shown
hereunder, however, even the best predictive models do not perfectly match the
experimental observations. Therefore, a correction of these correlations is applied
so as to better simulate the heat exchangers, both in terms of heat transfer and
charge predictions.

3.4.3 Impact of the lubricant on the heat transfer perfor-
mance

Previously, the impact of the lubricant was highlighted through its influence on
the saturation characteristics of the working fluid. Additionally, the oil has also
an effect on the heat exchangers performance [136–139]. Experiments evidenced
both heat transfer enhancement and performance degradations due to the lubri-
cant. These opposite trends result from the complex impact of the lubricant on
multiple divergent parameters, which can either benefit or deteriorate the heat
transfer mechanisms (e.g. change of viscosity and surface tension, foaming im-
pact, influence on nucleation site and bubble diameter, etc.). The actual impact
of the lubricant is a resulting force of these different influences at specific operat-
ing conditions. Up to this date, there is no general model able to simply predict
such influences of the oil on the CHTCs. Considering this lack of knowledge and
the relatively limited oil circulation rate in the system, it is decided to neglect the
impact of the oil on the CHTCs calculation (i.e. the coefficients are computed
assuming a flow of pure working fluid in the heat exchangers). To account for
this aspect would require more fundamental investigations which are beyond the
scope of this thesis (but could be an interesting topic for prospective researches).
Acknowledging for this simplification, the next three sections present the method-
ology and the results gathered for modelling the recuperator, the condenser and
the evaporator, respectively.

3.5 Recuperator modelling
The first heat exchanger investigated is the recuperator of the ORC system. It is
a CB30 brazed plate heat exchanger from Alfa Laval and its geometric properties
are summarized in Table A.1. In a first step, the recuperator pressure drops are
correlated to the WF flow rate (as in Eq. 3.55) and the parameters identified
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to best fit the experimental data are provided in Table B.5. Afterwards, the
modelling of both its heat transfer and charge enclosure is conducted, as presented
hereunder.

3.5.1 Heat transfer predictions
The recuperator is an internal heat exchanger aiming to preheat the cold
high-pressure liquid getting in the evaporator with the hot low-pressure vapour
coming from the expander outlet. Under nominal conditions, single-phase flows
are to be found on both hot and cold sides. In off-design operation, however,
wet-desuperheating and even condensation can occur on the hot side. Therefore,
two types of convective heat transfer coefficients need to be assessed, i.e. for
single-phase (liquid and vapour) and condensing conditions. The scientific liter-
ature counts many correlations to evaluate single-phase CHTCs (convective heat
transfer coefficients) in plate heat exchangers. An extensive review is proposed
by Ayub [140] which refers to more than 30 models. In this work, three of the
most quoted correlations for ORC modelling are selected, namely the models
of Martin [141], of Thonon et al. [142] and of Wanniarachchi et al. [143]. All
three candidates are geometry-dependent and cover a large range of conditions.
Regarding the condensation process, fewer correlations have been proposed in
the literature. An extensive review of condensing correlations in BPHEXs was
conducted by Eldeeb et al. [144] which reported nine different models. Based
on their analysis, three candidates of different backgrounds are selected, namely
the models of Shah [145], of Han et al. [146] and of Longo et al [147]. The
model of Shah was originally developed for condensing flows inside horizontal,
vertical and inclined circular pipes. However, given the large database used for
its development, this correlation is widely accepted in engineering calculations
of plate heat exchanger [144]. The model proposed by Han et al. [146] is the
first geometry-dependent model published in the literature. Although developed
with data of R410 and R22, numerous works reported its use for other fluids.
Finally, the model of Longo et al. [147] constitutes the most advanced approach.
It identifies two condensing regimes, namely gravity-controlled and forced
convection, whose transition is at an equivalent Reynolds number around 1600.
Longo’s correlations are developed with a large set of fluids (HFC, HCFC, HC
and HFO refrigerants) and validated over an even wider database. For further
details, Table B.2 summarizes the constitutive equations, validity ranges and
other details of these six models (see in Appendix B.5).

The six correlations are implemented in the heat exchanger model presented
in Section 3.4 and their predictions are confronted to the experimental measure-
ments. Ultimately, 9 different models are evaluated (i.e. 3 single-phase models
combined to 3 condensation correlations). Among all the candidates tested, the
model coupling Martin’s and Longo’s correlations fits the best the thermal per-
formance. As illustrated in Figure 3.18, this combination of correlations predicts
very well high-capacity conditions but tempts to significantly overestimate lower
heat transfers (i.e. when Q̇rec < 3000W ). These low-capacity points correspond
to reduced flow conditions characterized by a very small Reynolds number of
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Figure 3.18: Experimental vs. simulated heat transfer in the recuperator
(Martin’s single-phase + Longo’s condensing correlations).

the cold liquid fluid (Rec < 60). In such low-Reynolds conditions, Martin’s cor-
relation appears to largely overpredict the convective heat transfer coefficients.
Therefore, the development of a more general law, valid for a wider range of con-
ditions, is to be sought. To this end, the experimental measurements related to
the recuperator are taken as reference. Because a single-phase correlation is de-
sired, all the points featuring a wet-desuperheating or a condensation regime are
discarded. Accounting for single-phase conditions only, the global heat transfer
coefficient of the recuperator is directly computed since the entire surface area is
dedicated to a unique zone, i.e.

Usp,rec = Q̇rec

Arec∆Tln,exp
(3.63)

Considering that Martin’s correlation properly predicts CHTCs in high-Reynolds
conditions, it can be used to evaluate the Nusselt number of the hot vapour flow.
Knowing the hot-side heat transfer coefficient, the Nusselt number of the cold
fluid is easily identified from the global heat transfer coefficient, i.e.

Nuc = Dh

kc

(
Usp,rec −

Dh

Nuh · kh
− t

kw
−Rf,c −Rf,h

)−1
(3.64)

where fouling resistances Rf,c/Rf,h are taken from the manufacturer datasheet.
Figure 3.19 compares Martin’s predictions to the experimental measurements and
evidences the overestimation committed at low-Reynolds conditions for the liquid
flow. In order to better fit these data, the single-phase CHTCs of the recuperator
can be estimated as

Nu = 0.199RemPr1/3
(
µ

µw

)n
m = 0.7399− 83.1Re−1.25

(3.65)

where n is equal to 0.16667 (resp. 0) for liquid (resp. vapour) conditions. This
new equation constitutes an extension of Martin’s initial correlation and is cal-
ibrated with Reynolds numbers ranging from 2 to 6000. It replicates Martin’s
predictions for high Reynolds condition (i.e. for the vapour flow) while providing
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Figure 3.19: Comparison of CHTC predicted by Martin’s correlation vs.
experimental mesurement.
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Figure 3.20: Experimental vs. simulated heat transfer in the recuperator
(new single-phase + Longo’s condensing correlations).

a much better fit in strong laminar conditions (i.e. for the liquid at low mass
flow rate). The recuperator model is ultimately obtained by coupling the new
single-phase correlation of Eq. 3.65 with Longo’s condensing model. The heat
transfer predictions gathered for all the points are compared to the experimental
dataset in Figure 3.20. On average, the deviation committed on the total heat
transfer is lower than 11%, which is substantially better than the original model
(MAPE4>20%).

3.5.2 Charge predictions
Regarding the charge predictions, there is a very little impact of the void fraction
since the flows are mostly in single-phase conditions. Figure 3.21a compares
the six candidates presented in Section 3.3, namely the void fraction models
of Zivi, Lockhart-Martinelli, Premoli, Hughmark and Graham. As seen, Zivi’s
model presents slightly better results than the others. Figure 3.21b compares the
charge estimation gathered when using this void fraction model with the load

4MAPEY = 1
N

∑N
i=1

∣∣∣Yexp−Ysim

Yexp

∣∣∣
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Figure 3.21: Charge prediction in the recuperator.

cell measurements. The model predictions comply very well with the averaged
value recorded on the test rig (1.45 kg) and most of the points are retrieved with
a 10% deviation. However, the load cell measurements evidence a much wider
charge variation (1-1.8 kg) than the simulation predictions (1.35-1.45 kg). This
difference is rather due to an oversensitivity of the load cell measurement than
an error of charge modelling. As mentioned above, most of the points feature
single-phase conditions on both sides of the recuperator. In such situation, the
charge calculation is unambiguous (no uncertainty neither on the density nor on
the spatial distribution) and can be considered with confidence. The wider span
observed with the charge measurements is therefore due to a sensor issue. Those
deviations are likely due to unconsidered phenomena in the load cell data post-
treatment (e.g. the influence of the pipe temperature - like in the evaporator) and
the use of a high-capacity sensor ([0-50] kg) to record small charge variations in
the recuperator (<200 g). This behaviour confirms the conclusions presented in
Chapter 2 regarding the limited accuracy of such an on-line charge measurement
method. The load cells permit to capture the gross charge distribution, but not
to record values in details.

3.6 Condenser modelling
The condenser is an air-cooled finned coil heat exchanger developed by Alfa Laval
(model Solar Junior 121). It is made of 13 parallel tubes, each effectuating 12
passes, which are spread in a matrix of plain fins (cfr Figure 2.6). Ambient air
is pulsed with a fan to condensate the hot working fluid and the streams have
a cross-flow configuration. Like for the recuperator, the pressure drops are first
correlated to the WF mass flow rate, as in Eq. 3.55, and the parameters identified
from the reference database are provided in Table B.5. The modelling of both
the heat transfer and the charge are then discussed separately.
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3.6.1 Heat transfer predictions
Convective heat transfer coefficients of three flow regimes must be assessed,
namely for single-phase and condensing conditions of the working fluid, so as
for the air flow across the fins and the tubes. Single-phase flows inside smooth
tubes constitutes probably the best known situation in the literature. In this
work, a single candidate is considered given the large credit recognized for its
heat transfer predictions and its wide range of validity. This model is the one
of Gnielinski. For each of the other flow regimes (i.e. the condensation of the
working fluid and the air flow), two candidates are selected from well-quoted cor-
relations in the literature, namely the models of Shah [145] and of Cavallini [148]
for the condensation, and the models of Wang [149] and of the VDI [150]
for the air flow. Constitutive equations and other details of these different
models are summarized in Table B.3. Ultimately, four different models of the
condenser are evaluated (i.e. every combination between the two condensing
models and the two air-flow correlations) and compared to the experimental data.

To assess the validity of the different models, their predictions are discussed in
terms of heat transfer and temperature profile distribution. Indeed, the temper-
ature profiles simulated for the working fluid can be compared to the IR imaging
gathered during the campaign. In order to quantify the compliance between the
two profiles, the error committed on predicting the spatial fraction of each zone
is evaluated as

δAv = Av,sim − Av,IR
Acd,tot

(3.66)

δAl = Al,sim − Al,IR
Acd,tot

(3.67)

δAtp = Atp,sim − Atp,IR
Acd,tot

(3.68)

where Acd,tot is the total surface area of the condenser and Aj,sim/Aj,IR are the
areas predicted and experimentally monitored for the different zones. Accounting
for both criteria (fitting of Q̇ and proper zone distribution), the best candidate
among the four options investigated is the model coupling the correlations of
Gnielinski, Wang and Cavallini. Figure 3.22 compares its predictions to the
experimental data and a relatively good fitting is witnessed. In order to further
improve the model agreements, the CHTC correlations are tuned so as to better
fit the experimental data. To this end, each correlation is simply scaled by a
constant factor cj as proposed in [46], i.e.

Nu∗j = cjNuj (3.69)

where Nuj is the original Nusselt number predicted by the correlation. The
calibration of the cj factors is conducted by minimizing the residuals committed
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Figure 3.22: Heat transfer predictions of the original condenser model
(Gnienski’s + Cavallini’s + Wang’s correlations).

on both the heat transfer and temperature profile predictions, i.e.

min
cj

F = Ψ

√√√√ N∑
i=1

(
Q̇sim,i − Q̇exp,i

Q̇exp,max − Q̇exp,min

)2

+ Ω
3N

N∑
i=1

(|δAl,i|+ |δAtp,i|+ |δAv,i|)

(3.70)

where Ω and Ψ are two scaling values giving the same weight at both criteria.
The correction factors identified by this optimization are specified in Table B.5
and the results gathered with such tuned correlations are shown in Figure 3.23.
As highlighted, a better agreement is now observed for both heat transfer and
spatial distribution predictions.
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Figure 3.23: Heat transfer predictions after correction of the condenser
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Figure 3.24: Charge calculation in the condenser.

3.6.2 Charge predictions
The correction applied to the original CHTC correlations permits to replicate
at best the zones distribution in the condenser. However, the charge computa-
tion also requires to properly calculate the density in the condensing region. To
this end, the six void fractions models presented previously are tested and com-
pared to the load cell charge measurements. Figure 3.24a compares the residuals
committed by each of these correlations and Graham’s model appears to be the
best candidate. This result is not surprising considering that Graham’s model
is the only one developed specifically for condensing refrigerants. A parity plot
comparing its charge predictions with the actual measurements is provided in Fig-
ure 3.24b. As shown with the different markers and the profiles in Figure 3.25,
the deviations are mostly due to remaining mispredictions of the liquid zone dis-
tributions. For instance, blue-triangle markers correspond to conditions in which
the condenser model overestimates the liquid zone fraction (cfr Figure 3.25b). In
such case, the charge predicted by the model is much higher than the actual mea-
surements. Green-squared symbols, on the other hand, represent points for which
the simulated liquid zone is smaller than in the IR imaging (cfr Figure 3.25c),
which results in an underprediction of the enclosed charge. The points for which
the liquid zone fraction is properly assessed (i.e. the blue circles in Figure 3.24b
and the profile in Figure 3.25a), however, fits well the charge measurements. For
those points, the charge is predicted within a mean error lower than 15%. These
results may appear disappointing but must be understood carefully. Indeed, the
charge predictions presented above are obtained while imposing the supply con-
ditions in the condenser model. In such conditions, a very little error on the heat
transfer can lead to significant deviations regarding the liquid zone occupation,
and by extension on the charge predictions. Interestingly, when the condenser
model is integrated within the ORC model (see Section 3.12), its predictions are
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(a) Proper prediction of zones distribution.

(b) Overestimation of the liquid zone.

(c) Underestimation of the liquid zone.

Figure 3.25: Temperature profiles corresponding to the points A, B and
C in Figure 3.24b - simulated results vs. data obtained by IR imaging. The
background colors correspond to the actual zone distribution obtained by
the IR profiles (yellow = vapour, green = condensation, blue = liquid).
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much better. In such case, the supply conditions of the condenser model are
not imposed anymore, but the ORC model automatically converges to a solution
which respects the condenser charge inventory. This results is latter evidenced in
Figure 3.45b and confirms the reliability of the condenser model.

3.7 Evaporator modelling
The last heat exchanger to be discussed is the evaporator. It is a brazed plate heat
exchanger CB76 from Alfa Laval and its geometrical parameters are reported in
Table A.1. The role of the evaporator is to vaporize the working fluid by means
of the hot thermal oil coming from a boiler. The hydraulics characterizing this
secondary heat transfer fluid play a primary role in the heat transfer performance
of the evaporator. Any uncertainty on its convective heat transfer coefficient can
bias the modelling of the working fluid and its charge enclosure. Therefore, the
study of the evaporator first begins by a proper characterization of the thermal
oil.

3.7.1 Thermal oil heat transfer coefficient
Because of the high number of parallel channels (48 for the oil) and its limited
flow rate, the thermal oil presents very low Reynolds numbers in most operating
conditions (Rehtf,ev,max < 70). Such low values are far below validity ranges of
state-of-the-art correlations and no proper candidate from the literature could
be identified. Consequently, the convective coefficients of the thermal oil are
re-identified experimentally and another set of tests is conducted on the evapo-
rator only. After the main experimental campaign presented in Chapter 2, the
evaporator is disconnected from the ORC unit and reconnected as depicted in
Figure 3.26. In this new configuration, the heat transfer fluid coming from the
boiler is circulated on the evaporator hot side, cooled down in an auxiliary HEX,

V
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Boiler 
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Boiler 
inlet

EV
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Figure 3.26: New set-up for characterizing the thermal oil convective
heat transfer coefficients.
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Figure 3.27: Experimental vs. predicted heat transfer coefficients with
a single set of parameters ( C1 = 0.31 and C2 = 0.68).

recirculated on the cold side, and finally sent back to the boiler. Using this set
up, 55 new experimental tests are conducted by varying the oil mass flow and
temperatures. Based on these data, a best regression fit is conducted to identify
the empirical coefficients C1 and C2 of a standard convective correlation, i.e.

Nu = C1 ·ReC2 · Pr1/3 (µ/µw)0.14 (3.71)

in order to minimize the deviations (RMSE) between the experimental and the
simulated global heat transfer coefficients given by

Uexp = Q̇exp

Aev∆Tln
(3.72)

Usim =
(

Dh

Nuh · kh
+ Dh

Nuc · kc
+ t

kw
+Rf,c +Rf,h

)−1
(3.73)

In a first attempt, a single set of coefficients C1 and C2 is calibrated to fit
the entire dataset and the results are depicted in Figure 3.27. As observed, a
single heat transfer correlation fails to perfectly replicate the experimental obser-
vations, especially in low-capacity conditions. To get a better match, a piecewise
calibration of Eq. 3.71 is performed for different ranges of Reynolds number. Ob-
viously, a much better fit of the experimental data is obtained (Figure 3.28a) but
the true interest is about the evolution of the parameters C1 and C2 as a func-
tion of the Reynolds number (Figure 3.28b). At “high” Reynolds number (i.e.
Re>40), a typical set of parameters for turbulent flows is retrieved (C1 = 0.24,
C2 = 0.76). Indeed, even if the Reynolds numbers correspond to laminar condi-
tions (i.e. Re� 2300), the internal corrugations of the plates induce turbulences
at low flow rates. However, once the Reynolds number is decreased below a cer-
tain threshold (Re≈ 20), the optimal value identified for the parameter C1 (resp.
C2) increases (resp. decreases) as illustrated in Figure 3.28b. This behaviour
evidences a regime transition between turbulent and laminar flows, as already
witnessed for the recuperator (see page 98). At very low Reynolds number
(Re<5), any calibration of Eq. 3.71 actually fails to replicate the experimental
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Figure 3.28: Piecewise calibration of the convective heat transfer coeffi-
cients of the thermal oil.

data. Instead, a constant value of the Nusselt number (identified to be 4.55)
provides a much better fit which corroborates very well with common values of
pure laminar conditions [151]. It is worth mentioning that a similar dependency
between the parameters in Eq. 3.71 and the Reynolds number has been identified
in other state-of-the-art correlations [152–154]. In order to implement a smooth
change of C1 and C2 in the transition regime, power functions of the Reynolds
number are calibrated as shown in Figure 3.28b. Ultimately, the heat transfer
coefficient of the thermal oil is correlated as

Nu = max(Nu0, Nu1)⇔


Nu0 = 4.55
Nu1 = C1 ·ReC2 · Pr1/3 (µ/µw)0.14

C1 = 2236 ·Re−4.66 + 0.216
C2 = −6.9 ·Re−2.64 + 0.809

(3.74)

where the Reynolds and Prandtl numbers are computed with mean fluid prop-
erties. For the sake of comparison, this new correlation is confronted to the
experimental data and other correlations from the literature in Figure 3.29. As
seen, the new correlation clearly outstrips the other candidates, even the correla-
tion proposed by Muley et al. [155] which was specifically developed for viscous
laminar flows in chevron plate heat exchanger. This new correlation will therefore
be used in the next sections to characterize the thermal oil in the evaporator.

3.7.2 Heat transfer and charge predictions
Now that the oil-side is properly characterized, the working fluid can be investi-
gated. Like for the two previous heat exchangers, pressure drops of the working
fluid are first correlated to its mass flow rate (Eq. 3.55) and the parameters
identified from the measurements are given in Table B.5. The convective heat
transfer coefficients are then sought. The same single-phase correlations that of
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Figure 3.29: Experimental vs. simulated global heat transfer coefficients
of the evaporator for the second set of tests (comparison with several mod-

els of the literature and the new correlation).

the recuperator are considered to simulate the evaporator, namely the models of
Martin [141], of Thonon et al. [142], of Wanniaracchi et al. [143] and of Dong et
al. [156]. Regarding the evaporating process, five models of different backgrounds
(i.e. including both nucleate and convective phenomena) are selected from the
literature, namely the boiling correlations proposed by Han et al. [157], Amalfi
et al. [158], Longo et al. [159], Dong et al. [156] and Cooper [160]. Finally, the
dry-out incipience quality is computed with Kim’s equation, as presented earlier
in Eq. 3.60. Constitutive equations of these different models are provided in
Table B.4 and all their details can be found in the corresponding references.

As for the other heat exchangers, every combination between each indepen-
dent correlation is tested and compared to the experimental data. Out of the
twenty candidates investigated (four single-phase correlations coupled to five boil-
ing models), the combination of Dong’s single-phase and Han’s boiling correla-
tions leads to the best fit in terms of heat transfer. However, even with this
model, perceptible overrating of the heat exchanger performance are committed
(Figure 3.30a). Although not tremendous, such errors on the heat transfer highly
penalize the charge predictions. By overestimating the evaporator capacity, a
larger fraction of the heat exchanger is dedicated to the vapour zone which sig-
nificantly under-evaluates the mass of fluid enclosed in the component, and this
whatever the assumption made on the void fraction (Figure 3.30b).

In order to refine the model predictions, the convective heat transfer corre-
lations are adjusted like for the condenser. More specifically, each correlation
is simply scaled by a constant factor cj as in Eq. 3.69. Since there is no direct
measurement of the zones repartition in the evaporator, the charge is used as a
second criteria to identify the heat transfer coefficients. More specifically, the
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Figure 3.30: Comparison of the experimental measurements and the
predictions of the original evaporator model (Dong’s single-phase + Han’s
boiling + HTF-S2P + Kim dry-out inception + Premoli’s void fraction).

correction factors cj are calibrated so as to minimize both residuals committed
on the heat transfer and on the charge predictions, i.e.

min
cj

F = Ψ

√√√√ N∑
i=1

(
Q̇sim,i − Q̇exp,i

Q̇exp,max − Q̇exp,min

)2

︸ ︷︷ ︸
NRMSEQ̇

+Ω

√√√√ N∑
i=1

(
Msim,i −Mexp,i

Mexp,max −Mexp,min

)2

︸ ︷︷ ︸
NRMSEM

(3.75)

where Ψ and Ω are two scaling factors giving the same weight to each criteria.
Because the void fraction also impacts the charge calculation in Eq. 3.75, this
minimization is conducted with the different void fraction models considered in
this work. Out of the different options investigated, Premoli’s void fraction led to
the best results and the correction factors identified for the various correlations
are summarized in Table B.4. Figure 3.31 illustrates the heat transfer and the
charge predictions gathered with this calibrated model. In comparison to the
initial case, a much better fit of the experimental data is obtained. The mean
deviations committed on the heat transfer and the charge predictions are now
within 1.9 and 11 %, respectively.

3.8 Expander modelling
The expansion device that transforms the fluid energy into electricity is an au-
tomotive AC scroll compressor converted to run as an expander. Its main char-
acteristics are summarized in Table A.1. The performance of an ORC power
system being strongly correlated with that of the expansion device, a proper
prediction of its off-design performance is of utmost importance. Here again,
various modelling approaches have been developed to simulate such volumetric
machines. The simplest approaches consist in using analytical equations to repli-
cate performance mappings. Various types of equations have been proposed in
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Figure 3.31: Experimental vs. simulated results of the evaporator model
after tuning the correlations (Dong’s single-phase, Han’s boiling, HTF-S2P,

Kim’s dry-out inception and Premoli’s void fraction).

the literature, ranging from simple quadratic polynomials to characterize the ma-
chine efficiencies [161] to more advanced formulations [27, 162]. Although fast to
implement and to evaluate, those models often lack of extrapolation capabilities if
they are used out of the calibration range [30]. Oppositely, deterministic models
have been developed to account for the exact scrolls geometry and to simulate
the actual phenomena occurring during the expansion process (e.g. [163–166]).
These models generally discretize the expansion process along the revolution of
the orbiting scroll. For every step of the orbiting angle, the chambers geometry is
computed and both the mass and energy balances are solved in every expansion
pocket. To this end, models of variable complexity are implemented to account
for the various leakages, heat transfers, pressure drops and mechanical frictions
occurring in the machine. Ultimately, the most complex tools to simulate scroll
expanders rely on finite element methods (FEM) and computational fluid dy-
namics (CFD). Although very accurate, such computationally intensive methods
are not applicable for system-level analysis and are limited to the study of very
specific phenomena in the machine (e.g. see [167, 168]).

In this work, a third modelling approach which offers a good trade-off be-
tween the analytical and the deterministic models is employed. Referred to as
semi-empirical, this method relies on a limited number of physically-meaningful
equations so as to mimic the actual functioning of the component. The concep-
tual scheme of the expander model is shown in Figure 3.32. It is inspired from the
well-known grey-box model proposed by Lemort et al. [169] which decomposes
the expansion process in a volumetric machine into the following steps:

• su⇒ su1 : an adiabatic supply pressure drop;

• su1 ⇒ su2 : an isobaric supply cooling-down;

• su2 ⇒ ad : an isentropic expansion to the adapted pressure (imposed by
the built-in volume ratio of the expander);
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• ad⇒ ex1 : an adiabatic expansion at constant specific volume;

• su2 ⇒ ex1 : a leakage flow simulated as a stream through a simply conver-
gent nozzle;

• ex1 ⇒ ex : an isobaric exhaust heating-up;

This simple formalism allows to explicitly account for under- and over-expansion
losses, internal leakages, electro-mechanical losses, pressure drops and heat trans-
fers. The governing equations and a complete description of the model philosophy
can be found in the initial references [169, 170]. For the interested reader, the
model is also available in the ORCmKit library. This modelling approach has
been extensively used in the literature to simulate scroll expanders (e.g. [171–
173]) and other types of volumetric machines (e.g. [28, 174, 175]). Besides its
versatility to model different technologies, a crucial feature of this method is its
ability to properly extrapolate the machine behaviour out of the calibration train-
ing set. As demonstrated by the author and collaborators in [30, 176], such a
semi-empirical model manages to predict the expander behaviour even if used in
extrapolated conditions. As depicted in Figure 3.32, the original expander model
(which corresponds to the black lines) is slightly improved so as to account for
the lubricant. More specifically, the model decomposes the flowing mixture at
the supply port into two separate streams of lubricant and pure R245fa, i.e.

ṁtothmix,su = ṁwf,suhwf,su + ṁoil,suhoil,su (3.76)
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with

ṁoil,su = κoil ṁtot (3.77)
ṁwf,su = (1− κoil) ṁtot (3.78)
hwf,su = (1− xsu) hwf,l,su + xsu hwf,v,su (3.79)

where the quality xsu and the various enthalpies are computed following the
mixture model presented in Section 3.2. The standard multi-step model is then
applied to the pure working fluid only while the oil is simply simulated as an
incompressible fluid expanded between the supply and exhaust pressures. The
total power generation is thus given by

Ẇtot = Ẇwf,1 + Ẇwf,2 + Ẇoil (3.80)

where Ẇwf,1 and Ẇwf,2 are the power outputs during the isentropic and isochoric
expansions of the pure working fluid, while Ẇoil is the power due to the expansion
of the lubricant (=V̇oil∆P ). The model then re-mixes the lubricant and pure
R245fa streams at the outlet port. Additionally, the influence of the oil is also
taken into account when modelling the working fluid leakages. As observed in
the experimental data, the lubricant acts as a sealing agent which enhances the
expander volumetric efficiency. Therefore, the nozzle area (Alk) used to represent
the R245fa leakages is correlated with the oil circulation rate κoil i.e.

Alk = Alk,0(1−Klkκoil) (3.81)

where Klk is another parameter of the model. Ultimately, the model includes
eight parameters that must be identified from the experimental data. To this
end, a multivariate optimization is conducted with a derivative-free algorithm so
as to minimize a global residual function, i.e.

res = 1
3N

(
N∑
i

∣∣∣∣∣ṁtot,sim − ṁexp

ṁexp

∣∣∣∣∣+
N∑
i

∣∣∣∣∣Ẇtot,sim − Ẇexp

Ẇexp

∣∣∣∣∣
+

N∑
i

∣∣∣∣∣ Tex,sim − Tex,exp
max(Tex,exp)−min(Tex,exp)

∣∣∣∣∣
)

(3.82)

where ṁexp, Ẇexp and Tex,exp are the total mass flow rate, power output and
exhaust temperature measured experimentally. The parameters identified after
calibration are given in Table B.5 and Figure 3.33 compares the model outputs
with the reference data. On average, the errors committed on the power out-
put and mass flow rate predictions are lower than 7% and 3% respectively. The
deviations regarding the exhaust temperature predictions are lower than 0.8oC.
For the sake of comparison, Figure 3.33 also depicts the model predictions if the
lubricant is neglected in the simulations. As seen, the impact on the power out-
put is negligible given the low contribution of the oil on the power generation.
However, significant deviations on the mass flow rate and exhaust temperature
predictions can be observed when the fluid superheating is low. In such condi-
tions, the assumption of a pure working fluid leads to inaccurate results since the
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Figure 3.33: Parity plots between the model predictions and the exper-
imental database (with and without accounting for the oil).

actual state of the R245fa/POE mixture is in two-phase. Although providing a
good fit of the experimental data, the proposed approach to account for the oil
remains simplistic. The model considers the lubricant and the working fluid as
two separate media (which is not the case in practice) and neglects the impact
of the lubricant on the mechanical losses. The proper modelling of these aspects
goes beyond the scope of this thesis but should be further investigated in future
works. To conclude with the expander, the contribution of the various losses
as estimated by the semi-empirical model is depicted in Figure 3.34. The fixed
built-in volume ratio of the expander induced over and under-expansion losses
decreasing down to 20% the machine isentropic efficiency. The two main drops
of performance are due to the (electro-) mechanical losses and the fluid leakages,
each contributing to a 15% decrease of the expander efficiency. Heat transfers are
less important (∆εis,exp ≈ 6%) and the supply pressure drop is marginal at high
pressure ratio.
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3.9 Pump modelling
The pump used in the ORC unit is a multi-diaphragm G13 XMBJHFEMA man-
ufactured by HydraCell [177] whose main specifications are summarized in Ta-
ble A.1. For the same reasons mentioned in the expander section, the pump is
simulated with a simple grey-box model developed by the author [161]. The effec-
tive mass flow rate delivered by the pump is calculated as an ideal mass flow rate
to which an internal recirculation flow is deduced. The mass flow characterizing
the leakages is modelled as an incompressible flow through an equivalent orifice,
which results in

ṁpp = ηcav

(ρsu,ppNppVsw,pp)︸ ︷︷ ︸
ṁideal,pp

− (Alk
√

2ρsu,pp∆Ppp)︸ ︷︷ ︸
ṁleakage,pp

 (3.83)

where ∆Ppp is the pressure difference between the outlet and inlet of the pump,
ρsu,pp is the inlet density of the fluid, Npp is the rotational speed, Vsw,pp is the pump
swept volume and Alk is the surface area of the equivalent leakage orifice. The
term ηcav is a volumetric efficiency that accounts for the impact of cavitation.
As proposed by Landelle [25, 178], the drop of flow during cavitation can be
estimated as

ηcav = 1− 0.03(NPSHa/NPSHr) (3.84)

where NPSHa and NPSHr are the available and the requested suction heads
at the pump inlet. As shown in Figure 3.35, the cavitation efficiency is equal
to one as long a sufficient NPSH is present and features a 3% drop (i.e. when
the cavitation begins) when the available suction head falls to the minimum
requested value. The dependency of NPSHr as a function of the rotational speed
is retrieved from the manufacturer datasheet [177]. The purpose of this simple
model is only to implement a drop of mass flow in case of cavitation. The actual
loss of performance may not fit exactly the curves depicted in Figure 3.35 but the
lack of data in cavitation does not permit to get a better model. Regarding the
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Figure 3.36: Parity plots between the three outputs of the pump model
and the reference database.

electrical consumption of the pump, it is calculated by adding electro-mechanical
losses to the isentropic power. These losses are calculated by means of constant
losses W0 added to a term proportional (K0) to the ideal compression work, i.e.

Ẇpp = Ẇ0 + (1 +K0) [(ṁpp/ρsu,pp) ∆Ppp] (3.85)

The exhaust enthalpy is simply given assuming a constant hydraulic pump effi-
ciency, i.e.

hex,pp = hsu,pp + hex,s,pp − hsu,pp
ηhyd

(3.86)

where hex,s,pp is the isentropic enthalpy at the pump outlet. The four parameters
Alk, K0, Ẇ0 and ηhyd are calibrated using the reference experimental data. Parity
plots of the model outputs after its calibration are provided in Figure 3.36. On
average, the deviations committed on predicting the mass flow rate and the power
consumption are lower than 0.7% and 7.5% respectively. The mispredictions
regarding the exhaust temperature are kept within 0.7oC. Finally, the charge of
fluid is computed similarly as in the expander, i.e. assuming a mean fluid density
and applying Eq. 3.19.

3.10 Liquid receiver modelling
The liquid receiver (LR) is a single tank placed at the condenser outlet and used
as a buffer reservoir. As demonstrated below, its goal in normal conditions is to
ensure a saturated liquid state at the condenser outlet and to damp mass transfer
in off-design conditions. In this work, the modelling of the liquid receiver neglects
heat losses to the environment and hydrostatic effects due to the height of liquid
(i.e. the pressure is assumed uniform through the liquid receiver). Considering a
steady-state operation and the conservation laws of mass, energy and momentum,
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LLR

Xsu,LR = 0
Xex,LR = 0

Figure 3.37: Scheme of the liquid receiver

the liquid receiver is simply simulated i.e.

hsu,LR = hex,LR (3.87)
Psu,LR = Pex,LR (3.88)

The mass of fluid stored in the reservoir is not as straightforward to assess. Indeed,
the level of liquid (defined as LLR = Vl/VLR) varies as a function of the operating
conditions and directly influences the amount of refrigerant enclosed in the tank.
In order to predict the level of liquid in the receiver, the model is based on the
following hypotheses:

1. In stabilized regimes, the presence of a partial liquid level (i.e. LLR ∈]0, 1[)
imposes the enclosed fluid to be in two-phase equilibrium.

2. Due to gravity and the absence of any entrainment effect, saturated liquid
lays at the bottom of the tank while vapour remains at the top.

3. If there is a liquid level, only a liquid phase can be extracted since the
extraction port is placed at the bottom of the tank (dip tube, as depicted
in Figure 3.37).

4. In steady-state conditions, the liquid level is constant and the mass balance
implies an equality between the supply and the exhaust mass flow rates, i.e.

ṁsu,LR = ṁex,LR (3.89)

Although trivial individually, the combination of these four postulates leads
to one important feature of the system: in steady-state operation (and in the
absence of non-condensing gases), a liquid receiver may be a partially filled (i.e.
LLR ∈]0, 1[) only if a saturated liquid enters and leaves the reservoir. Indeed, if
a sub-cooled fluid is supplied to the tank, a two-phase equilibrium cannot exist
(cfr postulate 1) and the liquid reservoir must be filled by sub-cooled fluid. If
a superheated vapour enters the receiver, the same conclusion can be drawn.
Finally, if a two-phase mixture enters the reservoir (e.g. with a fluid quality
xsu,LR = 0.2), a liquid-vapour equilibrium could exist. However, the exhaust port
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Figure 3.38: Charge of fluid recorded experimentally in the liquid re-
ceiver vs. values estimated theoretically.

extracting a saturated liquid only (cfr postulate 3), the receiver mass balance
would be violated (since xex,LR = 0). In order to respect the fourth postulate, a
liquid phase cannot reside in the tank and the reservoir must be filled of saturated
vapour fluid. Based on this analysis, the mass of working fluid in the receiver is
calculated as follows:

MLR =


VLR · ρsu,LR if hsu,LR < h(x = 0, P = Psu,LR)
VLR · [LLR · ρl + (1− LLR) · ρv] if xsu,LR = 0
VLR · ρv if xsu,LR ∈]0, 1]
VLR · ρsu,LR if hsu,LR > h(x = 1, P = Psu,LR)

(3.90)

where LLR is the liquid level and ρl (resp. ρv) is the saturated liquid (resp.
vapour) density of the fluid at the supply pressure. Figure 3.38 compares the
charge of fluid recorded experimentally (by means of the load cell) and the theo-
retical value obtained with Eq. 3.90 (based on a visual observation of the liquid
level). A good match is observed with a mean deviation lower than 1.5%. It
is important to note that under normal operating conditions, the receiver is in-
tended to be partially filled of liquid and it imposes a fluid subcooling of zero at
the condenser outlet. In such conditions, the level of liquid LLR is given by the
over amount of working fluid that is not spread in the rest of the system. If the
charge of fluid is not properly chosen or if the ORC system is operating in strong
off-design conditions, the receiver can be completely flooded or emptied. For a
given operating pressure, Figure 3.39 illustrates the mass of refrigerant enclosed
in the liquid receiver as a function of the fluid supply enthalpy. It can be seen
that a large discontinuity in the mass profile occurs when the fluid reaches its
saturated liquid state (i.e. xsu,LR = 0). As further discussed in Section 3.12, this
discontinuity leads to numerical issues when modelling the entire ORC system.
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Figure 3.39: Mass enclosed in the liquid receiver as a function of the
fluid supply enthalpy (for a supply pressure of 3 bar).

3.11 Pipings modelling
Besides of the active components constituting the ORC system, the interconnect-
ing pipelines are also taken into account. For individual sections, the pressure
drops are simulated as a power function of the mass flow rate while the ambient
heat losses are accounted with a single coefficient AUpipe, i.e.

∆Ppipe = Kpipeṁ
Bpipe (3.91)

Q̇pipe = AUpipe(Tsu,pipe − Tamb) (3.92)

The model parameters identified for different sections of the test rig are reported
in Table B.5. Aside of these thermohydraulic losses, the amount of fluid
enclosed in the various pipelines is also taken into account. Indeed, for both
the experimental data reconciliation and the charge-sensitive ORC model, a
proper estimation of the working fluid and the lubricant charges is required.
To this end, the fundamental equations presented in Section 3.3 still apply. In
presence of a liquid flow, the charge solely depends on the pipe volume and
the liquid density (see Eq. 3.19). In case of two-phase conditions, the model is
slightly more complex and requires a void fraction estimation (cfr Eq. 3.25). A
particular concern is given in properly handling vapour-dominant flows. While
a R245fa/POE mixture virtually never reaches a superheated vapour state,
the void fraction models presented earlier (e.g. the models of Zivi, Premoli,
Hughmark, etc.) cannot be applied at high apparent superheating. In such
conditions, most of the working fluid is in vapour phase and the liquid flow
includes mainly the lubricant. However, the hydraulic interactions between such
a viscous liquid phase and a vapour core largely differ to those of a saturated
flow. In order to estimate at best the fluid retention in the pipes, including at
high apparent superheating, a more complex model is implemented.
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Figure 3.40: Force balance
in an annular flow.

Symbol Name
α void fraction
δ liquid film thickness
δ+(= δ/D) dimensionless film thickness
dP/dz pressure gradient
fi interfacial friction factor
fs smooth pipe friction factor
gz gravity
G mass flux
µl liquid viscosity
ρl liquid density
ρv vapour density
R(= D/2) pipe radius
τi interfacial shear stress
u axial velocity

Table 3.1: Nomenclature of
the pipe model.

Many experiments about oil/refrigerant flows have been published in the lit-
erature [100, 179–181]. These studies mainly aim to assess the oil retention
occurring in pipelines of HVAC systems under various operating conditions. Out
of these experiments, it has been witnessed that refrigerant/lubricant mixtures
mostly circulate in an annular flow configuration when the mass flux is suffi-
ciently high. In such an annular flow regime, the void fraction characterizing the
vapour-liquid interactions can be expressed by

α = Av/Atot =
(
D − δ
D

)2

(3.93)

where D is the pipe diameter and δ is the liquid film thickness along the wall.
In this work, the film thickness is estimated by analytically resolving the Navier-
Stokes equation in the pipeline. To simplify its resolution, the following assump-
tions are made, i.e

• the flow is steady-state, fully developed and adiabatic;

• the annular flow is axisymmetric and the liquid film thickness is uniform;

• the effect of oil droplets entrainment is ignored;

For the sake of conciseness, only the final equation is presented hereunder. The
detailed development leading to this expression is provided in Appendix B.8.
Considering the situation in Figure 3.40 and the nomenclature of Table 3.1, the
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liquid mass flow rate can be correlated with the film thickness by

ṁl = 2πρl
µl

[(
τi (R− δ) +

(
(R− δ)2

2

(
dP

dz
+ ρlgz

)))

×


(
R2 − (R− δ)2

)
4 − (R− δ)2

2 ln
R

R− δ


− πρl

8µl

(
dP

dz
+ ρlgz

)(
R2 − (R− δ)2

)2
(3.94)

Looking at this equation, the liquid mass flow rate appears to not only be function
of the film thickness δ but it also depends on two other variables, namely the
pressure gradient dP/dz and the interfacial shear stress τi. In order to determine
δ based on ṁl, two other relations are thus required. The first correlation is
obtained by evaluating the momentum balance of the vapour core which can be
expressed as

dP

dz
+ ρlgz + 2τi

R− δ
= 0 (3.95)

The second relation is obtained by computing the interfacial shear stress between
the liquid film and the vapour core, i.e.

τi = 1
2fiρvū

2
v (3.96)

To this end, the interfacial friction factor fi is calculated using the empirical
correlation proposed by Sethi [100], i.e.

fi
fs

= 1 + 0.0784Re−0.3
v δ+1.4

v Re−0.3
l (3.97)

This correlation was originally developed and validated for R410/POE and
R134a/POE mixtures. For lack of anything better, the same formulation of fi is
extrapolated for R245fa/POE. The non-linear system formed by Eqs. [3.94-3.97]
permits to evaluate the film thickness based on the flow properties (ṁ, P , T , κoil)
and the pipe diameter. As for the other components, this model is implemented
in the ORCmKit library and used to estimate the charge of fluids enclosed in-
side the various pipelines. In the case of an horizontal pipe, the same model is
used but the axial gravity (gz) is set to zero. As an example, the evolution of
the void fraction as a function of different operating parameters is illustrated in
Figure 3.41. As expected, the void fraction drops as the oil fraction increases
since the film thickness becomes wider. The stream mass flux also plays an im-
portant role, especially at low values. Below 50 kg/s.m2, dragging forces of the
vapour core become not sufficient to hold the liquid film. Ultimately, if the mass
flux G falls below a critical value (known as the Jacob limit [99]), the liquid film
collapses and the flow changes from an annular to a churn regime. The impact
of the pressure and the temperature can be solely explained by their influence on
the mixture solubility and the liquid viscosity. At high apparent superheating, a
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Figure 3.41: Example of void fraction predictions based on N-S equation
resolution.

little amount of working fluid is dissolved in the liquid phase. Given the lower
liquid mass flow rate and the higher film viscosity, the annular film thickness is
decreased. Oppositely, if the saturation pressure is high, more R245fa tends to be
trapped in the liquid phase and the film viscosity is decreased. The combination
of both effects reduces the void fraction significantly. Ultimately, if the fluid qual-
ity becomes too low, an annular flow regime is not guaranteed anymore and the
model validity is outpaced. Therefore, the void fraction in Eq. 3.93 is computed
with Zivi’s model once the quality falls below a critical value (xlim = 70%5).

3.12 ORC system modelling
Once the fluids properties and the individual components properly simulated, the
ultimate goal of this chapter can be reached, i.e. the modelling of the whole ORC
system.

3.12.1 Model architecture
The model of the entire ORC system is obtained by coupling in series the models
describing each subcomponent. It is elaborated in such a way that the unit
performance is derived from its boundary conditions only. The inputs are chosen
to be exactly the same as seen in practice by the test rig, namely

• the heat source supply conditions (Thtf,h,su, Phtf,h,su, ṁhtf,h);

• the heat sink supply conditions (Thtf,c,su, Phtf,c,su, ṁhtf,c);

• the ambient temperature;
5The quality of regime transition is actually dependent on the local flow velocity. The value

chosen for this work (xlim = 70%) corresponds to the average limit accounting for the ORC
operation and the pipes geometry of the present system. The evaluation of this quality was
based on the works of Xiao et al. [182, 183].
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• the rotational speeds of the mechanical components (pump and expander);

• the components geometry;

• the total mass of working fluid and lubricant in the system;

Apart of these inputs and the parameters characterizing each component, the
ORC model does not require any intrinsic assumption in the cycle state (e.g. an
imposed subcooling, superheating, mass flow rate, operating pressure or tempera-
tures, etc.). If the lubricant is taken into account, however, the user must specify
the oil circulation rate6. Such modelling of a closed-loop system is highly implicit
because of the multiple interactions between the working fluid states, the com-
ponents performance and the system boundary conditions. The thermodynamic
state of the ORC cannot be deduced straightforwardly but is found through an
iterative resolution. More specifically, the ORC model iterates on the evaporator
outlet enthalpy (it1 = hev,ex), the evaporating pressure (it2 = Ppp,ex), the con-
densing pressure (it3 = Pcd,ex) and the condenser outlet subcooling (it4 = ∆Tsc)
in order to decrease the following residuals below a predefined threshold (10−6):

res1 = 1− Nexp,2

Nexp

(3.98)

res3 = 1− hlr,ex
hlr,su

(3.99)

res3 = 1− hev,ex,2
hev,ex

(3.100)

res4 = 1− Mwf,2

Mwf,tot

(3.101)

For a better understanding of the sub-models interaction, the architecture
of the ORC model is depicted in Figure 3.42. In this diagram, the inputs are
depicted in blue, the outputs in green, the parameters in yellow, the iteration
variables in red and the model residuals in violet. The circled numbers in each
subcomponent model informs their execution order. If a liquid receiver is present
in the system, a direct resolution of this 4-dimension problem with a single multi-
variate algorithm often leads to convergence issues. Indeed, the total mass of fluid
is one of the residuals while the receiver supply conditions are part of the iteration
variables. As highlighted in Section 3.10, a sharp discontinuity occurs in the mass
profile enclosed by the liquid receiver when the fluid reaches a saturated liquid
state. This discontinuity in the residual res4 is detrimental for standard multi-
dimensional solvers which generally fail to recognize situations where a liquid
level lays in the receiver. For increased robustness, the ORC model implements
a two-stage solver as depicted in Figure 3.43. Instead of iterating in parallel on
the four variables it1→4 so as to minimize the four residuals res1→4, it is chosen

6Experimental observations did not evidence a clear trend for predicting the oil circulation
rate. Further investigations (with dedicated measurements) would be required to better assess
the amount of circulating oil in the ORC system. For instance, the oil circulation should
somehow be correlated with the pump speed or the minimum fluid velocity across the system
circuit. It is an improvement going beyond the scope of this thesis, but the implementation of
such an OCR law in the system-level model would be straightforward.
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to independently iterate on the fluid subcooling (it4) so as to retrieve the global
charge of working fluid (res4). For every guess in the fluid subcooling (it4), a
second solver is used to find the three other variables it1→3 which minimize the
residuals res1→3. In other words, the charge-sensitive ORC model is built by
iterating on a subcooling-sensitive ORC model. Such an approach is slower but
much more robust. It permits to explicitly evaluate the situation where ∆Tsc = 0
and to check if the liquid receiver is partially filled or not. If the liquid receiver is
flooded (or simply missing), the subcooling is updated iteratively until a proper
mass distribution is found along the cycle. In order to maximize the simulation
speed, intermediate results obtained for each guess on the fluid subcooling are
used as initial guesses for the next iteration. The first-level solver (solver #1,
which iterates on the fluid subcooling) is an improved version of Brent’s algo-
rithm [129] dedicated to this application. On the other hand, the second-level
solver (solver #2, which iterates on the two pressures and the evaporator outlet
enthalpy), is a multivariate interior-point algorithm [184].

3.12.2 Experimental validation
The ORC model is finally validated by confronting its predictions to a reference
database. To this end, the model is run in the same conditions that of the
experimental campaign while only providing the system boundary conditions
as inputs. As demonstrated in Figure 3.44, the model properly reproduces
the thermodynamic state and the energy flows of the ORC system. From a
quantitative point of view, heat transfers in the evaporator and the condenser
are both predicted within a mean deviation lower than 2.5%. Larger scattering
is observed, however, for the recuperator with a Mean Absolute Percentage
Error (MAPE7) of 13 %. Mechanical powers of the expander and the pump
are predicted with an average deviation lower than 6% and 8%, respectively.
Concerning the thermodynamic and hydraulic states, the charge-sensitive model
reproduces accurately the mass flow rate within the system (MAPE < 0.8%)
so as the operating pressures of the ORC (the condensing and the evaporating
pressures are estimated with a MAPE of 3.8 and 2.3%, respectively). Most of
the temperatures are replicated within a ±2 K window but local discrepancies
up to 10 K can be observed.

The deviations evidenced in Figure 3.44 are slightly higher than those
presented in the component-level modelling sections. This loss of accuracy is
justified by the propagation of errors when coupling all the different sub-models.
Furthermore, it is worth recalling that the ORC performance is now retrieved
without making any assumption in the system state, but by accounting for the
charge distribution. As depicted in Figure 3.45, the charge inventories simulated
by the ORC model also comply well with the experimental dataset. Charge
predictions in the evaporator and the condenser demonstrate good agreements
with the measurements. On average, the relative errors committed for the two
heat exchangers is lower than 8 % and 12 %, respectively. The charge-sensitive

7MAPE = 1
N

∑N
i=1

∣∣∣Yexp−Ysim

Yexp

∣∣∣
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Figure 3.44: Experimental vs. simulated thermodynamic state of the
ORC (energy transfers, mass flow, pressures and temperatures).
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model also properly identifies conditions when the liquid receiver is completely
flooded or not. If partially filled, the model properly estimates the amount liquid
enclosed in the reservoir (see Figure 3.45d), while if completely flooded, the
model correctly predicts the level of subcooling found at the condenser outlet
(see Figure 3.45f). Finally, the amount of fluid enclosed in the rest of the test rig
(i.e. in the pipes and the mechanical components) is predicted within an error
of 300 g maximum (MAPE<1.6 %).

To emphasize the benefits of accounting for the charge, Figure 3.46 compares
the simulation results with those obtained when the subcooling is imposed in the
ORC model. Three different subcoolings are evaluated, namely the mean, the
lowest and the highest values reached experimentally (equal to 9 K, 0 K and
30 K, respectively). For the sake of simplicity, the comparison is only conducted
in terms of the net power output and net ORC efficiency, i.e.

ηnet,ORC = Ẇnet

Q̇ev

= Ẇexp − Ẇpp − Ẇcd

Q̇ev

(3.102)

where Ẇpp and Ẇcd are the pump and the condenser fan consumptions, Ẇexp is the
expander power generation, and Q̇ev is the heat transfer rate in the evaporator.
Among the four approaches in consideration, the charge-sensitive model fits the
best the experimental data. By avoiding an assumption in the system state, the
charge-sensitive model accounts for variations of the subcooling at the condenser
outlet. The assumption of an averaged fluid subcooling offers slightly less good
results. However, such an assumption of a mean value presumes the knowledge of
the subcooling range in advance (which is somehow inconsistent for a predictive
model). Furthermore, considering a constant subcooling makes the simulations
blind to detrimental operating conditions of the ORC, e.g. the pump cavitation
when the liquid receiver becomes totally empty. Nonetheless, if one chooses to
use an ORC model imposing the subcooling (which is the actual state-of-the-
art), Figure 3.46 shows how the ORC performance is much more sensitive to
an overestimation of this value. Therefore, unless the system to be simulated is
highly overcharged, it is recommended to assume a low fluid subcooling (<5 K)
than a higher guess.

3.13 Summary and conclusions
This chapter aimed to develop a set of models for predicting the off-design per-
formance of ORC systems. The study is conducted by taking the 2 kWe test rig
as illustrative example. The chapter starts with fundamental considerations (e.g.
how to properly compute the fluid properties and the charge), then focuses on
the modelling of each individual component, to conclude with the simulation of
the whole ORC system. To the best of the author’s knowledge, the simulation
tools presented in this work constitute the first attempt to validate intrinsically
a charge-sensitive ORC model. Furthermore, it is one of the first contributions
accounting for the impact of the lubricant in an off-design model. The main
outcomes of this chapter can be summarized as follows:
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- A complete modelling framework is developed to account for the lubricant
in the ORC. To this end, a 7-parameter model is implemented to predict
R245fa/POE32 solubility and the mixture composition at every location of
the ORC system. The seven parameters of this model, originally published
for R134a-based mixtures, were re-calibrated with data of R245fa/lubricant
found in the literature.

- Fundamental equations to compute the charges of both the R245fa and
the lubricant are addressed. Out of hundreds of candidates, six models of
void fraction are selected and tested to characterize two-phase flows. In
order to better estimate the charge retention in interconnecting pipelines,
an analytical resolution of Navier-Stokes equation is conducted for annular
flow regimes.

- A general model to simulate heat exchangers is implemented following a 1D
moving-boundary methodology. The model is made as general as possible
and built following an object-oriented architecture. It offers many capa-
bilities, including to handle any multiphase conditions, asymmetric geome-
tries, pressure drops, pure fluids and zeotropic mixtures, cross- or counter
flow configurations, dry-out boiling and wet-desuperheating regimes, etc.
Thanks to its versatility, the same code is used for modelling the three heat
exchangers of the system.

- The identification of the convective heat transfer coefficients in the heat
exchangers is seen as the most challenging task of this work. Indeed, it
is shown that their identification from heat transfer measurements only is
almost impossible and that state-of-the-art correlation do not properly fit
the experimental data. To overcome this issue, it is proposed to use the
charge (or the zones spatial distribution) as a second identification criterion.
Ultimately, corrected correlations are re-identified to characterize at best
the different flow regimes in each heat exchanger. Additionally, the impact
of the void fraction assumptions is also accounted for computing two-phase
flows density. After considering each candidate, the models of Zivi, Graham
and Premoli are identified to best simulate the recuperator, the condenser
and the evaporator, respectively.

- Semi-empirical models of the pump and the expander are also developed.
The expander model accounts for the sealing influence of the lubricant while
the pump accounts for cavitation effect. A simple model of liquid receiver
is also presented.

- By interconnecting the different components sub-models, a charge- and
lubricant-sensitive model of the ORC unit is obtained. By accounting for
the charge distribution, the ORC model predicts the system performance
from its boundary conditions only. In order to deal with a numerical is-
sue due to the liquid receiver (i.e. a discontinuity in its charge profile),
the ORC model implements a dedicated two-stage solver. Ultimately, both
thermodynamic and charge distribution predictions of the ORC model are
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validated with the experimental measurements presented in the previous
chapter.

- Last but not least, all the models presented here above are made fully
accessible in ORCmKit, an open-access modelling library co-developed by
the author.

The models gathered through this work constitute a trustworthy simulator of the
ORC performance. Thanks to simulations, it is now possible to better study and
highlight how the ORC system behaves in off-design conditions as a function of
its operating environment. The following chapter is dedicated to this task.
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Chapter 4

Applications of the simulation
tools

“Let us dismiss the question, ‘Have you proven
that your model is valid?’ with a quick NO.
Then let us take up the more rewarding and far
more challenging question: ‘Have you proven
that your model is useful for learning more
about your system?’ ... ”

—James B. MANKIN

4.1 Introduction
The previous chapter aimed to develop modelling tools able to predict the ORC
performance based solely on its boundary conditions. In other words, to build
a true off-design simulator of the ORC system. The present chapter illustrates
how these models can be exploited to better understand and learn about the ORC
unit behaviour. More specifically, four different topics are investigated. Firstly, in
Section 4.2, the ORC sensitivity regarding changes in its operating environment
is assessed. The goal is to better understand how the ORC inner variables (e.g.
cycle temperatures, pressures, energy transfers, etc.) are impacted by modifying
the different system boundary conditions. To this end, parametric studies are
conducted while varying each external parameter individually. The simulation
results gathered for each scenario are then employed to create sensitivity maps
aiming to easily represent the system response. These sensitivity analyses char-
acterize the ORC operation under “normal” operation. The models developed
in the previous chapter can also be employed to prevent detrimental operation
regimes. In Section 4.3, it is shown how the charge-sensitive model can be used
for pump cavitation detection. By avoiding any assumption on the fluid sub-
cooling, the ORC model manages to evaluate the actual fluid state at the pump
inlet and to assess when cavitation is likely to occur. Afterwards, in Section 4.4,
the ORC model is exploited for optimizing the system performance in both full-
and part-load operating conditions. It is shown how the charge-sensitive model
can help to build optimal performance mappings of the ORC unit and to pro-
vide useful control guidelines for the ORC operator. Finally, in Section 4.5, the
charge-sensitive model is used as design tool to optimally select the charge to be
injected in a ORC system and to best size the liquid receiver.
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Figure 4.1: ORC mutliple inputs and outputs

4.2 Off-design sensitivity mapping
As illustrated in Figure 4.1, an ORC unit is a multiple-input/multiple-output
system whose relationships characterize its off-design behaviour. From a funda-
mental point of view, it is interesting to fully understand how the ORC responds
when its operating environment is modified. It is not only important to assess
the primary effects induced by external perturbations, but also to understand the
secondary impacts and all their underlying consequences. For instance, anybody
with some knowledge on ORCs knows that - while keeping everything else un-
changed - a rise of the volumetric expander speed will decrease the evaporating
pressure, or that an increase of the heat sink flow rate will reduce the condensing
pressure. However, it is much less obvious to tell what is the influence of the
expander speed on the recuperator heat transfer capacity, or what is the impact
of the heat sink mass flow rate on the expander inlet temperature. The goal
of this first section is to answer such questions by means of the modelling tools
developed in the previous chapter. More specifically, this study aims to char-
acterize the sensitivity response of each ORC variable (e.g. inner temperatures,
pressures, energy transfer rates, etc.) when the system boundary conditions (heat
source/sink supply conditions, machinery speeds, total charge and oil circulation
rate) are all varied individually. This simulation analysis supplements the exper-
imental observations of Chapter 2 (in which distinct parametric studies could not
be conducted). The range of conditions explored for each boundary parameter,
so as the design point used as initial landmark, are reported in Table 4.1.

For example, the impact of modifying the heat source temperature from 60oC
to 150oC is depicted in Figures 4.2 and 4.3. These figures provide a complete
overview of the system operation, including the evolution of the cycle T-s diagram,
the fluid charge distribution, the heat and mechanical energy transfer rates, the
inner cycle pressures and temperatures, the level in the liquid receiver and the
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Table 4.1: ORC boundary conditions explored for the sensitiviy response
analyses

Variable Design Min. Max. Unit
Heat source supply temperature 130 60 150 oC
Heat source mass flow rate 0.14 0.02 0.4 kg/s
Ambient temperature 25 0 45 oC
Speed of the condenser fan 700 70 700 RPM
Speed of the expander 5000 2000 8000 RPM
Speed of the pump 450 100 1000 RPM
Oil circulation rate 0 0 10 %
Charge of working fluid 20 13 32 kg

mass flow rate of working fluid. Considering the lowest HTF temperature as
starting point (i.e. Thtf,h,su = 60 oC), the ORC behaviour can be described as
follows:

- the pinch point in the evaporator being located at the saturated liquid
corner, the low supply HTF temperature leads to a limited evaporating
pressure (Pev,su = 3 bar);

- such a low evaporating pressure results in a low pressure ratio and the
expander power generation is limited;

- given the small supply temperature difference between the working fluid
and the heat source, there is little heat transfer in the evaporator and the
working fluid is partially vaporized;

- the absence of fluid superheating at the evaporator outlet is transferred
across the expander and the fluid enters the recuperator as a two-phase
mixture;

- because there is no superheating at the expander outlet, the temperature
difference in the recuperator is narrow which leads to a marginal internal
heat regeneration (Q̇rec �);

- given the absence of a vapour phase in the evaporator, most of the heat
exchanger is filled by subcooled liquid and low-quality two-phase fluid. Most
of the charge is thus found in the evaporator, the liquid receiver is partially
filled and there is no fluid subcooling at the condenser outlet.

Starting from this operational point, the following changes are witnessed if the
heat source temperature is increased:

- the evaporating pressure is increased proportionally while the condensing
pressure remains stable;

- the pressure ratio in the ORC thus rises, resulting in a higher power gener-
ation of the expander (and a marginal increase of the pump consumption);
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- because the supply heat source temperature is increased, the evaporator
heat transfer rate is also enhanced (wider temperature difference) and the
WF becomes more and more vaporized;

- the increase of WF quality at the evaporator outlet is transferred through
the expander and the recuperator. Ultimately, the condenser average qual-
ity is also risen.

- given the increasing fraction of vapour found in the evaporator and the
condenser, both their charges are diminished and transferred to the liquid
receiver (increase of its liquid level).

Once the HTF supply temperature reaches a certain threshold (around 120 oC
in this case), the WF becomes completely vaporized and a superheated vapour
appears at the evaporator outlet. The presence of this fluid superheating slightly
changes the ORC’s behaviour, i.e.:

- the superheated state at the evaporator outlet is transferred to the low-
pressure side. A much higher temperature difference is seen at the recu-
perator supply ports, which significantly enhances its heat transfer rate.
In response to the increasing internal heat regeneration, the rise of heat
transfer rates in the evaporator and the condenser are reduced.

- The rising fluid superheating at the evaporator outlet also impacts the sys-
tem charge inventory. The higher the heat source temperature, the higher
the fluid superheating, so the smaller the evaporator charge. At first, the
mass lost by the evaporator is absorbed by the liquid receiver. However,
once the tank is completely flooded, the charge is directly transferred to the
condenser. A liquid zone appears in the condenser and its outlet subcooling
increases with the heat source temperature.

This analysis reports the main system evolutions and simplifies them by direct
causality explanations. In reality, the actual state of the ORC is found as a
complex equilibrium of multiple (and sometimes, antagonist) phenomena. As ev-
idenced with the profiles in Figure 4.3, all the system variables do not evolve in the
same way and their responses are neither identical nor constant. For example, the
evaporating pressure appears to be much more sensitive than the condensing one,
the evaporator heat transfer rate increases monotonically while the recuperator
capacity evidences an inflection point, the receiver charge increases continuously
while the mass in the condenser decreases than re-increases sharply, etc. In or-
der to quantify how sensitive are the ORC variables to a particular boundary
parameter, a sensitivity factor is introduced. Considering a random variable X,
its response to a parameter Y can be correlated with the sensitivity factor X ′
defined as

X ′ = ∂X

∂Y
(Ymax − Ymin) (4.1)

This sensitivity factor characterizes the rate of change of a specific variable to
an external perturbation. The higher its absolute value, the higher the variable
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sensitivity. The term (Ymax − Ymin) in Eq. 4.1 aims to normalize the sensitivity
factor and to permit sensitivity comparisons between parameters of different na-
ture (e.g. to compare the sensitivity of a variable X between two perturbations
Y1 and Y2). Given the large number of variables involved in the ORC operation,
it is proposed to represent the sensitivity factors thanks to sensitivity maps, as
in Figure 4.4. To properly understand and exploit these maps, the following
guidelines must be considered, i.e.:

- Each axis represents the sensitivity factor of an individual variable.

- The plain line corresponds to the mean sensitivity factor calculated over
the entire range of perturbations (X ′mean between Ymin and Ymax).

- The coloured patch represents the range of sensitivity factor found over the
entire range, i.e the outer liner corresponds to the highest value (X ′max) while
the inner bound corresponds to the minimum value (X ′min). The thickness
of the patch helps to characterize how linear is the response of a variable
to a perturbation. More specifically, the thinner the patch thickness, the
more linear the sensitivity of the variable.

- The grey dashed line corresponds to a sensitivity factor equal to zero (X ′ =
0).

- Values outside the grey dashed line correspond to positive sensitivity factors
(X ′ > 0). In such a case, the variable is said symmetrically sensitive, i.e.
when the parameter Y is increased (resp. decreased), the variable X also
increases (resp. decreases).

- Values inside the grey dashed line correspond to negative sensitivity factors
(X ′ < 0). In such case, the variable sensitivity is said asymmetric, e.g. when
increasing (resp. decreasing) the parameter Y , the variable X decreases
(resp. increases).

- Variables of similar nature share the same scale and each group of variables
is represented by a different colour of labels (e.g. in Figure 4.4a, mechanical
works are in blue, heat transfer rates in red and the system efficiency in
black). By sharing the same scale, such display allows to relatively compare
the sensitivity of a variable to another. In this example, for instance, the
expander power is more sensitive than the pump consumption.

- In order to clearly illustrate the ORC response, a set of three sensitivity
maps is required, i.e. to characterize all the energy transfers, the inner state
variables (temperatures, pressures, mass flow) and the charge distributions.

The above analysis solely focuses on the impact of modifying the heat source
supply temperature. Similar studies can be performed for every other system
boundary parameter. For the sake of conciseness, detailed descriptions of the
ORC evolution are not given here but they are provided in Appendix C. The
sensitivity maps found for all these different scenarios are depicted in Figures 4.5
and 4.6. A careful study of these figures answers the initial question of this section,
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Figure 4.4: Sensitivity maps when varying the heat source supply tem-
perature between 60oC and 150oC.



4.2. Off-design sensitivity mapping 147

_Q0
ev

_Q0
cd

_Q0
rec

_W 0
exp

_W 0
cd

_W 0
pp

_W 0
net

20
ORC;net

P 0
ev;su

P 0
cd;su

T 0
pp;su

T 0
ev;su

T 0
ev;ex

T 0
rech;su

T 0
cd;su

_m0
wf

M 0
ev

M 0
cd

M 0
lr

M 0
rec

M 0
aux

(a) Heat source mass flow rate : ṁhtf,h,su ∈ [0.02− 0.34] kg/s
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(b) Heat sink temperature : Tamb ∈ [0− 45] oC
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(c) Heat sink mass flow rate : Nfan,cd ∈ [70− 700] RPM
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(d) Expander rotational speed: Nexp ∈ [2000− 8000] RPM

Figure 4.5: Individual off-design sensitivity maps (part I).
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(a) Pump rotational speed: Npp ∈ [100− 1000] RPM
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(b) Oil circulation rate: κoil ∈ [0− 10] %
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(c) Working fluid charge: Mwf ∈ [13.5− 31.5] kg
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Figure 4.6: Individual and global off-design sensitivity maps (part II).
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i.e. how to fully characterize the off-design response of the ORC unit. Ultimately,
these various diagrams can be all combined to generate global sensitivity maps
as in Figure 4.6d. In these last plots, all the scenarios share the same scale which
permits to evidence the relative impact of one perturbation over another. For
instance, it now appears clearly that - in decreasing order of importance - the
ORC net efficiency is averagely enhanced if:

1. the HTF mass flow rate is increased;

2. the pump speed is increased;

3. the HTF supply temperature is increased;

4. the fan speed of the condenser is increased;

5. the expander speed is increased;

6. the ambient temperature is decreased;

7. the fluid charge is decreased;

8. the oil circulation ratio is decreased.

This is just one example among plenty information provided by these global
sensitivity diagrams. Much further analyses are possible and are left to the reader
initiative.

4.3 Cavitation detection
The results presented in the previous section are only valid under “normal” ORC
operations. For strong off-design conditions, however, the ORC can be driven to
a detrimental operating regime known as pump cavitation. Cavitation is defined
as the formation of vapour bubbles in a liquid flow. In a ORC system, such
conditions can be met at the pump inlet when the working fluid approaches a
saturated liquid state. Although entering the pump with an apparent subcooling,
local pressure drops and flow acceleration may lead the working fluid to get
partially vaporized. Commonly, pump manufacturers specify a minimum suction
head (NPSHr) to be respected at the pump inlet, i.e.

NPSHr < NPSHa

(
= Ppp,su − Psat(Tpp,su)

g · ρpp,su

)
(4.2)

where NPSHa is the available suction head, g is the gravity constant, ρpp,su is
the fluid supply density, Psat(Tpp,su) is the saturation pressure and Ppp,su is the
pump supply pressure. As show in Figure 4.7, this minimum head requirement is
dependent on the pump technology and its rotational speed. If the pump supply
conditions fall below this threshold, cavitation is expected and is simulated
as described in Section 3.9. Besides of momentously degrading the pump
performance (drop of delivered mass flow and/or pressure head), the pump
cavitation can lead to long-term damages and even system failure. Indeed, once
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Figure 4.7: Suction head requirement vs. pump speed

vaporized, the vapour bubbles vanish with the pump compressing effect and
the cyclic bubbles implosions can result in irreversible wear of the inner pump
components. For these reasons, operating conditions yielding to pump cavitation
should be avoided at any cost.

A key benefit of the proposed charge-sensitive model is its ability to detect
such detrimental conditions. Since the ORC model accounts for the charge dis-
tribution among all the components, the thermodynamic state at the pump inlet
is estimated without any intrinsic state assumption (e.g. an imposed fluid sub-
cooling). The absence of such an assumption avoids to misinterpret the ORC
operation and permits to detect when the pump suction head becomes too low.
For instance, the impact of cavitation is illustrated in Figure 4.8. In these simu-
lation results, the charge of working fluid is decreased while keeping all the other
boundary conditions unchanged. Below 13 kg, the liquid receiver becomes com-
pletely empty and a saturated liquid does not exit the condenser anymore. If
the charge is kept decreasing, the net suction head at the pump inlet falls below
the minimum requirement and the pump volumetric efficiency begins to collapse.
Consequently, both the fluid mass flow rate and the ORC evaporating pressure
diminish and the system performance becomes more and more degraded. As de-
picted with dashed lines, if a constant fluid subcooling is imposed in the model
(instead to account for the total charge distribution), the simulation fails to de-
tect pump cavitation and all its underlying consequences. The above example
illustrates a cavitation triggering due to a decrease of the charge. Under stan-
dard operation, however, the charge is not actively varied but cavitation can still
be induced by any phenomenon (or combination of multiple phenomena) lead-
ing the liquid receiver to be fully emptied. Referring to the sensitivity maps in
Figure 4.6d, such a scenario can be triggered by one of the following events, i.e.:

- the HTF supply temperature is too low;

- the overall system charge is too low;

- the HTF mass flow rate is too low;

- the pump speed is too high;
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- the expander speed is too low;

- the ambient temperature is too low;

- the fan speed of the condenser is too high;

By using the charge-sensitive model, it is possible to identify prohibited conditions
into which the ORC should never been driven under active control. However,
three important remarks must be pointed out:

- Firstly, the pump model implements a simplistic correlation to account for
cavitation (cfr Eq. 3.84) and it may not represent perfectly the actual drop
of mass flow. Anyway, the main objective is to identify when cavitation is
trigerred rather than to quantify the actual performance degradation.

- Secondly, the results found with the charge-sensitive model are valid for
quasi-static or slow transient operations only. Under fast dynamic con-
ditions, pump cavitation can occur even if the ORC system operates in
expected “safe” conditions. A typical example is a sudden increase of the
condenser fan speed when the liquid receiver is partially filled. In such
a situation, the condensing pressure rapidly decreases (due to the higher
condenser cooling capacity) but the system has a non-negligible thermal in-
ertia (i.e. the fluid stored in the tank, but also the metal parts in the pump
and the receiver casing). The condensing pressure decreasing faster than
the reservoir temperature, the fluid subcooling at the pump inlet diminishes
dangerously and cavitation can be triggered without expectations. To avoid
such a scenario, it is important to apply changes progressively in the ORC
control parameters. Alternatively, dynamic charge-sensitive models could
be used for predictive control but this topic goes far beyond the scope of
the present thesis.

- Finally, preliminary simulations of the ORC behaviour under cavitation pro-
vide interesting insights. As mentioned above, cavitation occurs when the
liquid receiver gets completely emptied due to changes in the ORC bound-
ary environment. As a direct consequence, the mass flow rate delivered by
the pump diminishes, so as the evaporating pressure. The combination of
these two effects leads to a rise of the evaporator outlet superheating which,
interestingly, counteracts the cavitation establishment. Indeed, a rise of the
evaporator outlet superheating implies a drop of its charge enclosure and a
significant amount of fluid must be transferred to the low-pressure compo-
nents. Therefore, a larger amount of fluid must be found in the condenser
and its outlet quality remains quite stable. Although counter-intuitive,
such self-balancing behaviour of the ORC theoretically makes sense. Unfor-
tunately, experimental data of an ORC system under established cavitation
have not been found in the scientific literature, so these theoretical pre-
sumptions can not be confirmed and should be considered carefully. This
specific point constitutes an interesting topic for prospective work.
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4.4 Performance optimization
The previous sections demonstrated how the charge-sensitive model manages to
characterize the ORC operation under normal and detrimental operating regimes.
Ultimately, the off-design model can be employed to seek for its optimal perfor-
mance, as shown here below.

4.4.1 Full-load optimization
As numerously mentioned through this work, the ORC performance is un-
equivocally and solely determined by its boundary conditions. These boundary
conditions, however, can be divided in two groups [185]. On the one hand, the
heat source supply conditions (ṁhtf,h and Thtf,h,su) and the ambient temperature
can be categorized as external variables since they cannot be influenced by
the ORC operation. On the other hand, both the machinery rotational speeds
and the charge of working fluid are internal parameters that can be exploited
to influence the power system behaviour. The adaptability of the ORC unit
depends on the number and the types of control variables that can be actively
regulated. In general, the higher the level of control, the better the achievable
performance. In the present case study, the pump and the fan condenser
speeds are controlled with VFDs and they constitute the two system control
parameters1. The charge-sensitive model thus can be used to assess their optimal
values as a function of the external conditions.

As evidenced in Figure 4.9 for two different cases, the machinery speeds highly
impact the ORC behaviour and there is an optimal combination maximizing the
ORC performance. In full-load operation2, the objective is to get the highest
net power generation, i.e. to produce as much as possible accounting for the
incoming heat source and the ambient conditions. As shown with these two
examples, the optima locations is varying and depends on the external boundary
conditions. The best pump speed is found as complex trade-off between the cycle
pressure ratio, the WF mass flow rate, the pump consumption, the evaporator
outlet superheating and the expander efficiency. For instance, at too low pump
speed, the mass flow rate and the cycle pressure ratio are limited, resulting in
a weak expander power generation. If the pump speed is too high, however, its
electrical consumption is important and a superheated state is not reached at
evaporator outlet (ending up to a decrease of the expander power generation).
Regarding the fan speed, the optimal value is commonly not met at full-capacity.
As already observed experimentally (see Section 2.7.4), the fan back-work-ratio
becomes prohibitive at full speed while the performance gain obtained by lowering

1During the experimental campaign, the expander speed was also varied (by controlling
its electric load) in order to fully characterize the system off-design behaviour. In practice,
however, scroll expanders often operate at constant speed because of lubrication issues or to
avoid expensive power electronics. In order to ease the next performance optimization, and
because it is commonly met in practice, the expander speed is now considered constant and set
to 3000 RPM (i.e. the speed of a standard two-pole asynchronous generator at 50 Hz).

2Full load operation is referring to the highest power capacity of the ORC unit, i.e. when it
generates electricity at its maximum.
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(a) Conditions # 1 : Tamb = 15oC - Thtf,h,su = 150oC - ṁhtf,h = 0.7 kg/s

(b) Conditions # 2 : Tamb = 5oC - Thtf,h,su = 120oC - ṁhtf,h = 0.15 kg/s

Figure 4.9: Net power output (W) of the ORC system as a function
of the pump speed (x-axis) and the condenser fan speed (y-axis) for two
sets of external boundary conditions. The highest net power generation

corresponds to the red star marker.
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the condensing pressure remains limited. Therefore, it is often more interesting
to operate the fan condenser at low/moderate speed in order to limit its electrical
consumption and to admit a slight decrease of the expander power generation.
Such a full-load optimization, illustrated for two scenarios, can be conducted
all over the ORC operating range. Ultimately, if a sufficiently large domain is
investigated, an optimal performance mapping of the system can be created. In
this work, such a full-load optimization is carried out over 96 points covering the
following domain, i.e.

- Heat source supply temperature: 60oC→ 150oC

- Heat source mass flow rate: 0.02 kg/s → 1 kg/s

- Ambient temperature: 5oC→ 35oC

and the ORC net power generation is maximized by adjusting the pump and the
condenser fan speeds within the following ranges:

- Npp ∈ [100....1000] RPM

- Ncd ∈ [70....700] RPM

The resulting performance maps are shown in Figure 4.10. The envelope consti-
tuted by these surfaces corresponds to the highest net power generation achievable
by the ORC while accounting for its off-design limitations. Besides of characteriz-
ing the ORC best performance, these simulation results constitute useful control
guidelines since they also inform the optimized speeds to be set as a function of
the operating conditions (see Figure 4.11). The optimal ORC behaviour corrob-
orates well with the off-design analyses presented in Section 4.2 and Appendix C.
For a given heat source condition, the ambient temperature has mainly a shifting
effect on the ORC power capacity. The higher the ambient air temperature, the
higher the condensing pressure reached in the air-cooled condenser. Since the
air temperature does not much influence the evaporating pressure, the increased
condensing pressure leads to a reduced cycle pressure ratio and power generation.
Regarding the heat source conditions, the supply HTF temperature has also a
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Figure 4.11: Full-load optimal control mapping - (left) pump speed -
(right) fan speed of the condenser.

strong impact on the ORC net power output. A high HTF temperature permits
to increase the optimal evaporating pressure in the system. The evaporating pres-
sure is raised by increasing the pump speed (growth of the fluid mass flow rate)
while keeping the volumetric flow rate at the expander inlet unchanged. The
combination of the increased fluid mass flow rate and the increased evaporating
pressure leads to a higher power generation and heat transfer rate through the
evaporator. Concerning the HTF mass flow rate, low values are detrimental for
the ORC performance. Besides of degrading the heat transfer coefficients, a low
HTF mass flow rate leads to a large glide in the HTF temperature profile. Since
for such conditions the pinch point in the evaporator is located at the saturated
liquid corner, the optimal evaporating pressure is kept low even if the heat source
supply temperature is high. When the HTF mass flow rate is raised, the heat
source temperature glide is reduced and the optimal evaporating pressure of the
working fluid can be increased. Over a certain HTF mass flow rate, however,
the pump reaches its maximum rotational speed and the ORC saturates to the
highest amount of heat that it can absorb from the heat source. For larger values
of HTF mass flow rate, the ORC unit is undersized and cannot exploit more the
heat source.

4.4.2 Part-load optimization
The above optimization aimed to maximize the net power generation without
any restriction. Such performance mappings characterize the ORC full-load
regime and represent the highest amount of power achievable by the ORC unit.
In practice, however, the ORC operation may be constrained by the amount of
energy exploitable in the heat source. In the case of a solar ORC system, for
instance, the heat transfer rate in the evaporator must comply with the solar
resource in order to avoid any disequilibrium between the power block and the
solar field. In such circumstance, the ORC should not be operated to produce
its maximum power capacity, but rather to be as efficient as possible while
respecting the heat source availability. Such operating regime is referred to as
part-load and can also be optimized.
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Figure 4.12: Part-load optimization for the scenarios presented in Fig-
ure 4.9.

Considering the two scenarios presented in Figure 4.9, the net power gener-
ation graphs can be overlaid with curves of “iso heat transfer capacity” in the
evaporator (see the red dashed lines in Figure 4.12). Along these curves, the ORC
unit absorbs a constant amount of energy from the heat source. As evidenced
with the blue markers, for every evaporator heat transfer rate, there is an optimal
set of machinery speeds that maximizes the ORC net power generation. If such
an optimization is conducted over the entire range of evaporator capacity, a tra-
jectory of the optimal part-load performance can be identified, as depicted with
the blue line. If the ORC is operated along this control trajectory, the highest
net power output is guaranteed while respecting constraints on the heat load ca-
pacity. Even if optimized, the part-load operation of an ORC obviously penalizes
its net power generation. As shown in Figure 4.13, as soon as the ORC leaves its
full-load point so as to comply to a specific heat source capacity, the optimal net
power output is diminished. As for the full-load case, such analysis (presented
above for two scenarios) can be repeated all over the ORC operating domain in
order to fully characterize the ORC optimal part-load performance.

4.4.3 Charge-sensitive control
The above analysis demonstrated how the ORC performance can be optimized
by controlling the machinery rotational speeds. The ORC performance, however,
can also be enhanced by controlling the fluid charge distribution. In the most
basic architecture, an ORC system is simply made of interconnected heat ex-
changers and mechanical components (cfr Figure 4.14a). To ensure a sustainable
system operation, however, a sufficient fluid subcooling must be guaranteed at the
pump inlet which often penalizes the ORC performance. Indeed, since there is
no control of the charge distribution, the fluid subcooling can only be risen by in-
creasing the ORC condensing pressure. A convenient way to improve the system
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Figure 4.13: Part-load profiles as a function of the evaporator capacity
(the subscripts FL refer to the full-load optimal point).

performance is to eliminate such subcooling/condensing pressure dependency by
controlling the amount of working fluid in circulation through the ORC. To this
end, a fluid reservoir can be added in the system to act as a mass damper. The
most simple configuration (as implemented in the present case study) is to install
the reservoir between the condenser and the pump within the ORC main circuit
(see Figure 4.14b). Under normal operation, such an in-line architecture ensures
a saturated liquid state at the condenser outlet and passively compensates for the
ORC charge requirements despite of changes in the operating environment. Since
the fluid subcooling is null at the condenser outlet, the suction head requirement
of the pump is either provided by hydrostatic effect (e.g. in the present test
rig the receiver is elevated 1m85 above the pump), an additional heat exchanger
(namely a subcooler), or a pre-feeding pump. Alternatively to this in-line config-
uration, the liquid receiver can be located externally to the ORC main circuit. As
illustrated in Figures 4.14c-4.14f, numerous architectures exist but they all rely
on the same principle, i.e. to actively control the charge of fluid circulating in the
ORC in order to regulate the pump inlet subcooling. By continuously monitoring
the ORC operation, an automated controller actuates the valves and/or auxiliary
pumps so as to inject or withdraw some working fluid from the system to the
external tank. Multiple architectures have been tested and patented, including
single- or dual-feeding lines to the reservoir, rigid or flexible containers, valve-
and/or pump-controlled systems, and passive or pressure-regulated tanks [186–
189]. Although more complex to put into practice, such active charge manage-
ment (ACM) methods offers numerous benefits, including a faster time response,
more control versatility and significant space savings. For these reasons, ACM
methods are likely to become increasingly employed for small-scale and on-board
automotive applications. In the present work, none of these methods is inves-
tigated so as to optimize the ORC performance since the case study featured
an in-line liquid receiver. In any case, the charge-sensitive models developed in
Chapter 3 may provide valuable tools and guidelines to numerically study such
ACM methods or for model-based predictive control.
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Figure 4.14: Active charge control architecture for subcooling regulation.
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4.5 Optimal charge selection and reservoir siz-
ing

The usefulness of a charge-sensitive model is not only limited to off-design sim-
ulations and it can also be relevant for design purpose. As demonstrated in this
last section, such a model can be used (i) to optimally select the charge enclosed
in an ORC unit and (ii) to size the liquid reservoir that ensures a proper sys-
tem operation. In order to answer these two important questions, the following
procedure is proposed:

1. Based on the application and its operating environment (e.g. the heat
source/sink availability, the targeted power capacity, etc.), follow a standard
design procedure to define the nominal design point of the ORC and size
all the system components (at the exception of the liquid receiver).

2. From its operating environment, identify the range of off-design conditions
into which the ORC unit is likely to operate.

3. Accounting for the components geometry and the system control param-
eters, employ the model to optimize the ORC net power generation over
its complete operating domain. The goal is to generate a mapping of the
system full-load performance, as presented in Section 4.4. However, the
simulations are not conducted while imposing the total charge as a model
input, but instead by specifying the level of subcooling expected at the con-
denser outlet. In the case of an in-line liquid receiver (like in the present test
rig), the design subcooling is null. For a system with an external reservoir
(cfr Figures 4.14c-4.14e), the design subcooling can be any positive value
but it should be kept as low as possible to maximize the ORC performance.

4. For every optimal point identified in the full-load mapping, use the charge-
sensitive model to estimate the amount of fluid required through the differ-
ent ORC components. For instance, for the jth point of the map, compute
the mass

MFL,j = Mev,j +Mcd,j +Mrec,j +Mpp,j +Mexp,j +
∑
i

Mpipe,i,j (4.3)

where Mev,j is the mass needed in the evaporator, Mcd,j the one required
in the condenser, etc. Ultimately, a mapping of the charge requirements
under optimal full-load conditions is created.

5. The optimal amount of fluid to inject Mopt in the ORC corresponds to the
highest charge requirement found through the full-load mapping, i.e.

Mopt = max (MFL,j) for j = 1, ..., n (4.4)

A smaller value will lead to cavitation issues under high-demanding charge
conditions while much more fluid will be costly for no good reason. In
order to prevent for leakage issues and allow some operational flexibility, it
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is advised to inject slightly more fluid than the optimal value, i.e.

MORC = (1 + δ)Mopt (4.5)

where δ is a safety factor between 5 to 10%.

6. Once the charge of working fluid selected, the liquid receiver is sized so as
to absorb the mass difference betweenMORC and the lowest charge require-
ment in the system Mmin, i.e.

VLR = (MORC −Mmin)
ρl,min

(4.6)

where ρl,min is the lowest density of fluid to be stored (i.e. the density of
saturated liquid at the highest saturation pressure). If a smaller receiver is
installed in the ORC, there will be conditions where the tank is completely
flooded and the design subcooling will not be respected. The proper evalu-
ation ofMmin is of first importance but not necessarily obvious. The simple
case where

Mmin = min (MFL,j) for j = 1, ..., n (4.7)

is valid if the ORC operates in full-load regimes only. However, as explained
in Section 4.4.2, there are applications for which the system might volun-
tarily operate in part-load conditions so as to comply with constraints on
the heat source availability. As shown in Figure 4.12, the optimal control
under such part-load regime leads to a decrease of the pump speed which -
ultimately - results in a significant charge transfer from the evaporator to
the liquid receiver3. Considering this important aspect, the liquid receiver
should be sized not only to damp charge requirements in full-load regimes,
but also to absorb charge transfers from the evaporator in part-load con-
ditions. In the most detrimental scenario, the whole evaporator could be
emptied of liquid. With a conservative approximation, the optimal size for
the reservoir can be calculated as

Mmin = min (MPL,j) for j = 1, ..., n (4.8)
≈ min (MFL,j −Mev,j) (4.9)

where MPL,j is total range of charge requirement in part-load regime and
Mev,j is the charge enclosed in the evaporator under full-load operation.

Such a sizing method can be illustrated with the present case study. Considering
an in-line reservoir, the system net power generation is maximized over its entire
operating range (cfr page 155 ) while imposing a subcooling of zero. For every
optimal point found in the full-load mapping, the charge requirements is then
computed according to Eq. 4.3. Interestingly, a clear dependency between the

3If the pump is decreased, the WF flow diminishes and the evaporator outlet superheating
is raised. A smaller liquid fraction is thus found in the evaporator and its charge enclosure
decreases (if needed, refer to Appendix C for further explanations)
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Figure 4.15: Highest and lowest fluid requirements for optimal charge
selection and reservoir sizing.

ORC net power capacity and the system charge requirement is observed. As
shown in Figure 4.15, it can be seen that:

- The lowest charges required in the system are found at high power capacity.
Indeed, conditions favourable to the ORC power generation (i.e. high mass
flow and supply temperature of the heat source) are also conditions leading
to a important superheating at the evaporator outlet and a large fluid pre-
heating in the recuperator. Combining these two effects, the liquid volume
in the evaporator is minimum and the ORC charge requirement is limited.
Additionally, the lowest charge needed in full-load regime corresponds to
the highest heat sink temperature since it decreases the fluid density in the
low-pressure components.

- Oppositely, the highest charge required in the system are found at limited
power capacity. For a low mass flow and/or supply temperature of the heat
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source, the working fluid is not fully vaporized and there is a large frac-
tion of liquid needed in the evaporator. The charge required under such
conditions is thus much higher. It is important to observe that the highest
charge requirement (>22 kg) corresponds to an extremely pessimistic sce-
nario with a negative net power generation. Indeed, the range of off-design
conditions explored for this study was wide enough that, even when the
system performance is maximized, the ORC sometimes consumes power in-
stead of producing it. Obviously, the ORC should never be operated under
such conditions and points with a negative power output must be discarded
from the study. Considering this, the highest charge requirement does not
necessarily correspond to the lowest HTF mass flow and supply temper-
ature. However, the highest charge needed still corresponds to the lowest
heat sink temperature since it increases the fluid density in the low-pressure
components.

Accounting for these remarks, it appears that:

- The optimal charge to be set in the ORC unit is 18.3 kg. This value is close
to the best value identified from experimental feedback (20 kg).

- If only full-load conditions are taken into account, the receiver needs to
absorb a charge difference of 10.3 kg which corresponds to an optimal size
of 7.6 l . This value is slightly bigger than the volume used in the present
test rig (5.7 l).

- If strong part-load conditions are also expected, the reservoir needs to damp
a charge variation of 14.3 kg and its optimal size becomes 10.5 l.

As for the previous studies, these optimal results are gathered assuming a
steady-state operation of the ORC unit. In practice, however, the system may
operate under strong transient regimes. In order to be safe and to ensure a
sufficient operational flexibility, the size selected for the liquid receiver and the
charge injected in the system should be slightly overestimated.

4.6 Summary and conclusions
This final chapter aimed to illustrate how the charge-sensitive model can be ex-
ploited to different tasks. The main outcomes of this work can be summarized as
follows:

- In Section 4.2, the model was employed to fully characterize the off-design
response of the ORC due to changes in its boundary environment. The goal
was to understand the fundamental mechanisms occurring in the system in
order to identify both the primary and the secondary impacts induced by
off-design operations. To this end, a large set of parametric studies were
conducted while varying each boundary parameter and the detailed results
were presented in Appendix C. Given the large number of information, the
concept of sensitivity mapping was introduced in order to represent, in the
most concise and precise way, the response of each ORC variable to different
external perturbations.
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- In Section 4.3, the model was demonstrated as a predictive tool to prevent
pump cavitation. By accounting for the charge distribution, its is shown
how the model manages to detect situations where the pump suction head
becomes too low which could lead to cavitation triggering.

- In Section 4.4, the off-design model was used to assess the optimal full-
and part-load performance of the ORC system. By running the charge-
sensitive model in an optimization algorithm, the optimal machinery speeds
that maximize the ORC net power generation could be identified over wide
ranges of conditions, including under constrained heat source availability.

- Finally, in Section 4.5, the charge sensitivity of the model was exploited for
design purposes. A general method was proposed to compute both (i) the
optimal charge to be injected in an ORC system (based on its operating
domain) and (ii) the volume of the liquid receiver ensuring a proper system
operation. Interestingly, it has been demonstrated that the charge require-
ments is inversely proportional to the system power capacity, i.e. conditions
at low net power output require more fluid that conditions at high power
output. Furthermore, it was highlighted the importance of accounting for
the part-load operation of the system while sizing the liquid receiver.

These four topics do not resume the sole applicability of the charge-sensitive
model. As evidenced in Chapter 3, the modelling of the charge also provides
valuable information to help identifying the convective heat transfer coefficients of
the various HEXs. Another example is for techno-economic optimizations during
the design phase. A proper estimation of charge needed in an ORC also results
in a better estimation of the system cost, which can be significantly impacted
if the working fluid is expensive. Alternatively, charge-sensitive models can also
be applicable for fault detection. By comparing the model predictions with on-
site measurements, such modelling tools could be used for leakage detection or
non-condensable gas infiltration. These model applications are just few examples
among many others. Such investigations go beyond the scope of the present thesis,
but they illustrate the versatility and usefulness of the proposed charge-sensitive
modelling tools.

References
[185] R. Dickes et al. “Performance correlations for characterizing the opti-

mal off-design operation of an ORC power system”. In: Energy Procedia.
Vol. 129. 2017. doi: 10.1016/j.egypro.2017.09.100.

[186] Manuel Jung, Eugen Krebs, and Thomas Streule. Internal combustion en-
gine has cooling circuit and Clausius-Rankine cycle for waste heat recov-
ery, where Clausius-Rankine cycle is connected with cooling circuit in heat
transmitting manner by heat exchanger device. 2009.

[187] Rainer Lutz, Giovanna Motisi, and Richard Bruemmer. Device and method
for recovering waste heat energy and a utility vehicle. 2018.

https://doi.org/10.1016/j.egypro.2017.09.100


References 165

[188] Alexandre Duparchy. Dispositif de contrôle du fluide de travail circulant
dans un circuit fermé fonctionnant selon un un cycle de Rankine et procédé
pour un tel dispositif. doi: 10 . 1017 / CBO9781107415324 . 004. arXiv:
arXiv:1011.1669v3.

[189] Timothy C Ernst and Christopher R Nelson. RANKINE CYCLE WASTE
HEATRECOVERY SYSTEM. 2014.

https://doi.org/10.1017/CBO9781107415324.004
https://arxiv.org/abs/arXiv:1011.1669v3




167

Chapter 5

Conclusions and perspectives

“A conclusion is the place where you get tired
of thinking”

—Arthur BLOCH

As stated in the introduction, the goal of this PhD work held in one sentence, i.e.

To reliably predict and analyse the off-design performance of an ORC
power system based solely on its external environment.

In other words, it was desired to develop a set of modelling tools able to simulate
the operational behaviour of an existing ORC unit based only on its physical
inputs. In order to fulfil such an objective, the modelling tools must rely on
both fundamental conversion laws of thermodynamics, namely the conservation
of energy and the conservation of mass. Besides the energy transfers, the ORC
model must account for the total charge of fluid in the system and simulate its
repartition among the components as a function of the operating conditions.
Such a consideration is referred to as charge-sensitive and constituted the core of
this work. To answer this problematic, a complete experimental and modelling
study was carried out and the results were organised in three main chapters. A
concise summary of the main outcomes, achievements and issues met through
this work is reported here below.

Chapter 2 : Experimental investigations
Before any modelling attempt, it was desired to characterize the physics of an
ORC under off-design conditions and to collect a reference database. To this
end, a 2 kWe test rig was constructed and exploited in an extensive experimental
campaign. Besides of standard sensors, the system included a set of bending
load cells in order to record on-line how the fluid spreads among the different
components. The main results of this experimental work can be summarized as
follows:

� A database of 330 operational points was obtained by varying all the system
boundary conditions, including the charge of working fluid. To the best of
the author’s knowledge, this campaign covered among the widest range of
conditions ever explored in an ORC unit and provided the first experimental
measurements of charge repartition in an ORC system.
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� The charge measurements evidenced how the fluid distribution is highly
impacted by the thermodynamic state of the ORC and how it is correlated
with the temperature profiles in the heat exchangers. When the operating
conditions were varied, important charge transfers between the evaporator
and the low-pressure components were witnessed, with the liquid receiver
being the primary mass damper of the system, followed by the condenser.
In order to better characterize the charge enclosure in the latter component,
an infrared camera was employed to monitor the spatial distribution of the
different zones in the condenser.

� The presence of lubricant appeared to impact the performance rating of the
ORC system. More specifically, significant energy unbalances were observed
when the fluid properties were evaluated at low superheating. Further in-
vestigations demonstrated that these deviations were not related to sensors
failure but due to the miscibility effect of the lubricant with the working
fluid. The oil circulation rate through the system was estimated a posteriori
by a thermodynamic reconciliation of the raw measurements. It appeared
that the oil circulation rate never exceeded 5% and the presence of lubricant
alone could not justify those strong unbalances. Interestingly, the presence
of oil could be neglected in its own, but not its miscibility impact with the
working fluid.

� The on-line method developed to record the charge distribution demon-
strated promising results but needs further refinements if re-applied. While
the pressure within the pipes was expected to influence the load cells signals,
the operating temperature also evidenced an influence on the measurements.
In order to retrieve consistent charge inventories from the initial measure-
ments, a data reconciliation was also applied a posteriori. However, if such
an on-line method is to be employed again, it is highly advised to assess the
impact of the pipes temperature priorly to the experiments. The presence
of lubricant led to another issue. Since the load cells are used to externally
detect mass variations in the components, they are not able to differentiate
the charge contribution of the working fluid and of the oil. Ultimately, this
information was retrieved thanks to post-treatment modelling.

Out of this experimental work, an extensive database was collected. The mea-
surements not only described the system behaviour, they constituted a reference
database for modelling development, calibration and validation.

Chapter 3 : Modelling developments
Following this experimental investigation, a complete modelling library was de-
veloped to simulate the off-design performance of ORC units while accounting
for the charge distribution among the system components. From the most funda-
mental aspects to the complete modelling of a closed-loop ORC unit, a detailed
description of the governing equations and their underlying hypotheses was pre-
sented. The 2 kWe ORC test rig was used as case study but the models were
developed to be as general as possible. The major outcomes of this numerical
work can be listed as follows:
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� In order to comply with the experimental observations, a complete mod-
elling framework was developed to account for the presence of lubricant.
The R245fa/POE32 miscibility was simulated with a 7-parameter model
calibrated with data found in the literature and a clear methodology was
proposed to assess the mixture composition at every location of the ORC
system. Fundamental equations to compute the charge contribution of the
lubricant and the working fluid were then presented and a benchmark of the
most relevant void fraction models was carried out to characterize two-phase
flows.

� The heat exchangers were identified as the most problematic components
to simulate given their importance in the charge distribution. More specifi-
cally, the identification of their convective heat transfer coefficients was seen
as the most challenging task of this work. Indeed, their assessment from
heat transfer measurements only is almost impossible and state-of-the-art
correlations failed to properly replicate the experimental data. A major
contribution of this PhD work was to demonstrate how the charge (or the
zones spatial distribution, thanks to the infrared imaging data) provided a
second criteria to help characterizing the heat exchangers coefficients. Ul-
timately, a general 1-D moving-boundary model was implemented so as to
simulate (with a single code) all three heat exchangers of the test rig. The
model offered many capabilities, including to handle any multiphase con-
ditions, asymmetric geometries, pressure drops, pure fluids and zeotropic
mixtures, cross- or counter flow configurations, dry-out boiling and wet-
desuperheating regimes, etc.

� Semi-empirical models of the pump and the expander were also presented.
The expander model accounted for all main sources of losses (e.g. mechan-
ical frictions, under/over- expansion, ambient heat transfer, etc.) as well
as for the sealing effect of the lubricant on leakages. The pump model was
more simple but still accounted for the impact of cavitation. A physics-
based model of the liquid receiver was finally included so as to properly
assess its charge enclosure as a function of the ORC operating conditions.

� All these sub-models were developed so as to offer a good trade-off between
modelling accuracy, extrapolation capability and simulation speed. The
modelling of the pipelines, on the other hand, needed to be as accurate as
possible (at least for the experimental data post-treatment). In order to
best estimate the charge retention in the interconnecting pipelines, an ana-
lytical resolution of the Navier-Stokes equation was implemented assuming
an annular flow regime.

� By combining the various components sub-models, a charge- and lubricant-
sensitive model of the ORC unit was ultimately obtained. By accounting
for the charge distribution within the circuit, the ORC model predicted the
system performance from its boundary conditions only and thus fulfilled the
initial goal of this thesis. To improve the simulation robustness, a dedicated
two-stage resolution algorithm was implemented so as to handle any ORC
operating regime (i.e. flooded receiver, partially-filled receiver, or totally
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emptied receiver). Ultimately, both thermodynamic and charge inventory
predictions of the ORC model were confronted to the experimental database
and evidenced a good fit. To the best of the author’s knowledge, this
work offers the first experimental validation of an off-design model with an
intrinsic verification of the charge distribution predictions.

The simulation tools obtained through this numerical work constitute a trustwor-
thy simulator of the ORC performance. Although validated with a single case
study, the models implementation are made as general as possible to be easily
adapted for other ORC systems. The models source code are also made fully
accessible in ORCmKit, an open-source library co-developed by the author.

Chapter 4 : Applications of the simulation tools
The last chapter aimed to illustrate how the charge-sensitive models can be used
for multiple tasks. To this end, the ORC model was employed (i) to fully char-
acterize the ORC response under off-design conditions, (ii) to detect operating
conditions where cavitation is likely to be triggered, (iii) to assess the optimal
full- and part-load performance achievable by the unit over its entire range of
conditions, and, finally, (iv) to optimally select the amount of fluid to inject in
an ORC and the corresponding size of liquid receiver. The main results and
comments coming out of this work can be summarized as follows:

� An ORC unit is a complex multiple inputs/multiple outputs system whose
response is by far not linear. In order to fully understand and characterize
the ORC behaviour under off-design operation, a large set of parametric
studies was conducted over extensive ranges of conditions. The impact of
varying each physical input of the ORC on its thermodynamic state was
fully assessed and justified by a detailed description of the inner system
mechanisms. Ultimately, the concepts of sensitivity factor and sensitivity
maps were introduced so as to easily represent the primary and secondary
effects due to off-design operation.

� A clear benefit of accounting for the charge distribution is the absence of
state assumption in the ORC model. The common “imposed subcooling”
assumption can be avoided and the actual thermodynamic state of the fluid
is predictable at the pump inlet. The charge-sensitive model thus consti-
tutes an helpful predictive tool to identify conditions in which the pump
suction head becomes too low and cavitation is likely to be triggered.

� In off-design operation, two different regimes can be met while optimizing
the ORC performance, namely full-load and part-load operating conditions.
In full-load operation, the ORC system aims to generate power as much as
possible accounting for the incoming heat source and heat sink conditions.
In such a case, there is no concern regarding the heat source energy avail-
ability and the system control parameters (e.g. the machinery speeds) are
adjusted to maximize the ORC net power generation. In part-load opera-
tion, however, the ORC system is constrained by the the amount of energy
exploitable in the heat source and cannot operate at full-capacity. For both
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situations, the charge-sensitive model is an helpful tool to assess the opti-
mal performance reachable by the ORC unit and to inform how the control
variables must be adjusted as a function of the operating conditions.

� The charge of working fluid plays an important role on the ORC perfor-
mance. If too much fluid is injected in the system, the ORC condensing
pressure is raised and the expander power generation is degraded. If there
is not enough fluid in the system, a sufficient fluid subcooling is not guaran-
teed at the pump inlet and cavitation can occur. Considering the versatility
of the ORC operating environment, the charge of working fluid should be
selected in order to ensure a safe and optimal ORC operation even in the
most critical scenario. In other words, to permit a minimum fluid sub-
cooling at the pump inlet even if a large amount of fluid is needed in the
system components. Interestingly, the operating conditions that require the
highest charge also correspond to conditions with the lowest ORC power
capacity (i.e. at low heat source mass flow rate and supply temperature).
In such conditions, the working fluid is partially vaporized and the evapo-
rator is filled with a significant amount of liquid. In order to maximize the
ORC performance out of this worst case scenario, a liquid receiver can be
installed in the system so as to control the useful amount of fluid present in
the circuit. Therefore, the size of the reservoir should be selected so as to
absorb the difference between the actual charge in the ORC and the mass
requirements in the least demanding conditions. These conditions either
correspond to high-capacity full-load conditions (i.e. at high HTF mass
flow rate and supply temperature), or to strong part-load conditions (e.g.
low pump speed), both situations characterized by a large superheating at
the evaporator outlet.

Perspectives
Besides to answer initial questions, the added value of a PhD also relies in novel
issues and problems identified along the resolution path. To the author’s point
of view, the following remarks and hints may be worthy for future investigations:

• Regarding the experimental work, the on-line measurement method devel-
oped to record the charge led to promising results, but should be re-applied
with caution. More specifically, the impact of the pipe temperature should
be assessed in advance in order to gain in measurement accuracy and to
avoid any post-treatment correction (as performed here). Alternatively,
the application of a quick-closing-valve approach would be also interesting.

• In this work, the presence of lubricant appeared to influence the ORC per-
formance rating. However, the actual oil circulation rate could not be per-
fectly assessed. For future investigations, it would be highly valuable to
directly monitor the oil circulation rate through the system and to identify
how it can be correlated with the ORC operation (e.g. to find a relation-
ship with the minimum flow speed through the ORC unit). If the working
fluid and the lubricant have sufficiently different liquid specific volumes,
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the density measurement provided by a Coriolis flow meter could be used,
otherwise other techniques can be employed as presented in Section 2.5.1.

• R245fa is one of the most common fluids employed in small-sale ORC sys-
tems but there is still little information regarding its behaviour with lu-
bricants. To conduct this work, only one article could be found in the
literature and, yet, a lot of information was missing. The same conclusion
can be drawn for many other working fluids. From a general point view, it
would be highly valuable to better characterize common mixtures of work-
ing fluids and lubricants that are employed in ORC systems. Ultimately,
the development of a general miscibility model, validated with trustfully
experiments, would be of high interest for both academia and the industry.

• A key finding of this work was about the primary importance of the con-
vective heat transfer coefficients in order to ensure reliable charge-sensitive
predictions. While general correlations could be found for pipe flows, a sig-
nificant lack of general knowledge was witnessed for plate heat exchangers.
Despite the large number of papers found in the literature, the scientific
community misses a general heat transfer model that can be applied trust-
fully over wide ranges of fluids, plate geometries and operating conditions.
Most of the existing correlations are developed from one set of measure-
ments collected on one specific test rig and their extrapolability to other
conditions is not guaranteed. To the author’s point of view, fundamental
researches on the heat transfer mechanisms occurring in plate heat exchang-
ers would be highly valuable, and a specific attention should be given to
the following aspects:

– For single-phase conditions, most of the correlations were developed
with liquid data only and there is no proof that they can be applied
reliably for superheated vapour flows. Therefore, it would be worth to
verify this common assumption experimentally.

– Regarding evaporative conditions, most correlations were derived for
HVAC applications characterized with a saturation temperature much
lower than in ORCs. Further investigations with higher saturation
pressures would be highly valuable.

– Experiments should be conducted on two-phase flows so as to propose
a valid void fraction model applicable in plate heat exchangers.

– The influence of the lubricant on the heat transfer mechanisms is yet
unclear (for both single- and two-phase flows). The development of a
simple model correcting the convective coefficients of pure fluid would
be deemed important.

– Study regarding oil retention in brazed plate heat exchangers
(BPHEXs) is completely missing in the literature but it remains an
important concern for system design. The definition of clear safety
guidelines to avoid oil trapping in BPHEXs would also be interesting,
so as the development of an oil retention model.
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• By accounting for the charge, the proposed modelling tools could be em-
ployed during the ORC design phase. The ORC charge requirement could
be used as another criteria for sizing the components geometry in order to
limit the amount of fluid needed for the system operation. For instance, heat
exchangers could be designed in order to minimize the spatial occupation
of liquid phase under specific heat transfer conditions. Such a concern is
likely to become more and more important giving the rising price of existing
refrigerants and due safety issues (e.g. flammability) of natural fluids.

• This work focused on steady-state modelling only. The next step would be
to extend this work to dynamic simulations. By accounting for the system
energy and mass inertias, one can develop unsteady models that replicate
the ORC response under dynamic operating conditions. The experimental
database presented in Chapter 2 includes numerous measurements in tran-
sient regimes (including dynamic charge transfers) which could be used for
the models validation. Once validated, such models could be employed for
optimal predictive control.

• This work considered a single test rig as case study but the analysis should
be extended to other ORC architectures and component technologies. For
instance, large-scale ORC systems commonly employ shell-and-tube heat
exchangers in which the fluid circulates on the shell side. In such a case,
the charge is more complex to evaluate than with plate heat exchangers and
the HEX model should be further improved.

• Modelling improvements for the other components is also possible (and en-
couraged). For instance, the present work implements a simplistic equation
to account for the pump performance degradation under cavitation. Fur-
ther experiments should be conducted to better assess the pump behaviour
(and the ORC general response) when such a detrimental regime is trig-
gered. The expander model should also be enhanced. The impact of the
lubricant on the expander performance could neither be clearly evidenced
nor simulated but it constitutes a challenging topic for future works.

These topics illustrate just few examples for perspective researches. Many ques-
tions are yet to be asked, and even more to be answered.
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Appendix A

Experimental details

A.1 Components geometry and chevrons angle
determination

Table A.1 summarizes the components geometrical characteristics in accordance
to the nomenclature represented in Figure A.1. Except for the corrugation pitch
and the chevron angle of the brazed plate heat exchangers, all the properties
are retrieved from the manufacturers datasheets. The corrugation pitch (Λ) is
derived from the plate enlargement factor (φ) and the corrugation amplitude (b)
knowing their interdependent relationship [141], i.e.

φ ≈ 1
6

(
1 +

√
1 + (πb/Λ)2 + 4

√
1 + (πb/Λ)2 /2

)
(A.1)

Regarding the chevron angle, the documentation of Alfa Laval does not provide
any information about E-type plates. Given the great influence of this param-
eter for the thermal performance predictions, an innovative and non-intrusive
method is employed to measure it experimentally. The method takes benefit of
the finite thermal conductivity of the external plates. If a heat pulse is propa-
gated inside a cold plate heat exchanger, the zones of the external plates that
are in direct contact with the inner corrugated plates will heat faster than the
others (see the hot points in Figure A.1). By using an infrared camera, it is thus
possible to externally observe the internal pattern of the corrugated plates. How-
ever, the recording must be done in transient conditions. Because of their high
thermal conductivity, the temperature of the external plates quickly becomes ho-
mogeneous and the observable pattern disappears rapidly. In practice, a time of
window between 5 and 15 seconds after the heat pulse was identified for the IR
recording. The easiest way to obtain such a heat pulse is to apply a sudden step
of temperature for one of the fluid flowing in the component. Figure A.2 shows
the observations obtained with the evaporator from which a chevron angle of 60◦
is identified. To record these images, a fast step from 20 oC to 150 oC was applied
to the thermal oil circulating in the evaporator.

A.2 Raw and reconciled measurements
Given the large size of the database, the raw and reconciled measurements are
provided in an open-access spreadsheets accessible at https://orbi.uliege.

https://orbi.uliege.be/handle/2268/233945
https://orbi.uliege.be/handle/2268/233945
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external plate

Figure A.1: Nomenclature of the brazed plate heat exchangers.

Figure A.2: Experimental measurement of the chevron angle by means
of heat-pulse IR observations.

https://orbi.uliege.be/handle/2268/233945
https://orbi.uliege.be/handle/2268/233945
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Table A.1: Components geometries.

Evaporator
Np total number of plates 100
Nc,h number of channels (hot fluid) 49
Nc,c number of channels (cold fluid) 50
Atot total effective area 9.8 m2

Vh Volume (hot fluid) 8.65 l
Vc Volume (cold fluid) 9 l
φ enlargement factor 1.14
Dp port diameter 60.3 mm
Lp total height 519 mm
Le effective height 458.7 mm
p plate pitch 2.2 mm
t plate thickness 0.4 mm
b corrugation amplitude 1.8 mm
Λ corrugation pitch 7.2 mm
β chevron angle 60◦
Recuperator
Np total number of plates 40
Nc,h number of channels (hot fluid) 19
Nc,c number of channels (cold fluid) 20
Atot total effective area 1.102 m2

Vh Volume (hot fluid) 1.03 l
Vc Volume (cold fluid) 1.08 l
φ enlargement factor 1.162
Dp port diameter 28.8 mm
Lp total height 250 mm
Le effective height 221 mm
p plate pitch 2.3 mm
t plate thickness 0.3 mm
b corrugation amplitude 2 mm
Λ corrugation pitch 7.4 mm
β chevron angle 60◦
Condenser
Nc number of channels 13
Np number of passes 12
Lt length of one pass 119 cm
Rt,i inner tube radius 8.5 mm
Aair air-side surface area 82m2

Awf WF-side surface area 4.9 m2

HfxWf Dimensions of the fins 8.8cm x98cm
Nf Number of fins 520
pf fin pitch 2.3 mm
Expander and pump
Vsw,exp Swept volume 12.74 cm3

rv,exp Built-in volume ratio 2.19
Vsw,pp Swept volume 7.1 cm3

https://orbi.uliege.be/handle/2268/233945
https://orbi.uliege.be/handle/2268/233945
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Figure A.3: Example of report for one operating point.

be/handle/2268/233945. Additionally, a complete summary of each operating
point (including the infrared photos, a T-s diagram and the charge inventory)
are reported in another document accessible at the same url. An example of the
information provided for one point is shown in Figure A.3.

A.3 Sensors redundancy
Direct sensors redundancies are depicted in Figure A.4. Those parity plots cor-
respond to measurements that should match each other. No significant deviation
is observed.

https://orbi.uliege.be/handle/2268/233945
https://orbi.uliege.be/handle/2268/233945
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Appendix B

Modelling details

B.1 Thermo-physical properties of pure oils
Properties of the lubricant and the heat source HTF are evaluated with generic
equations fitted on the products datasheets. More specifically, the density
ρ (kg/m3), the specific capacity cp (J/kg.K), the specific enthalpy h (J/kg), the
viscosity µ (Pa.s) and the conductivity k (W/m.K) are evaluated as a function
of the temperature T (K), i.e.

ρ = a0 + a1 · (T − 273.15) (B.1)
cp = a2 + a3 · T (B.2)

h =
∫ T

0
cp dT = a2 · T + a3/2 · T 2 (B.3)

µ =

a4 · (T − 273.15)a5 for HTF Pirobloc
ea4+a5/T for POE lubricant

(B.4)

k = a6 + a7 · (T − 273.15) (B.5)

where the coefficients ai identified for the two fluids are given in Table B.1.

Table B.1: Empirical coefficients for the fluid properties calculation.

Coefficients HTF Pirobloc Basic Emkarate RL32-3-MAF
a0 890.1 996
a1 -0.657 -0.7547
a2 699.4 1158.8
a3 3.976 2.3639
a4 51.5 -14.48
a5 -2.087 3439
a6 0.13 n.a.
a7 7.31 · 10−5 n.a.

B.2 Determination of the quality in a
oil/working fluid mixture

This appendix demonstrates how to express the WF quality x as a function of
the oil circulation rate κoil and the fluid solubility ζwf for a binary mixture of
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working fluid and lubricant. Starting from the original definitions, i.e.

ṁtot = ṁwf,l + ṁwf,v + ṁoil (B.6)

ζwf = ṁwf,l

ṁwf,l + ṁoil

(B.7)

x = ṁwf,v

ṁwf,l + ṁwf,v

(B.8)

κoil = ṁoil

ṁtot

(B.9)

the mass flow rate of vapour working fluid ṁwf,v can be expressed as

ṁwf,v = (1− κoil)x ṁtot (B.10)

However, by simple mass balance one can tell that

ṁwf,v = ṁtot − ṁwf,l − ṁoil (B.11)

From the oil circulation rate definition, the mass flow rate of oil ṁoil is equal to

ṁoil = κoilṁtot (B.12)

Similarly, the mass flow rate of liquid working fluid can be retrieved from Eq. B.7,
i.e.

ṁwf,l = ζwf
1− ζwf

ṁoil (B.13)

or, by accounting for Eq. B.12,

ṁwf,l = ζwfκoil
1− ζwf

ṁtot (B.14)

Integrating Eqs. B.12 and B.14 in Eq. B.11, the mass flow rate of vapour can also
be expressed as

ṁwf,v =
(

1− ζwfκoil
1− ζwf

− κoil
)
ṁtot (B.15)

By similarity between Eqs B.10. and B.15, one can say that

(1− κoil)x = 1− ζwfκoil
1− ζwf

− κoil (B.16)

and by redistribuing this equation is terms of the quality, the following expression
of x is found

x = 1− ζwf − κoil
1− ζwf − κoil + ζwfκoil

(B.17)
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B.3 LMTD correction factor for cross-flow heat
transfers

Introducing the local heat capacity rate ratioR∗i and the temperature effectiveness
P ∗i , i.e.

R∗i =
Th,i+1 − Th,i
Tc,i+1 − Tc,i

(B.18)

P ∗i =
Tc,i+1 − Tc,i
Th,i+1 − Tc,i

(B.19)

where Th,i/Th,i+1 (resp. Tc,i/Tc,i+1) are the temperature boundaries of the hot
(resp. cold) fluid in each cell, the LMTD correction factor can be analytically
computed as

Fi =


ln [(1−R∗i P ∗i ) / (1− P ∗i )]

NTUi (1−R∗i )
for R∗i 6= 1

P ∗i
NTUi (1− P ∗i ) for R∗i = 1

(B.20)

where NTUi represents the local number of transfer units. To solve this set
of equations, a correlation must be found between the effectiveness εi and the
number of transfer unitsNTUi. In the case of a single-pass crossflow configuration
with both fluids unmixed, the following correlation [190] can be used

εi = 1− exp
[
NTU0.22

i

(
exp

(
−Cr,i ∗NTU0.78

i

)
− 1

)
/Cr,i

]
(B.21)

B.4 Fin efficiency based on Schmidt’s theory
Following Schimdt’s theory [130], the efficiency of plate fins can be estimated as

ηf = tan(φRtm)
φRtm

(B.22)

φ = (φ′ − 1) (1 + 0.35 ln(φ′)) (B.23)
φ′ = 1.27(B/Rt) ((K/B)− 0.3)0.5 (B.24)

m =
√

2H
kf tf

(B.25)

where Rt is the tube outer diameter, kf and tf are the fin conductivity and thick-
ness, H is the convective heat transfer coefficient, and B and K are geometrical
parameters related to the tube banks geometry (cfr Table A.1).
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B.5 State-of-the-art heat transfer correlations
The convective heat transfer correlations investigated for the recuperator, the
condenser and the evaporator are presented in Tables B.2, B.3 and B.4, respec-
tively.

B.6 Modelling parameters
All the parameters identified for the different models are summarized in Table B.5.
These parameters, in addition to the geometries given in Table A.1, permit to
simulate the entire ORC unit.

B.7 Model utilization example
Examples of codes to use the various models are provided in an external appendix
accessible at https://orbi.uliege.be/handle/2268/233945. These scripts
where developed with Matlab R© 2015a but are executable (with minor changes)
with any newer version. Note that CoolProp (http://www.coolprop.org) for
Matlab must be installed.

B.8 Resolution of Navier-Stokes equations for
an annular flow

The following section presents the analytical resolution of the Navier-Stokes equa-
tion applied to an annular flow in a circular pipe. It is a well-known resolution
easily found in the literature (e.g. in [100, 181, 191]). For any further details, the
reader is invited to consult one of these references. Assuming the case depicted
in Figure 3.40 and the nomenclature of Table 3.1, the Navier-Stoke equation of
the liquid film along its axial direction is expressed as

µl
r

d

dr

(
r
du

dr

)
= dP

dz
+ ρlgz (B.26)

Integrating this equation over dr, it gives

µl r
du

dr
=
(
dP

dz
+ ρlgz

)
r2

2 + C1 (B.27)

where C1 is a constant of integration. Considering that for a Newtonian fluid the
shear forces τ are linked to the speed gradient du/dr by the viscosity µl, i.e

τ = −µl
du

dr
(B.28)

https://orbi.uliege.be/handle/2268/233945
http://www.coolprop.org
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one can substitute this last expression in Eq. B.27, leading to

−τ r =
(
dP

dz
+ ρlgz

)
r2

2 + C1 (B.29)

Considering that at the boundary condition r = R − δ, the shear force is equal
to the interfacial shear stress τi, the previous equation becomes

−τi (R− δ) =
(
dP

dz
+ ρlgz

)
(R− δ)2

2 + C1 (B.30)

This last expression permits to identify the constant C1 in Eq. B.29 and permits
to generally express the shear stress as

τ = τi
(R− δ)

r
− 1

2

(
dP

dz
+ ρlgz

)(
r2(R− δ)2

r

)
(B.31)

Accounting for the relationship in a Newtonian fluid as given in Eq. B.28, the
previous expression becomes

−µl
du

dr
= τi

(R− δ)
r

− 1
2

(
dP

dz
+ ρlgz

)(
r2(R− δ)2

r

)
(B.32)

By integration with respect to r, it gives

−µlu = τi(R− δ)lnr −
1
2

(
dP

dz
+ ρlgz

)(
r2

2 − (R− δ)2lnr
)

+ C2 (B.33)

The constant C2 is easily identified by taking into account that u(r = R) = 0.
If included in Eq. B.33, the axial velocity of the liquid film can ultimately be
expressed i.e.

u = 1
µl

[(
τi(R− δ) +

(
(R− δ)2

2

(
dP

dz
+ ρlgz

)))
lnR
r
− 1

4

(
dP

dz
+ ρlgz

)
(R2 − r2)

]
(B.34)

The mass flow of liquid film is finally obtained by integrating its velocity profile
over the entire film cross section, i.e.

ṁl =
∫ R

R−δ
ρlπurdr (B.35)
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which gives

ṁl = 2πρl
µl

[(
τi (R− δ) +

(
(R− δ)2

2

(
dP

dz
+ ρlgz

)))

×


(
R2 − (R− δ)2

)
4 − (R− δ)2

2 ln
R

R− δ


− πρl

8µl

(
dP

dz
+ ρlgz

)(
R2 − (R− δ)2

)2
(B.36)

This last equation is the formula provided in page 120.
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Table B.2: State-of-the-art correlations selected to simulate the recuperator (refer to the nomenclature for the variables definitions).

Authors Correlation Calibration range Comment

Single-phase heat transfer correlations for R245fa

Martin [141] Nu = 0.122Pr1/3
(
f ·Re2 · sin(2β)

)0.374

1√
f

=
cos(β)√

0.18 tan(β) + 0.36 sin(β) + f0/ cos(β)
+

1− cos(β)√
3.8f1

Water data from [192] Based on theoretical development of
Levequel equations for developed lam-
inar and turbulent conditions.

Thonon et al. [142] Nu = 0.2946Re0.7Pr1/3 for β = 60◦ Water, Re ∈ [50-15000] n.a.

Wanniarachchi et al. [143] Nu =
(
j3

lam + j3
turb

)1/3
Pr1/3

jlam = 3.65(90− β)−0.455φ0.661Re0.339

jturb = 12.6(90− β)−1.142φ1−mRem

m = 0.646 + 0.00111(90− β)

Water data from [192]
β = [20 .. 70]◦

Third asymptotic relation for transi-
tion between laminar and turbulent
conditions.

Dong et al. [156] Nu = 0.964Re0.671Pr0.32(β/180)1.022 H2O, glycol, R245fa
Re ∈ [250-7000]
β = 30, 60◦

For R245fa in ORC conditions.

Condensing heat transfer correlations for R245fa

Shah [145] Nu = NDB

[
(1− x)0.8 +

3.8x0.76(1− x)0.04

P 0.38
red

]
NuDB = 0.023Re0.5Pr0.4

CFC, HC, HCFC, water
in pipes
Tsat = [20...310]oC

Reference correlation for condensing
flows in pipes.

Han et al. [146] Nu = CRem
eqPr

1/3

C = 11.22(pco/Dh)−2.83β−4.5

m = 0.35(pco/Dh)0.23β1.48

R410, R22
β = 45, 55, 70◦

Tsat = 20,30oC

First geometry-dependent correlations
for condensation in BPHEX.

Longo et al. [147] Nu = 0.943φ
L

k

[
k3

l ρ
2
l gilv

µl∆TL

]0.25

, if Reeq ≤ 1600

Nu = 1.875φRe0.445
eq Pr1/3, if Reeq > 1600

HFC, HC, HFO, CO2
β = [30 ...60]◦
Tsat = [-36...45]oC

Differentiate gravity-controlled and
forced convection condensation at
Reeq ' 1600.
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Table B.3: State-of-the-art correlations selected to simulate the condenser (refer to the nomenclature for the variables definitions).

Authors Correlation Calibration range Comment

Single-phase heat transfer of R245fa in horizontal tube

Gnielinski [150] Nu = (f/8)Re·P r

1+12.7
√

f/8(P r2/3−1)
, if Re > 10000

Nu =
(
Nu3

1 + 0.63 + (Nu2 − 0.6)3)
)1/3

, if Re < 2300
Nu = (1− γ)Nu2300 + γNu10000, if 2300 < Re < 10000
Nu1 = 4.364
Nu2 = 1.953 3

√
Re · Pr ·Di/L

f = (1.8 logRe− 1.5)−2

γ = (Re− 2300)/(10000− 2300)

Very wide Extended version of Gnielin-
ski’s correlation (i.e. the most
recognised model for single-
phase flows in tubes) to ac-
count for the transition regime.

Condensation heat transfer of R245fa in horizontal tube

Shah [145] Nu = NDB

[
(1− x)0.8 +

3.8x0.76(1− x)0.04

P 0.38
red

]
NuDB = 0.023Re0.5Pr0.4

CFC, HC, HCFC, water
in pipes
Tsat = [20...310]oC

Reference correlation for con-
densing flows in pipes devel-
oped with large dataset.

Cavallini et al. [148] Nu =
[
Hlo

(
1 + 1.128x0.817ρ0.3685

∗ µ0.2363
∗ (1− µ−1

∗ )2.144Pr−0.1
l

)]
(Dh/kl), if JG > JT

G

Nu =
[[
HA(JT

G/JG)0.8 −HS

]
(JG/J

T
G) +HS

]
(Dh/kl), if JG < JT

G

Hlo = 0.023Re0.8
lo Pr0.4

l

HS = 0.725

[
k3

l ρl(ρl − ρv)gilv/(µlD∆T )
]0.25

1 + 0.741[(1− x)/x]0.3321 + (1− x0.087)Hlo

HFC, HC, HCFC, CO2
Tsat = [-15...302]oC

Differentiate dependent and
independent ∆Tw condensing
regimes. Validated over 4500
points from different sources.

Air-side heat transfer in fin coil HEX

Wang et al. [149] Nu = 0.086Rep1
DcN

p2(Fp/Dc)p3(Fp/Dh)p4(Fp/Pt)−0.93RePr1/3

where p1,p2,p3 and p4 are computed based on geometrical data [149]
N = [1...6]
Do = [6.4..13] mm
Fp = [1.2 ... 8.7] mm
Pt = [18 ... 32] mm

Developed based on 74 differ-
ent fin coil geometry and 676
data points.

VDI [150] Nu = 0.38Re0.6(Awf/Anf )Pr1/3 n.a. Derived from industrial data
for staggered banks arrange-
ment.
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Table B.4: State-of-the-art correlations selected to simulate the evaporator (refer to the nomenclature for the variables defitions).

Authors Correlation Calibration range Comment

Single-phase heat transfer correlations for R245fa

Martin [141] Nu = 0.122Pr1/3
(
f ·Re2 · sin(2β)

)0.374

1√
f

=
cos(β)√

0.18 tan(β) + 0.36 sin(β) + f0/ cos(β)
+

1− cos(β)√
3.8f1

Water data from [192] Based on theoretical development
of Levequel equations for devel-
oped laminar and turbulent condi-
tions.

Thonon et al. [142] Nu = 0.2946Re0.7Pr1/3 for β = 60◦ Water, Re ∈ [50-15000] n.a.

Wanniarachchi et al. [143] Nu =
(
j3

lam + j3
turb

)1/3
Pr1/3

jlam = 3.65(90− β)−0.455φ0.661Re0.339

jturb = 12.6(90− β)−1.142φ1−mRem

m = 0.646 + 0.00111(90− β)

Water data from [192]
β = [20 .. 70]◦

Third asymptotic relation for tran-
sition between laminar and turbu-
lent conditions.

Dong et al. [156] Nu = 0.964Re0.671Pr0.32(β/180)1.022 H2O, glycol, R245fa
Re ∈ [250-7000]
β = 30, 60◦

For R245fa in ORC conditions.

Boiling heat transfer correlations for R245fa

Han et al. [146] Nu = CRem
eqBo

0.3Pr0.4
l

C = 2.81(pco/Dh)−0.041β−2.83

m = 0.746(pco/Dh)−0.082β0.61

R410, R22
β = 45, 55, 75◦

Tsat = 5, 10, 15oC

First geometry-dependant boiling
correlation for BPHEX.

Amalfi et al. [158] Nu = 982β1.101
∗ We0.315Bo0.32ρ−0.224

∗ , if Bd < 4
Nu = 18.495β0.248

∗ Re0.135
v Re0.351

lo Bd0.235Bo0.198ρ−0.223
∗ , if Bd > 4

HFC,HC,NH3, H2O
β = [30 .. 70]◦
Tsat = [-25 ... 105]oC

Developed with more than 2000
pts. Differentiate micro-and
macro-scale phenomena.

Longo et al. [159] Nu = max(Nunb, Nucb)
Nucb = 0.122φRe0.8

eq Pr
1/3
l

Nunb = 0.58φ(Dh/kl)h0FP (q̇/20e3)0.467

HFC, HC, HFO
β = [28 .. 70]◦
Tsat = [-2 ... 35]oC

Consider both nucleate boiling and
convective boiling regimes.

Dong et al. [156] Nu = 2.64Re0.815
eq Bo0.343Pr

1/3
l

R245fa
β = 30, 60◦

Tsat = [62 - 83]oC

For R245fa in ORC conditions.

Cooper [160] Nu = 0.35(Dh/kl)P 0.12
red (− logPred)−0.55q̇0.67M−0.5 H2O in pipes

Tsat = [65 - 290]oC
Fundamental equation for nucleate
boiling regimes.
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Table B.5: Modelling parameters of the components and the ORC mod-
els.

Recuperator model
Hot single-phase CHTC corrected Martin’s correlation (cfr Eq. 3.65)
Hot condensing CHTC Longo’s et al. model (cfr Tab. B.2)
Cold single-phase CHTC corrected Martin’s correlation (cfr Eq. 3.65)
Void fraction model Zivi’s correlation (cfr Eq. 3.32)
Hot-side pressure drops Krech = 0.17e6 / Brech = 0.65 (cfr Eq. 3.55)
Cold-side pressure drops Krecc = 0 / Brecc = 0 (cfr Eq. 3.55)

Condenser model
Cold single-phase CHTC tuned Wang’s correlation (cj = 0.87) (cfr Tab. B.3)
Hot liquid phase CHTC tuned Gnielinski’s correlation (cj = 0.78) (cfr Tab. B.3)
Hot condensing CHTC tuned Cavallini’s correlation (cj = 1.6) (cfr Tab. B.3)
Hot vapour phase CHTC tuned Gnielinski’s correlation (cj = 2.4) (cfr Tab. B.3)
Void fraction model Graham’s correlation (cfr Eq. 3.46)
Hot-side pressure drops Kcd = 0.141e6 / Bcd = 1.89 (cfr Eq. 3.55)

Evaporator model
Hot single-phase CHTC empirical correlation (cfr Eq. 3.74)
Cold liquid phase CHTC tuned Dong’s correlation (cj = 0.28) (cfr Tab. B.4)
Cold boiling CHTC tuned Han’s correlation (cj = 1.49) (cfr Tab. B.4)
Cold vapour phase CHTC tuned Dong’s correlation (cj = 0.91) (cfr Tab. B.4)
Void fraction model Premoli’s correlation (cfr Eq. 3.35)
Dry-out incipience quality Kim’s model (cfr Eq. 3.60)
Cold-side pressure drops Kev = 1.2e6 / Bev = 1.82 (cfr Eq. 3.55)

Expander model
dsu,exp 6.5 mm (cfr [169])
AUsu,exp 244 W/K (cfr [169])
AUex,exp 497 W/K (cfr [169])
AUamb,exp 2.41 W/K (cfr [169])
Alk,0,exp 4.06 mm2 (cfr Eq. 3.81)
Klk,exp 1.5 · 10−6 (cfr Eq. 3.81)
Ẇ0,exp 0.006 W (cfr [169])
αexp 0.19 (cfr [169])

Pump model
Alk,pp 6.46 mm2 (cfr Eq. 3.83)
K0,pp 2.46 (cfr Eq. 3.85)
Ẇ0,pp 111.2 W (cfr Eq. 3.85)
ηhyd,pp 60.2% (cfr Eq. 3.86)

Pipings model
Pipeline section Kpipe [-]/ Bpipe [-]/ AUpipe [W/K]
RECc - EV 0 / 0 / 0.3 (cfr Eq 3.91)
RECh - CD 0 / 0 / 1.2 (cfr Eq 3.91)
LR - PP n.a./ n.a./ 2.7 (cfr Eq 3.91)
PP - RECc 2.02e5/0.64 / 2.8 (cfr Eq 3.91)



191

Appendix C

Off-design parametric analyses

The next sections complete the parametric study presented in Section 4.2. The
impact of each boundary parameter on the ORC performance is presented in
details.

C.1 Impact of the heat source flow rate
This section presents the impact of the heat source mass flow rate on the ORC
off-design response. The flow of thermal oil is varied between 0.02 and 0.35 kg/s
while keeping the other boundary conditions as in the design point (cfr Table 4.1).
The results are presented in Figure C.1. Interestingly, a very similar behaviour
is observed for the ORC when the HTF supply temperature or its mass flow
rate are varied. Considering the smallest value of mass flow as starting point
(ṁhtf,h = 0.02 kg/s), an important temperature glide can be observed in the
evaporator. Despite the high HTF supply temperature (Thtf,h,su = 130oC), this
glide significantly penalizes the evaporating pressure (Pev,su = 3 bar). Addition-
ally, the low HTF mass flow degrades the convective heat transfer coefficient on
the oil side. As a direct result, the heat transfer rate in the evaporator is small
and the working fluid enters the expander partially vaporized. These two phe-
nomena lead to a T-s diagram very similar to that of a low HTF temperature (cfr
Figure 4.2a) and the same conclusions can be drawn:

- The low evaporating pressure induces a low pressure ratio and the expander
power generation is marginal.

- The absence of superheating at the evaporator outlet is transferred across
the expander. Therefore, a small temperature difference is observed at the
recuperator supply ports and the internal heat regeneration is limited.

- Given that the evaporator is filled by subcooled liquid and low-quality two-
phase fluid, most of the charge is found in this component. The liquid
receiver is thus partially filled and there is only a two-phase region (with a
small mean quality) in the condenser.

If the heat source mass flow rate is increased, the ORC behaviour evolves as
follows:

- The temperature glide in the evaporator decreases so the evaporating pres-
sure rises. Since the condensing pressure is not much impacted, the pressure
ratio in the ORC increases and the expander power generation is enhanced.
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Figure C.1: ORC response when varying the heat source mass flow rate
from 0.02 kg/s to 0.34 kg/s.
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- The convective heat transfer coefficient of the HTF is also improved. The
evaporator heat transfer rate is thus increased and the working fluid be-
comes more and more vaporized. The increase of quality at the evaporator
outlet is also transferred to the low-pressure side and the average quality in
the condenser is increased.

- Since there is more and more vapour phase in both the evaporator and the
condenser, both their charges are diminished and transferred to the liquid
receiver.

As for the HTF temperature, an inflection point appears on the ORC behaviour
once the working fluid is completely vaporized. If the HTF flow rate is increased
above 0.09 kg/s, a superheated fluid exits the evaporator and induces the following
changes:

- The superheated state at the evaporator outlet is transferred across the
expander. A higher temperature difference is seen at the recuperator inlet
ports and the internal heat regeneration is enhanced. In response to the
increasing recuperator capacity, the rise of heat transfers in the evaporator
and the condenser are both reduced.

- Larger fractions of the condenser and the evaporator enclose a vapour phase
and both their charges are decreased until the liquid receiver becomes
flooded. Once the liquid receiver completely filled, the condenser starts
to absorb all the charge lost by the evaporator and its outlet subcooling
increases.

Such a behaviour is very similar to changes of the HTF temperatures, but a
significant difference must be pointed out. While the ORC performance kept
increasing while the HTF temperature was risen, the ORC behaviour saturates
and asymptotically stabilizes at high HTFmass flow rate. As shown in Figure C.1,
once the HTF mass flow rate reaches 0.2 kg/s, no significant changes can be
observed apart for the thermal oil temperature glide. The evaporator capacity
reaches a maximum (i.e. the pinch point is close to zero) and no more heat can be
transferred to the ORC without changing one of the other boundary conditions
(e.g. speed of the pump, HTF supply temperature, etc.).

C.2 Impact of the heat sink temperature
Because the ORC condenser is air-cooled, the heat sink supply temperature is
that of the ambient air. The impact of changing the air source temperature from
0oC to 45oC is depicted in Figure C.2. As evidenced with the different profiles,
the following changes appear when increasing the ambient temperature:

- Given the location of the pinch point at the saturated vapour corner, the
saturation temperature in the condenser rises proportionally and the ORC
condensing pressure increases.
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Figure C.2: ORC response when varying the heat sink supply tempera-
ture from 0oC to 45oC.
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- This rise of condensing temperature induces a global shift of the cycle tem-
peratures which is spread all over the ORC (i.e. Tcd,ex increase so Tpp,su →
Tpp,ex → Trecc,su → Tev,su → Texp,su → Trech,su increase).

- Because Tev,su rises but the oil conditions are unchanged, a smaller tem-
perature difference is seen between the evaporator supply ports and the
evaporator heat transfer rate is diminished.

- Although the condensing pressure is highly modified, the impact on the
ORC high pressure is marginal. The evaporating pressure is slightly in-
creased due to the rise of expander supply temperature. Indeed, since the
mass flow rate imposed by the pump remains quite stable and because
the expander speed is unchanged, the density at the expander inlet must
remain the same (i.e. to keep the balance between ṁpp and ṁexp). Consid-
ering that the evaporator outlet temperature increases (cfr the global shift
of system temperature), the expander supply pressure must rise accordingly
to balance the density.

- The system pressure ratio decreases which significantly penalizes the ex-
pander power generation and marginally reduces the pump consumption.
The negative impact on the expander power output is stronger than on the
evaporator heat transfer rate, so the net conversion efficiency decreases.

- The global shift of temperatures with a little impact on the evaporating
pressure induces a rise (resp. drop) of the evaporator outlet superheating
(resp. inlet subcooling). This change of temperature profiles in the evapo-
rator implies a decrease of its charge which is first absorbed by the liquid
receiver (rise of its level). Once the liquid receiver completely flooded, the
condenser absorbs the charge lost by the evaporator which is evidenced by
an increase of its outlet subcooling (appearance of a liquid zone). Since
a smaller fraction in the condenser becomes available for the fluid con-
densation, a larger temperature difference is necessary, and the condensing
pressure is further increased (i.e. the dependency between Tamb and Pcd is
not linear anymore, but becomes quadratic).

C.3 Impact of the heat sink flow rate
The air flow through the condenser can be controlled by adjusting its VFD (vari-
able frequency drive) speed. Figure C.3 illustrates the ORC behaviour when
changing the condenser fan speed between 70 rpm (10% capacity) and 700 rpm
(100 % capacity). Considering the full-speed situation as initial point (i.e. 700
rpm), a decrease of air flow induces primarily a rise of its temperature glide in
the condenser. The pinch point being located at the saturated vapour corner,
it results in an increase of the condensing pressure. This impact leads to the
exact same system evolution as if the ambient temperature was increased (cfr
Section C.2), i.e.

- The temperatures in the cycle are globally shift upward (i.e. Tcd,ex increase
so Tpp,su → Tpp,ex → Trecc,su → Tev,su → Texp,su → Trech,su increase).
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Figure C.3: ORC response when varying the heat sink flow rate - fan
speed from 70 RPM (10% capacity) to 700 RPM (100% capacity).
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- In response to the rise of Tev,ex, the evaporating pressure is marginally
increased to ensure a constant fluid density at the expander inlet.

- The cycle pressure ratio decreases which reduces significantly the expander
power generation. The pump is least influenced by the pressure ratio so its
consumption is marginally reduced.

- The decreasing air flow in the condenser and the smaller temperature dif-
ference seen at the evaporator inlet ports lead both to a drop of Q̇ev and
Q̇cd.

- The charge in the evaporator is getting smaller and is absorbed by the
condenser (increase of its subcooling). Once the liquid receiver is com-
pletely flooded, the dependency between the condensing pressure and the
fan speed becomes quadratic (dual impact of the pinch point location and
the restricted surface area).

Such behaviour is indeed very similar to the impact of increasing the heat sink
supply temperature (cfr Section C.2). However, an important difference must be
pointed out regarding the net power generation. While the net power generation
tended to monotonically decrease when the ambient air temperature was risen,
it presents an optimum when the condenser speed is diminished. Indeed, to
decrease the fan speed not only rise the condensing pressure, it also reduces
the fan electrical consumption. An optimum thus exists which allows to save
enough electrical power consumption from the condenser fan without penalizing
too much the expander power generation. The important back-work-ratio of the
fan condenser plays a significant role on the ORC performance optimization (cfr
Section 4.4).

C.4 Impact of the expander speed
Figure C.4 depicts how evolves the ORC system when the expander rotational
speed is varied from 2000 RPM to 8000 RPM. Starting with the smallest speed
as landmark, the following changes may be observed when Nexp is raised:

- The volumetric flow rate swallowed by the expander increasing while the
mass flow rate delivered by the pump being unchanged, the supply density
at expander inlet must be diminished. Therefore, as a first and main impact,
the increase of expander speed leads to a proportional drop of evaporating
pressure.

- The lower saturation temperature in the evaporator increases the average
temperature difference between the working fluid and the thermal oil. The
surface area being unchanged, the heat transfer rate in the evaporator is
thus increased and the outlet fluid superheating rises.

- The gain in fluid superheating is transferred through the expander and a
larger temperature difference is seen at the recuperator supply ports. The
internal heat regeneration is thus enhanced and a better preheating of the
working fluid is obtained at the evaporator inlet.
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Figure C.4: ORC response when varying the expander speed from
2000 RPM to 8000 RPM.
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- The liquid fraction in the evaporator is reduced (i.e. due do to the rise
of outlet superheating and decrease of inlet subcooling) and its charge en-
closure drops as the expander speed rises. At first, the charge lost by the
evaporator is absorbed by the liquid receiver and the condensing pressure
is not impacted. Once the liquid receiver completely flooded, however, the
condenser starts getting filled by liquid and the surface area available for
the fluid condensation diminishes. As a direct consequence, the saturation
temperature (marginally) rises in order to increase the average temperature
difference in the condenser.

- Two antagonist effects influence the expander power generation. On the one
hand, the cycle pressure ratio monotonically decreases with the expander
speed (drop of Pev and marginal increase of Pcd) which penalizes the system
performance. On the other hand, the expander efficiencies (both isentropic
and volumetric) are improved since there are less under-expansion losses
and leakages become negligible. As results, the expander power generation
increases asymptotically and reaches a maximum value around 8000 RPM.
If the speed was increased above this limit (which is not tolerable with the
current machine), the expander power would go beyond this optimum point
and starts to decrease.

C.5 Impact of the pump speed
The most basic (and probably the most recurrent) control parameter in an ORC
unit is the pump speed. Figure C.5 shows how the ORC operation is impacted
when this variable is varied from 100 RPM to 1000 RPM. As the speed is lifted,
the mass flow rate of working fluid and the pump electrical consumption obviously
increase. From 100 RPM to 400 RPM, the evolutions below are witnessed:

- The volumetric flow swallowed by the expander being constant, the density
at the expander inlet must rise to comply with the increasing WF mass
flow rate. However, at low pump speed, the pinch point in the evaporator
remains located at the hot port and Texp,su is not much changed. Therefore,
the evaporating pressure is significantly raised so as to increase the fluid
density and to balance ṁpp with V̇exp,su.

- The higher WF flow enhances the convective heat transfer coefficients in the
different heat exchangers, so Q̇ev, Q̇rec and Q̇cd are all three increased. Addi-
tionally, since both the cycle pressure ratio and the WF flow rate increases,
the expander power generation is significantly lifted. Combining these an-
tagonist effects, the system net conversion efficiency is still improved.

- As the evaporating pressure increases, the superheating at the evaporator
outlet diminishes. The evaporator becomes less and less filled by vapour
and its charge enclosure increases. The charge gained by the evaporator is
taken from the condenser whose liquid zone is getting smaller. As a direct
result, the condenser outlet subcooling decreases.
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Figure C.5: ORC response when varying the pump speed from 100 RPM
to 1000 RPM.
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When the pump speed reaches 400 RPM, an inflection point appears in the system
behaviour and the following remarks can be drawn:

- The mass flow becomes high enough to move the evaporator pinch point
from the hot port to the saturated liquid corner. The outlet temperature
becomes very sensitive to the mass flow rate and drops rapidly. Since the
density is raised by the fall of temperature Texp,su, the ORC evaporating
pressure is not much impacted by the rising pump speed any more. Ul-
timately, the WF mass flow rate becomes too high and the working fluid
cannot be fully vaporized in the evaporator. The balance between ṁpp

and V̇exp,su is thus found by impacting the outlet quality xexp,su and the
evaporating pressure remains stable.

- The absence of fluid superheating at the evaporator outlet is transferred
across the expander. The temperature difference seen at the recuperator
supply ports thus decreases and the internal heat regeneration Q̇rec is pe-
nalized.

- The expander power generation remains relatively stable (as a consequence
of the constant pressure ratio, the rising mass flow and the drop of inlet
quality) while the pump consumption and the evaporator heat transfer rate
keep raising. The ORC net efficiency thus goes through an optimum then
starts to fall.

- As the evaporator outlet superheating decreases (and then vanishes), the
charge enclosed in the evaporator increases drastically. First, the fluid
is taken from the condenser until its liquid zone fully disappears (i.e.
∆Tsc,cd,ex = 0K). Then the charge is transferred from the reservoir which
sees its liquid level dropping.

C.6 Impact of the oil circulation rate
The impact of increasing the oil circulation rate from 0% to 10% is depicted in
Figure C.6. As extensively presented in Section 3.2.1, the presence of lubricant
changes the saturation characteristics of the working fluid. Their mutual misci-
bility tends to trap the working fluid in liquid phase although being above the
R245fa saturation temperature. As a direct consequence, the mixture becomes
zeotropic (i.e. the phase transition process is not isothermal) as clearly evidenced
with the system T-s diagrams. If only the oil circulation rate is increased, the
following changes in the ORC operation can be witnessed:

- As evidenced in Figure 3.3, a lubricant contamination diminishes the sat-
uration pressure of R245fa-POE mixtures, therefore both the evaporating
and the condensing pressures in the cycle decrease.

- Because of its zeotropic influence, the presence of oil “stretches” the tem-
perature profiles where heat exchanges take place. For an identical heat
transfer rate, the WF temperature glide becomes wider. The evaporator
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Figure C.6: ORC response when varying the oil circulation rate from
0% to 10%.
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outlet temperature thus increases which is impacted across the expander
(Texp,su increases, so as Trech,su). A larger temperature difference is thus
seen at the recuperator inlet ports and Q̇rec is enhanced.

- The gain in internal heat regeneration rises the WF temperature at the
evaporator inlet. This impact, combined to the convergence between the
WF and HTF temperature profiles (i.e. the working fluid is now zeotropic
and gets closer to the HTF profile), leads to a decrease of the evaporator
heat transfer rate.

- The presence of lubricant has two antagonist impacts on the expander per-
formance. On the one hand, the lubricant beneficently seals leakages within
the scrolls and enhances the expander volumetric efficiency. On the other
hand, the oil penalizes the useful swept volume of the machine which de-
creases its power generation. Combining these two impacts, and accounting
for all the changes in the cycle conditions, the expander power generation
is diminished as the oil circulation rises.

- The system net conversion efficiency evidences a maximum. At low OCR,
the presence of lubricant enhances the system performance but soon penal-
izes ηORC,net when the OCR reaches 2%.

- The increasing oil circulation rate also induces a significant charge transfer
between the evaporator, the reservoir and the condenser. As the OCR rises,
the evaporator outlet superheating (resp. inlet subcooling) increases (resp.
decreases) and a smaller amount of fluid is enclosed in this heat exchanger.
However, the charge capacity of the liquid receiver also diminishes. Indeed,
for a constant volume of reservoir, the volume fraction available for the
working fluid decreases as κoil increases. The charge lost by the liquid
receiver and the evaporator thus must be transferred to the condenser. A
liquid zone appears in this heat exchanger which is directly observable by
the increasing outlet subcooling.

Although interesting, the above analysis constitutes a preliminary study and
should be considered with great caution. Indeed, the ORC model does not im-
plement at all the impact of the lubricant on the HEX heat transfer coefficients
(cfr page 96). However, experimental data found in the literature demonstrated
that the heat transfer coefficients could significantly be degraded at high oil en-
trainment. Additionally, the expander model implements simplistic equations to
account for the lubricant (filling of the leakage paths and decrease of the useful
swept volume) which has not been validated for OCR above 3%. In order to
better characterize the impact of the lubricant at high oil circulation, and to val-
idate the proposed modelling approach, dedicated experiments should be further
conducted. This work, however, goes beyond the scope of the proposed thesis.

C.7 Impact of the working fluid charge
The ORC response when the charge of working fluid is increased from 13.5 kg to
31.5 kg is illustrated in Figure C.7. At the lowest charge, the liquid receiver is
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almost empty and there is no liquid zone in the condenser. Most of the charge is
thus found in the evaporator, the liquid-phase pipelines and the cold-side recu-
perator. If the charge is raised, the liquid receiver plays its role of mass damper
and, apart of the liquid level in the reservoir, nothing else is changed in the ORC
operation. When the charge exceeds 20 kg, however, the reservoir becomes com-
pletely flooded of liquid and it cannot absorb any more fluid. Any addition of
charge must be spread among the other components which, ultimately, alters the
system behaviour. The main modifications occurring when the charge is risen
can be listed as follows:

- The additional amount of charge is mostly absorbed by the condenser. A
liquid zone appears in the heat exchanger and gains in space occupation as
the charge is increased. As a direct mean of measurement, the condenser
outlet subcooling rises.

- As the liquid zone spreads in the condenser, the surface area available for
the fluid condensation diminishes. In order to fulfil the fluid condensation,
the temperature difference between the air and the fluid spontaneously rises
and the ORC condensing pressure is increased.

- Given the higher subcooling at the condenser outlet, the fluid density at
the pump inlet is slightly increased. Since the pump speed is kept un-
changed, the mass flow rate and, by extension, the evaporating pressure,
are marginally lifted. The overall cycle pressure ratio is diminished which
highly penalizes the system net power generation.

- The rising fluid subcooling decreases the temperature at the pump inlet.
This temperature decrease is transferred through the pump and the recu-
perator which, ultimately, leads to a larger temperature difference seen at
the evaporator supply ports. This larger temperature difference, combined
with the increased WF mass flow rate, enhances the evaporator heat trans-
fer rate and Q̇ev is increased.

- Since Q̇ev increases while Ẇnet diminishes, the system net conversion effi-
ciency is decreased.

The ORC evolves accordingly to these modifications until the charge exceeds
30 kg. Above this value, the condenser becomes completely flooded (there is no
superheated zone any more and even less space for the fluid condensation) and
the condensing pressure rises sharply. As a result, the expander power generation
decreases drastically. Moreover, the temperature at the pump inlet stops to
decrease but rises instead (i.e. the increasing subcooling does not counterbalance
sufficiently the rise of condensing pressure). As before, the temperature lift is
transferred across the pump and the recuperator. The temperature difference
seen at the evaporator supply ports thus decreases and the heat transfer rate is
diminished. Finally, it is worth noting that the above analysis reports the impact
of a charge varying above 13.5 kg. If the charge is decreased below this value, the
reservoir becomes completely empty and the ORC enters a detrimental regime
known as pump cavitation. The ORC operation under cavitation highly impacts
the system performance and is further presented in Section 4.3.
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Figure C.7: ORC response when varying the WF charge from 13.5 kg to
31.5 kg.
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