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Abstract

Subtrees of graphs, as well as their number of leaves, have been investigated by various
communities: from discrete mathematics to data mining and information retrieval. We
consider a variant where we require the subtrees to be induced and compute their maximal
number of leaves. The problem, which is NP-complete in general, becomes polynomial
in the case of trees. The leaf function associates to a number n the maximal number of
leaves an induced subtree of size n can have. To compute the leaf function, we provide
an efficient branch and bound algorithm. In the particular case of trees, we provide a
polynomial algorithm using the dynamic programming paradigm.
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1 Introduction

In the past decades, many researchers coming from various communities extensively studied
subtrees of graphs and their number of leaves. For instance in 1984, Payan et al. [9] discussed
the maximum number of leaves, called the leaf number, that can be realized by a spanning tree
of a given graph. This problem, called the Maximum Leaf Spanning Tree problem (MLST), is
known to be NP-complete even in the case of regular graphs of degree 4 [8] and has attracted
interest in the telecommunication network community [3, 4]. The frequent subtree mining prob-
lem [5] investigated in the data mining community, has applications in biology. The detection
of subgraph patterns such as induced subtrees is useful in information retrieval [12] and re-
quires efficient algorithms for the enumeration of induced subtrees. In this perspective, Wasa
et al. [11] proposed an efficient parametrized algorithm for the generation of induced subtrees
in a graph. Note that the induced property requirement brings an interesting constraint on
subtrees, yielding distinctive structures with respect to other constraints such as in the MLST
problem. A first result given by to Erdös et al. in 1986, showed that the problem of finding
an induced subtree of a given graph G with more than i vertices is NP-complete [7].

Among induced subtrees of simple graphs, we focus in particular on those with a maximal
number of leaves. We call these objects fully leafed induced subtrees (FLIS). Particular in-
stances of the FLIS recently appeared in a paper of Blondin Massé et al. [2], where the authors
considered the maximal number of leaves that can be realized by tree-like polyominoes, re-
spectively polycubes. Their investigation led to the discovery of a new 3D tree-like polycube
structure that realizes the maximal number of leaves constraint. The observation that tree-like
polyominoes and polycubes are induced subgraphs of the lattices Z2 and Z3 respectively leads
naturally to the investigation of FLIS in general simple graphs, either finite or infinite.
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2 Fully leafed induced subtrees
We introduce the decision problem called Leafed Induced Subtree problem (LIS) and its associ-
ated optimization problem MLIS:

LIS. Given a simple graph G and two positive integers i and `, does there exist an
induced subtree of G with i vertices and ` leaves?

MLIS. Given a simple graph G on n vertices, what is the maximum number of leaves,
LG(i), that can be realized by an induced subtree of G with i vertices, for
i ∈ {0, 1, . . . , n}?

We believe that induced subtrees with the maximal number of leaves are interesting candi-
dates for the representation of structures appearing in nature and in particular in molecular
networks. Indeed, in chemical graph theory, subtrees are known to be useful in the compu-
tation of the Wiener index of chemical graph, that corresponds to a topological index of a
molecule [10]. The results of [2] and [10] suggest that a thorough investigation of subtrees, and
in particular induced subtrees with many leaves, could lead to the discovery of combinatorial
structures relevant to chemical graph theory.

Definition 1 (Leaf function) For a graph G = (V, E), the leaf function of G, denoted by LG,
is the function with domain {0, 1, 2, . . . , size(G)} which associates to i the maximum number of
leaves that can have an induced subtree of size i of G. As is customary, we set max ∅ = −∞.
An induced subtree T of G with i vertices is called fully leafed when its number of leaves is
exactly LG(i).

The following observations are immediate. Consider a graph G with at least 3 vertices.
The sequence (LG(i))i=0,1,...,|G| is non-decreasing if and only if G is a tree. Moreover, we have
LG(0) = 0 = LG(1) and LG(2) = 2 if G contains at least one edge. If G is connected and
non-isomorphic to a complete graph, then LG(3) = 2.

While it is easy to determine the leaf function for some well-known families of graphs (such
as complete graphs, wheels etc.), in general the problem is much harder.

3 Complexity and algorithms
First, we prove that the problem LIS is NP-complete by reducing it from the Independent
Set problem. To tackle the MLIS problem and compute the leaf function, we provide a non
trivial branch and bound algorithm. The algorithm is based on a data structure that we call
an induced subtree configuration.

Definition 2 Let G = (V, E) be a simple graph and Γ = {green, yellow, red, blue} be a set of
colors with coloring functions c : V → Γ. An induced subtree configuration of G is an ordered
pair C = (c, H), where c is a coloring and H is a stack of colorings called the history of C.
All colorings c : V → Γ must satisfy the following conditions for any u, v ∈ V :

(i) The subgraph induced by c−1(green) is a tree;

(ii) If c(u) = green and {u, v} ∈ E, then c(v) ∈ {green, yellow, red};

(iii) If c(u) = yellow, then |c−1(green) ∩N(u)| = 1, where N(u) denotes the set of neighbors
of u.

The initial induced subtree configuration of a graph G is the pair (cblue, H) where cblue(v) =
blue for all v ∈ G and H is the empty stack. When the context is clear, C is simply called a
configuration.



Roughly speaking, a configuration is an induced subtree enriched with information that
allows one to generate other induced subtrees either by extension, by exclusion or by back-
tracking. The colors assigned to the vertices can be interpreted as follow. The green vertices
are the confirmed vertices to be included in a subtree. Since each yellow vertex is connected
to exactly one green vertex, any yellow vertex can be safely added to the green subtree to
create a new induced subtree. The red vertices are those that are excluded from any possible
tree extension. The exclusion of a red vertex is done either because it is adjacent to more
than one green vertex and its addition would create a cycle or because it is explicitly excluded
for generation purposes. Finally, the blue vertices are available vertices that have not been
considered yet and that could be considered later. It is convenient to save in the stack H the
colorations from which C was obtained.

Contrary to a naive algorithm that considers all induced subtrees to compute the maximal
number of leaves, the strategy prunes the search space by discarding induced subtrees that
cannot be extended to fully leafed subtrees (see Figure 1). Therefore, given an induced subtree
configuration of n green vertices, we define a function C.LeafPotential(n′), for n ≤ n′ ≤ |V |,
which computes an upper bound on the number of leaves that can be reached by extending
the current configuration C to a configuration of n′ vertices. To compute this upper bound
we consider an optimistic scenario in which all available yellow and blue vertices that are close
enough can be safely colored in green without creating a cycle, whatever the order in which
they are selected.

Proposition 1 Let C be any configuration of a simple graph G = (V, E) with n ≥ 3 green
vertices and let n′ be an integer such that n ≤ n′ ≤ |V |. Then any extension of C to a configu-
ration of n′ vertices has at most C.LeafPotential(n′) leaves, where C.LeafPotential(n′)
is the operator described above.
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FIG. 1: Number of induced subtrees visited for samples of 10 random graphs with density 0.3 (on the
left) and with density 0.8 (on the right).

When restricted to the case of trees, we show that the MLIS problem is polynomial using a
dynamic programming strategy.

Theorem 1 Let T = (V, E) be a tree with n ≥ 2 vertices. Then LT can be computed in
O(n3∆) time and O(n2) space where ∆ denotes the maximal degree of a vertex in T .

Notice that a naive greedy approach cannot work, even in the case of trees, because a fully
leafed induced subtree with n vertices is not necessarily a subtree of a fully leafed induced
subtree with n + 1 vertices. Both algorithms are available, with examples, in a public GitHub
repository1.

1https://github.com/enadeau/fully-leafed-induced-subtrees



4 Perspectives
There seems to be some room for improving and specializing the branch and bound algorithm.
For example, we are able to speed up the computations for the hypercube Q6 by taking into
account some symmetries, but significant improvements could be done by discarding more
configurations by exploiting the complete automorphism group of the hypercube. It seems
reasonable to expect similar speed up for other highly symmetric graphs.

From a theoretical perspective, it is not clear if the algorithm described for the trees is
optimal. As a last observation, we believe that it would be interesting to investigate the
natural problems of counting and generating related to the concept of fully leafed induced
subtrees.
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