
Abstract
Distribution grids are hosting more and more dispersed 
generation units exploiting renewable energy sources. 
Their proliferation, and the intermittent nature of their 
production creates new operation problems such as over-
voltage and/or thermal overload. Hence, the need for real-
time corrective control goes increasing. This paper reports 
on comprehensive simulation tests of a centralized, 
coordinated control algorithm aimed at correcting 
abnormal voltages and/or branch overloads in an active 
distribution network. It relies on the model predictive 
control concept, for robustness with respect to model 
inaccuracies, noise, etc. The set-points of the dispersed 
generation units and the load tap changer are smoothly 
varied until the violation is cleared. The tests involve a 
real distribution network and plausible scenarios of future 
penetration of renewable energy sources. The dynamic 
evolution of the system has been simulated, with the 
controller in action, over full days where limit violations 
were taking place in its absence. Its capability to resolve 
the voltage and/or thermal issues is demonstrated. This 
corrective control allows postponing expensive network 
reinforcements and avoids to the largest possible extent 
curtailment of dispersed generation using renewable 
energy sources.

Nomenclature
	 Nc, Np	 control and prediction horizons in model
		  predictive control

	 Pg, Pref	 vector of active powers produced by the 
		  DGUs, and its reference value
	 Qg, Gref	 vector of reactive power produced by 
		  the DGUs, and its reference value
	 Vtap, Vref	 voltage set-point of the transformer load  
		  tap changer, and its reference value
	 u	 control vector
	 R1, R2, R3	 diagonal weighting matrices and 
		  weighting factor
	 V, Sv	 bus voltages and corresponding matrix 
		  of sensitivities to control changes
	 I, Sl 	 branch currents and corresponding 
		  matrix of sensitivities to control changes
	 ε	 slack variable used to relax constraints 
		  in case of infeasibility
	 Vlow,up	 limits on predicted voltages
	 Iup	 upper limit of predicted currents
	 Vmin,max	 limits on voltages
	 Imin,max	 upper limit of currents	
	 umin,max	 limits on controls
	 ∆umin,max	 limits on rate of change of controls
	 Vmeas	 measured voltage
	∆Pcor, ∆Qcor, ∆Vcor	correction of active power, reactive 
		  power and tap changer voltage set-point
	 Pmeas	 measured active power produced by  
		  the DGUs.
Bold letters denote arrays. Capital bold letters denote 
matrices, while lowercase bold letters are used for vectors. 
All of them are column vectors.   T denotes transposition 
of an array.
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1. Introduction
One of the largest mutations that electric power 
systems will experience in the next decade or so is 
the gradual replacement of large, conventional power 
plants connected to transmission networks by a large 
number of comparatively much smaller Dispersed 
Generation Units (DGUs) exploiting renewable sources 
of energy and connected to distribution networks, most 
often through power-electronics interfaces [1]. This 
proliferation of DGUs raises challenges in many aspects 
of Distribution System Operator (DSO) activities, 
ranging from long-term planning to real-time control 
[2]. From the system operation viewpoint the increasing 
number of DGUs, together with the intermittent nature 
of most renewable energy sources is going to create new 
problems such as over-voltage and/or thermal overload 
of equipment. Besides, the growth of some loads (e.g. 
heat pumps, charging electric vehicles, etc.) may lead to 
under-voltage at specific times of the day.

The traditional approach has been to reinforce the 
network to avoid such limit violations. However, the 
latter are expected to take place for limited durations 
(for instance, over-voltages usually take place under 
conditions of low load and high dispersed generation); 
hence, reinforcing the network to deal with these 
temporary situations is seldom an economically viable 
option for the DSO. To some extent, the problems can 
be anticipatively detected and corrected in operational 
planning, e.g. in the day-ahead time frame. However, 
this requires taking decisions under uncertainty [3], 
stemming from the prediction of renewable energy input, 
with some risk of taking conservative or insufficient 
actions. 

For the above reasons, and because it is the “last line 
of defense” against unexpected events, the need for 
real-time corrective control will go increasing. It is 
the main focus of this paper. This requires monitoring 
the system through an appropriate measurement and 
communication infrastructure and taking control 
actions if the system is driven to operate with voltage 
and/or thermal limits exceeded. The DGUs are the main 
components taking part in corrective control. This is 
reflected in the term “active distribution network” [1].

This topic has received a growing attention over the last 

decade, as testified for instance by the recent survey in 
[4]. 

The methods can be classified according to the overall 
control architecture: centralized [5-14], local (or 
decentralized) [15-17], combined centralized and local 
[8], agent-based 18], and multi-layer [19, 20].

The simplest, and widely used approach is local 
control. It is already enforced by some grid codes 
[15]. For example, Ref. [16] proposes to perform a 
sensitivity analysis at each DGU location to compute 
the necessary, local active/reactive power adjustments; 
no communication is required. A decentralized control 
strategy for wind farms with full-scale converters is 
presented in [17], and the results are compared with 
a centralized approach. It is shown that the use of an 
accurate model of the wind farm internal structure as 
well as an accurate parameterization of transformers 
and cables play an important role to obtain a satisfactory 
response from the decentralized control.

An alternative, involving some more information 
exchange, is the agent-based scheme, proposed for 
instance in [18]. Using locally collected measurements, 
the distributed controllers correct the voltage violations 
and, when needed, initiate a reactive power support 
request from the neighbouring controllers. 

The approach illustrated in this paper is of the 
centralized type. Centralized control relies on a proper 
infrastructure to collect measurements and send 
coordinated corrections at regular time intervals. This 
entails investing in communication. In return it offers a 
“system-wide” observability and higher controllability 
of the distribution grid. It can be taken for granted that 
such two-way communication infrastructures will be 
available in truly active distribution networks [1].

In the literature dealing with centralized control, the 
main approach is the Optimal Power Flow (OPF)  
[8, 10]. Numerous variants have been proposed. 
Examples are provided in Reference [8], in which the 
impact of centralized and distributed voltage control 
schemes on the potential penetration of dispersed 
generation is discussed. Similarly, in [10],  the “last-
in first-off” principle is used. Thermal constraints are 
primarily managed in a centralized manner, but voltage 
constraints are also included in the formulation.
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The approach demonstrated in this paper for centralized 
corrective control departs from the traditional OPF in 
two respects1.

Firstly,  OPF is an open-loop approach. It is impacted 
by modeling inaccuracies, measurement errors, control 
actuation failure, and loss of communication. In contrast, 
the approach of this paper operates in closed-loop with 
the ability to correct deviations identified from regularly 
updated measurements. To this purpose, Model Predictive 
Control (MPC), one type of receding-horizon control, is 
used [21, 22]. It was proposed in [7] for voltage control 
purposes using a sensitivity model. This formulation was 
further extended and developed as a joint voltage/thermal 
control scheme in [5, 6].

Secondly, OPF determines a vector of control changes to 
be implemented, while the MPC-based controller “steers” 
the system from the current (non-viable) to the desired 
(safe) operating state. It does so smoothly, avoiding large 
transients that could stress equipment.

This paper reports on the comprehensive testing of an 
MPC-based scheme, in the context of the GREDOR 
project supported by the Wallonia region of Belgium 
(https://gredor.be), using the model of an existing 
distribution grid operated by a DSO partner of the project. 
Using real system data and anticipated scenarios of future 
dispersed generation expansion, the performance of the 
real-time corrective control scheme has been assessed 
as a substitute to network reinforcements. A future year 
has thus been simulated, with typical consumption and 
plausible production evolutions, leading to over- or under-
voltage and/or thermal overload problems in some days of 
that year, and for some durations during those days. The 
focus is on a representative sample of those situations.

It is stressed that the purpose of this paper is not to propose 
a new algorithm, but report on the performance, in 
realistic conditions, of the MPC-type approach previously 
presented in [5, 6, 29]. In the latter references, relatively 
short simulations of a test system were considered, while 
this paper demonstrates the controller performance over 
full days of operation of an existing system in anticipated 
future situations.

The rest of the paper is organized as follows. The 
mathematical formulation of the receding-horizon multi-
step control is presented in Section 2. Specific aspects 
of its application to the DGUs hosted by a distribution 
grid are given in Section 3. The study system is described 
in Section 4 together with an overview of the selected 
situations and controller settings. Section 5 is devoted to 
the results, while conclusions are drawn in Section 6.

2. Receding-horizon multi-
step control: mathematical 
formulation
In this section, the mathematical formulation is detailed. 
For reasons explained in the Introduction, the material is 
largely borrowed from [5, 6, 11].

2.1. Principle of MPC

The term MPC stems from the idea of employing an 
explicit model of the controlled system to predict its future 
behaviour over the next Np future discrete times (or steps) 
[21] [22]. This prediction allows solving optimal control 
problems on line, where the difference between the 
predicted output and the desired reference is minimized 
over a future horizon, subject to constraints on the 
controls and the outputs. With a linear prediction model, 
the optimization problem is quadratic if the objective is 
expressed through the L2-norm, or linear if expressed 
through the L1-norm [23].

The result of the optimization is applied using a receding 
horizon philosophy. Namely, at time k, using the latest 
available measurements, the controller determines the 
optimal change of control variables at the Nc future times, 
i.e. from k until k + Nc − 1, in order to meet a target at the 
end of the prediction horizon, i.e. at time k + Np. However, 
only the first component of the so determined command 
sequence is actually applied to the system. The remaining 
components are discarded, while a new optimal control 
problem is solved at instant k + 1 using the newly received 
set of measurements that reflect the system response to 
the control actions applied at time k. This closed-loop 
nature of MPC offers significant advantages in terms of 
robustness to model inaccuracies, component failures, etc.

1- Further comparisons between OPF and the approach of this paper can be found in [6, 11, 25]
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The prediction horizon must be chosen such that it 
takes into account the expected effect of the computed 
control actions. To meet this requirement, the length of 
the prediction horizon should be at least equal to the 
length of the control horizon, i.e. Np ≥ Nc. To decrease the 
computational burden, the lengths are usually set equal, 
unless the controller is requested to consider changes 
taking place beyond the control horizon. Furthermore, 
they are set to moderately low values (say, from 3 to 5) 
to obtain a short enough response time, and keep the 
computational effort reasonable.

The formulation used in this work involves a simple 
(and, hence, easy to maintain) prediction model based on 
sensitivity matrices linking the measured outputs to the 
controls. The chosen objective function being quadratic, 
the resulting optimization is a quadratic programming 
problem for which efficient solvers are available, making 
the overall control scheme compatible with real-time 
requirements.

2.2. Control problem formulation

The control variables considered in this work are the 
active power (Pg) and reactive power (Qg) produced by 
the various DGUs, and possibly also the voltage set-point   
Vtap of the Load Tap Changer (LTC) controlling the main 
transformer feeding the distribution grid. These controls 
are grouped in the vector u(k), relative to time k:

                               (1)

Active and reactive powers have time-varying reference 
values, denoted by Pref(k) and Gref(k), respectively; their 
choice is discussed in Section 3. The voltage set-point 
reference of the LTC, Vref, is set to a pre-defined value, 
and infrequently updated (for instance, different settings 
for different months/seasons). Demand response is not 
considered here, since its activation is usually too slow 
for real-time corrective control. Energy storage devices 
are not considered either. However, including the 
corresponding powers into u is not an issue, if energy 
constraints on these components can be ignored in the 
short time frame of real-time control.

The objective is to minimize the sum of squared 
deviations, over the Nc future steps, between the controls 
and their references:

(2)

where ||·|| denotes the L2-norm. The diagonal weighting 
matrices R1 and R2 and the weighting factor R3 allow 
prioritizing the controls, with usually lower values 
assigned to the reactive powers compared to the tap 
changer. Adjusting the active powers Pg, which means 
curtailing production in the case of DGUs exploiting 
renewable energy sources, must be considered in the 
last resort only. The entries of R1 are thus set to large 
values. The last term in (2) involves the slack variables 
ε aimed at relaxing the inequality constraints in case the 
optimization problem is infeasible; the entries of the 
diagonal matrix S   are given very high values, forcing 
the constraints to be satisfied when possible.

The above objective is minimized subject to the linear 
prediction of system evolution:

for i = 1, …, Np :

                               
(3)

                                
(4)

where V(k + i | k ) and I(k + i | k ) are the predicted bus 
voltages and branch currents, respectively, based on 
the measurements available at time k. Sv and Sl are the 
sensitivity matrices of those variables to the control 
changes. The prediction is initialized with  and set to 
the last received measurements.  is also set to last 
collected measurements. The sensitivity matrices  and  
are computed as explained in [5-7]. The matrix  can be 
updated infrequently, the errors being compensated by 
the receding-horizon scheme [7] while the sensitivity 
matrix  should be updated more frequently, due to the 
higher variability of currents [5, 6]. 

The following inequality constraints are also imposed:

for i = 1, …, Np :

=
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              (5)

                (6)

                   (7)

where V low(k+ i ), Vup(k+ i ) and Iup(k+ i ) are the lower 
and upper limits of the predicted voltages and currents. 
The adjustment of these limits with time k is discussed in 
Section 2.3. ε1, ε2 and ε3 are the components of ε, and 1 
denotes a unit vector of the same size.

Finally, the control variables are requested to stay within 
limits as follows:

for i = 0, …, Nc−1 :

  (8)
(9)

where umin, umax, ∆umin and  are the lower and upper limits 
on the controls and on their rate of change. The choice 
of the upper limits on active power of DGUs depends 
on their type. For dispatchable DGUs, this value is the 
nominal active power, while for DGUs tracking maximum 
power, this is the maximum power available at time k. 
The limits on the DGU reactive powers are obtained 
from their capability diagrams [24], in which the reactive 
power limits vary generally with the DGU active power 
and voltage. For simplicity, the bounds on DGU reactive 
powers in (8) are treated as constant when solving the 
constrained optimization problem (2-9). However, those 
bounds are updated at each time k based on the last 
received measurements of active power and terminal 
voltage. Thus, the iterative nature of the MPC scheme 
allows taking full advantage of the DGU capability. This 
is further illustrated in Section 4.2.

As mentioned before, the voltage set-point of the LTC 
can be included in the control vector (1). Since it would 
be infeasible to update the numerous LTCs in operation, 
it is preferred to leave the traditional LTC local control 
unchanged but act on its voltage set-point. Thus, tap 
changes will be triggered when changes in operating 
conditions make the controlled voltage leave the dead-

band, or when the controller shifts the voltage set-point 
such that the voltage falls outside the shifted dead-band.

The effect of the transformer ratio changes are anticipated 
through a correction term in the prediction (3), and the 
formulation reflects the intentional delays present in LTCs. 
The transformer ratio is treated as a continuous variable 
but, to ensure that tap changes are actuated as computed, 
the effect of the LTC dead-band is accounted for by 
manipulating the LTC voltage set-point. Small computed 
changes are discarded.  Such small approximations are 
very effectively compensated by the MPC algorithm. 

For further detail the interested reader is invited to refer to 
[7], 11 pp. 61-67, [25].

2.3. Progressive tightening of bounds

If, due to a disturbance, for instance, the voltages and/
or currents fall outside the above-mentioned admissible 
limits, the controller will correct the situation by successive 
control changes. To obtain a smooth system evolution, 
the bounds V low(k+ i ), Vup(k+ i ) and Iup(k+ i ), on the 
predicted voltages and currents are tightened progressively, 
a formulation also known as  funnel constraint [21], [22]. 
An exponential evolution with time has been considered, 
as illustrated in Figure 1 for respectively a lower voltage 
(Figure 1.(a)) and a current limit (Figure 1.(b)). The 
circles indicate voltage or current values measured at 
time k, which fall outside the acceptable range. The limits 
imposed at the successive times k + 1, …, k + Np are 
shown with solid lines. They force the voltage or current 
of concern to enter the acceptable range at the end of the 
prediction horizon. Taking the lower voltage limit as an 
example, the variation is given by:

for i = 1, …, Np :

 (10)

where p is the bus of concern, Vp
meas(k) is the measurement 

collected at time k, and Vp
min is the allowed lower voltage 

limit. The time constant Tv is chosen to have the last 
predicted output inside the acceptable limits. Similar 
variations are imposed to upper voltage and current limits.
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Note that, in normal operation, when the bus voltages 
lie within their limits Vmin and Vmax, and branch currents 
below their limit Imax, constant bounds are used in Eqs. 
(5), (6) and (7) at all future times:

                                                   

(11)

The proposed method is devoted to corrective control, 
i.e. clearing of voltage and/or current limit violations. By 
default the Vmin and Vmax bounds in Eq. (11) are admissible 

technical limits. However, they can also be set to  
Vmin = Vdes −   and  Vmax = Vdes +  where Vdes is a vector of 
desired bus voltages and   a tolerance leading to tighter 
bounds. In particular, Vdes can be determined off-line to 
minimize distribution losses.

3. Application to the DGUs of a 
distribution grid
The environment of the proposed control scheme is 
sketched in Figure 2 Real-time control scheme.

Figure 1 Progressive tightening of voltage and current bounds

Figure 2 Real-time control scheme
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It is aimed at being executed by a central entity, typically 
the DSO. This entity collects measurements in real-time 
and sends back control corrections, when required. It also 
interacts with other entities acting on the DGUs.

The measurements consists of active and reactive power 
productions and terminal voltages of the DGUs, active and 
reactive power flows in critical (potentially congested) 
branches, and possibly some other bus voltages. Instead 
of dedicated measurements, the controller could also 
rely on the results of a state estimator (as suggested in 
Figure 2 Real-time control scheme), for improved system 
monitoring.

Once the controller observes (or predicts) limit violations, 
it computes and sends corrections to the DGUs of concern, 
and possibly the transformer LTC. The corrections are 
the differences between the reference and the computed 
controls, i.e.

                                 

(12)

It must be emphasized that these corrections remain 
at zero as long as no limit violation is observed (or 
predicted), and come back to zero (together with the 
objective function (2)) as soon as operation is no longer 
constrained, as explained in the sequel.

Furthermore, a distinction is made between dispatchable 
and non-dispatchable DGUs. The latter are typically 
wind turbine or PhotoVoltaic (PV) units operated 
for Maximum Power Point Tracking (MPPT). In the 
absence of operation constraints, they are left to produce 
as much as it can be obtained from their renewable 
energy sources. The dispatchable units, on the other 
hand, are assigned (active and possibly reactive) power 
production schedules, according to market opportunities 
or balancing needs, for instance.

As regards the non-dispatchable DGUs, at each time 
step k, the reference Pref,i(k) of the i-th DGU is set to the 
maximum available power. This information is likely to 
be available to the MPPT controller of the DGU, but is 
seldom transmitted outside. An alternative is to estimate 
that power from the measurements Pmeas. Considering 
the short control horizon of concern here, a simple 

prediction is given by the “persistence” model:

for i = 0, …, Nc−1 :

               (13)

As long as no power correction is applied, the last term 
is zero and Pmeas is used as a short-term prediction of the 
available power. When a correction is applied, the right-
hand side in (13) keeps track of what was the available 
power before a correction started being applied. Using 
this value as reference allows resetting the DGUs under 
the desired MPPT mode as soon as system conditions 
improve. More accurate predictions can be used, if data 
are available. In this work, however, only the persistence 
model was considered.

For dispatchable DGUs, on the other hand, the active 
P and reactive power Q schedules are known by the 
controller, either because this information is transmitted 
by the non-DSO actors controlling the DGUs or because 
the DSO is entitled to directly control the DGUs. The 
latter case may also correspond to schedules determined 
at an earlier operational planning step. The controller 
can anticipate a possible violation under the effect of the 
scheduled change, and correct the productions ex ante.

4. The study system
The performance of the control scheme has been 
evaluated in the context of the GREDOR project, using 
the model of an existing distribution grid operated by 
ORES, a DSO partner of the project (https://www.ores.
be).

The objective was to examine the system behaviour 
over future years, when more DGUs would be installed. 
More precisely, the focus was on the capability of real-
time corrective control to resolve the voltage and/or 
thermal issues, and, consequently, postpone network 
reinforcements. To this purpose, several scenarios with 
high penetration of renewable (essentially solar and 
wind) energy sources and flexible loads (mainly electrical 
vehicles and heat pumps) in 2030 were considered. 
Figure 3 One-line diagram of the study systemshows 
the one-line diagram of the 328-bus, 10-kV distribution 
system. It is connected through two transformers to the 
70-kV transmission system, represented by a Thévenin 
equivalent.
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4.1. Main substation

The main substation hosts two 70/10 kV/kV transformers 
which are connected to two separate 10-kV bus-bars. 
The latter can be connected through a bus-coupler, if 
needed. Each transformer has a permanent rating of  
20 MVA. In normal operation, considered here, the  
bus-coupler is closed and only one transformer (referred 
to as main transformer hereafter) is in operation. When 
the power exchange between the MV grid and the 
transmission network is high (i.e. high consumption and 
low generation, or low consumption and high generation), 
both transformers are in operation while the bus-coupler 
is kept open (this is required since both transformers do 
not have exactly the same secondary voltages). Both 
transformers are equipped with LTCs.

From past recordings it is known that the voltage on the 
transmission side can vary from 65 kV (0.93 pu) to 77 kV 
(1.10 pu), depending on the system operating conditions. 
On the distribution side, however, voltages must be kept 
within a tighter interval. In order to examine the impact 
of such voltage variations, two cases were considered 
in the simulations: variable vs. constant voltage on the 
transmission side of the transformer. In the former case, 
and in the absence of recorded data, the evolution of the 
voltage was assumed to be linearly related to the active 
power flow in the transformer, with the yearly maximum 
flow from transmission to distribution corresponding to  
65 kV, and the yearly maximum opposite flow 
corresponding to 77 kV.

4.2. Dispersed generation

Currently four wind-turbine units, with a total installed 
power of 20.5 MW, are connected to the MV buses. On 

the other hand, the existing PV installations as well as the 
Combined Heat and Power (CHP) units are all connected 
to the Low Voltage (LV) network. Since setting up a 
communication infrastructure down to LV level does not 
seem realistic, DGUs connected to LV network are not 
considered controllable. Hence, the focus is on the DGUs 
connected to the MV grid.

It is expected that, by the year 2030, the network of 
concern will accommodate new DGUs at MV level, for 
an additional installed power of 13.6 MW. The GCAN 
tool described in [26] has been used to determine their 
plausible locations  in the grid. Table 1 details the 
capacities and numbers of DGUs. Including the existing 
wind units, it is assumed that the system will host a total 
of 18 DGUs, identified in Figure 3. They are distributed 
along various feeders, enabling the real-time centralized 
controller to have a relatively good controllability of the 
system.

Table 1 Number and installed power of the existing and planned DGUs  
for the year 2030

DGU type Existing number 
/ power [MW]

Planned number 
/ power [MW]

Wind 4 / 20.50 9 / 8.75
PV 0 / 0.0 2 / 1.70

CHP 0 / 0.0 3 / 3.10

In the considered future scenarios, the time evolutions 
of wind speed and solar irradiance are assumed to be the 
same as in the 2013 recordings. Both wind turbines and 
PV units are categorized as non-dispatchable units since 
they are assumed to be internally controlled for MPPT. 

Two different capability diagrams are considered for 
reactive power support. The first one constrains the 

Figure 3 One-line diagram of the study system
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unit to operate between power factors of 0.9 and 1.0 in 
both under- and over-excited modes, which leads to the 
triangle-shaped capability curve shown in the upper part on  
Figure 4. In the second diagram, operation is allowed inside 
the polygon-bounded surface shown in the lower part 
on Figure 4. This yields a larger reactive power reserve, 
the reactive power being limitedbetween 0.8Pmax when 
producing, and 0.6Pmax when consuming. At low or high 
active power production, the limits are restrained.

Figure 4 DGU capability diagrams. Operation is allowed in the shaded area

The future system is assumed to also host three CHP units. 
Since they are in operation for air-conditioning purposes 
mainly, their  production schedule is pre-determined. 
Those units are categorized as dispatchable DGUs.

For all types of DGUs, as long as no violation is observed 
(or predicted), the reactive power is kept at zero with the 
objective of minimizing internal losses of the units.

4.3. Consumptions

The network feeds 420 residential and industrial loads 
connected to 297 MV buses. 

The various residential loads connected at LV level and fed 

by the same MV/LV transformer are aggregated into one 
load attached to the MV bus. That load also includes the 
losses in the LV network and in the MV/LV transformer.

The industrial loads are subdivided into three types, 
depending on their consumption profile within a day:   

•	 type 1: working during the day only (e.g. 
manufacturers; total number of 40);

•	 type 2: with high thermal needs (total number of 10);
•	 type 3: working day and night (e.g. warehouses; total 

number of 10).

There are also 178 heat pumps (total capacity of 1.37 MW) 
and 182 electrical vehicle charging stations (total capacity 
of 2.66 MW). Both are categorized as residential loads.

4.4. Measurements

With the expected penetration of DGUs, a better 
observability of the system will be needed, to detect and 
correct problems in various parts of the system. Hence, it is 
planned to install in a near future additional measurement 
points throughout the grid. The future telemetered values 
were assumed to be:

•	 the active and reactive powers injected by, and the 
terminal voltage of each DGU;

•	 the active and reactive power flows in all branches 
that leave the main substation;

•	 the active and reactive power flows in one incident 
branch and the voltage at each of the monitored buses 
shown with empty rectangles in Figure 3;

•	 the active and reactive powers received from the 
transformer(s) and the voltage(s) on their MV side.

All those measurements are directly used by the MPC 
algorithm, as well as to update the reference active powers 
(13) and the reactive power limits (see Section 4.2). As 
suggested in Fig. 2, they could be pre-processed by a state 
estimator but that option is not considered here.

4.5. Selected scenarios

The simulations were run over full days, in order to assess 
the response of the controller to consumption/generation 
evolutions at different times of the day. 

As already mentioned, historical data of wind speed, solar 
irradiance and load consumption have been exploited in 
this study. The data were available for the full year 2013, 
with a resolution of 15 min; linear interpolation has been 
used to obtain values at intermediate discrete times.
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The following operation limits have been considered: 
voltages in the range [0.95, 1.05] pu at all buses, and the 
currents in cables and transformers below their thermal 
ratings.

The results reported here relate to three scenarios 
representative of stressed operating conditions:

SD1:	a summer day with high production by the 
DGUs. Combined with low load, this results 
in a high power transfer from distribution to 
transmission, as shown by the evolutions of the 
power flows in the transformer, see Figure 5 SD1, 
no controller: Active and reactive powers injected  
into the transmission system. CHP 
units are not in operation. The voltages 
at a sample of MV buses are given in  
Figure 6, showing that some voltages moderately 
exceed the upper limit. They increase as one moves 
from the main substation towards the end of a feeder;

SD2:	same scenario as SD1 but with a higher production 
by wind generators. The corresponding same power 
flows are shown in Figure 7. The thermal limit of the 
transformer is exceeded between t ≈ 12 h and 15 h. 
The transformer tap position had been adjusted in 
order to avoid excessive voltages;

WD:	a winter day with high power drawn from the 
transmission system. The wind speed is negligible 
and the PV units produce little power. Three CHP 
units come in operation during working hours. The 
corresponding power flows are shown in Figure 8. 
The two jumps in the active power flow are due to 
the rapid production changes of the CHP units. The 
voltage evolutions are given in Figure 9. One mild and 
one severe under-voltage situation are experienced. 
In addition, the transformer is overloaded between  
t ≈ 18 h and 22 h, but this situation is tolerable due 
to higher cooling capabilities in winter. It would 
be definitely safer to use the second transformer, 
but this option is not considered to demonstrate the 
effectiveness of the controller.

Figure 7 SD2, no controller:  Active and reactive powers injected  
into the transmission system

Figure 6 SD1, no controller: Voltages at a sample of MV buses

Figure 5 SD1, no controller: Active and reactive powers injected  
into the transmission system
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To summarize, the three days involve different limit 
violations: over-voltage for SD1, thermal overload for 
SD2, under- and over-voltage for WD. The benefit of 
coordinating the DGU powers and the LTC voltage set-
point will be illustrated in some variants.

4.6. Controller settings

The active power schedules of the CHP units are 
communicated every 15 minutes to the real-time 
controller, which is thus aware of those productions in 
advance. On the other hand, the wind and solar units are 
left to operate in MPPT mode (unless operating conditions 
do not allow doing so). No prediction of wind speed and 
solar irradiance is available to the controller.

The measurements are assumed to be received by the 
controller every 10 seconds, and its corrections sent to the 
DGUs and the LTC with the same periodicity.

In all simulations the sensitivity matrix Sl has been updated 
at each discrete step while the  matrix has been kept constant 
at all times, to verify the robustness of the controller.

The control and prediction horizons have been set to  
Nc = Np = 3. Thus, the “open loop” control horizon is  
3 × 10 = 30 seconds. In fact, the time taken by the 
controller to correct violations “in closed loop”, counted 
from its first action until a steady state is reached with all 
violations corrected, is in the order of 60 seconds. This 
holds true as long as no rate limit (9) is imposed, and the 
references Pref and Qref are left unchanged. This response 
time is fast enough for emergency control purposes. Note 
finally that it can vary with the number of active inequality 
constraints.

Within the guidelines stated in Section 2.2, there is quite 
some freedom in selecting the diagonal weighting matrices 
R1, R2 and S. Their entries were merely set to: 1 for reactive 
powers, 25 for active powers, 500 for the slack variables 
ε1 and ε2, and 5000 for ε3. Unless otherwise specified, 
the voltage set-point of the LTC has been included in the 
control variables. To avoid excessive solicitation of that 
device (reducing its lifespan or requiring more frequent 
maintenance), its control has a lower priority (R3 = 10) 
compared to DGU reactive powers, with the result that it 
is used only when needed.

Simulations were performed with RAMSES, a dynamic 
simulation software developed at the University of Liège 
[27]. Each 10 min of real time is represented by 1 min of 
simulated time, for legibility of the results. The quadratic 
programming problem is solved using the Harwell 
procedure VE17AD [28].

4.7. Processing time

Each sampling period of the centralized controller can 
be decomposed into: (i) a communication delay for the 
control corrections to be received by the DGUs; (ii) a 
dead-time for the DGUs and their controllers to reach 
steady state after actuating those corrections; (iii) a time 
window in which the measurements are locally collected 
and pre-filtered; (iv) a communication delay for those 
measurements to be received by the controller; (v) the time 
taken by the MPC scheme to compute the corrections.

As regards item (v), for the system of concern, the elapsed 
time to solve one optimization problem was found to vary 
between 0 and 32 ms, depending on the number of active 
constraints, which varies with time. Those times were 
obtained on a standard laptop computer with a dual-core 
Intel-i5 processor running at 2.27 GHz with 4 GB RAM. 

Figure 9 WD, no controller: Voltages at a sample of MV buses

Figure 8 WD, no controller: Active and reactive powers injected  
into the transmission system
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In view of the number of measurements, it can be assumed 
that the delays (i) and (iv) together will not exceed 1 s. 
Considering a dead-time (ii) of 3 s, and a measurement 
window (iii) of 2 s, the five components sum up to 6 s, 
which leaves an ample margin with respect to the sampling 
period of 10 s.

5. Simulations results and 
discussion
5.1. Case 1: SD1 with constant transmission 
voltage, triangle-shaped capability diagram

In this case, the voltage on the transmission side of the 
main transformer is assumed to remain constant, while the 
DGUs have the triangle-shaped capability diagram shown 
in the upper part of Figure 4.

The evolutions of the active and reactive powers produced 
by DGUs are shown in Figure 10 Case 1: Active powers 
produced by DGUs and Figure 11 Case 1: Reactive 
powers produced by DGUs, respectively. The resulting 
voltage evolutions are shown in Figure 12.

For a little more than 15 hours, the DGUs are requested to 
consume reactive power in order to avoid over-voltages at 
the end of some feeders. It can be seen that after corrective 
control, the highest among all bus voltages is kept equal 
to (or smaller than) the maximum upper limit of 1.05 pu.

The minimum consumption level is observed between 
midnight and sunrise. Therefore, from midnight up to  
T ≈ 4 h, the still decreasing consumption combined with 
some increase of the active generation causes a voltage 
rise. It is smoothly counteracted by reactive power 
adjustments of the DGUs to keep the voltages below 
the limit. Figure 11 Case 1: Reactive powers produced 
by DGUs1 shows the reactive power corrections of Eq. 
(12), in which the references Qref(k) have been specified 
to zero (see Section 4.2). It can be seen that the maximum 
correction takes place at T ≈ 4 h. 

From this time till noon the production keeps on 
increasing, but its effects are counteracted by the 
consumption ramping in the morning. Since the system 
is controlled in such a way that limits are obeyed with 
minimum deviation of DGUs from unity power factor, 
one can observe a “reset” effect bringing the reactive 
powers towards zero. Thanks to centralized control, 
those DGUs closer to buses with higher voltage 
participate more in corrective control. Furthermore, the 
reactive power support of DGUs is significantly limited 
by the triangle-shaped capability diagram. In particular, 
this results in low reactive power reserves on units with 
low active power output. 

During the last third of the day, production decreases 
while consumption increases. This leads to a decrease 
of voltages in the system. All voltages move away from 

Figure 12 Case 1: Voltages of distribution buses

Figure 10 Case 1: Active powers produced by DGUs

Figure 11 Case 1: Reactive powers produced by DGUs
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the upper limit. Consequently, the DGU reactive powers 
come back to the desired zero value.

LTC control is not used since the reactive power changes 
are sufficient, and they are given priority through their 
weighting matrix in (2).

5.2. Case 2: SD1 with variable transmission voltage, 
triangle-shaped capability diagram

This case is identical to Case 1, except for the transmission 
voltage which varies together with the operating point of 
the distribution grid. To that purpose and for simplicity, 
the Thévenin equivalent voltage of the external grid 
linearly follows the active power injected by the 
distribution into the transmission grid. This aggravates 
the voltage violations in the MV network.

The bus voltages after corrective control are shown in 
Figure 13, while the DGU reactive powers are displayed 
in Figure 14. A comparison with Case 1 shows that 
more reactive power is consumed by the DGUs to keep 
voltages below the limit. The highest consumption 
is reached between T ≈ 12 h to T ≈ 15 h. Figure 15         
shows that this coincides with the largest active power 
injection in the transmission grid and, consequently, the 
largest transmission voltage.

On the other hand, the peak demand in the evening causes 
an under-voltage which is corrected by the controller 
imposing a small production of reactive power.

Figure 14 Case 2 : Reactive powers produced by DGUs

Figure 15 Case 2: Active and reactive powers injected  
into the transmission system

5.3. Case 3: SD2 with constant transmission 
voltage, polygon-bounded capability diagram, LTC 
non controlled

In this case, the transformer ratio is assumed constant, i.e.  
Vtap is removed from the control vector u in (1).

As mentioned previously, Scenario SD2 involves a 
violation of the transformer thermal limit, as shown by 
the dashed line in Figure 16, relative to the current in the 
transformer without corrective control.

At t ≈ 7 h the transformer current reaches its limit. This 
is detected by the centralized controller from the received 
measurements. The controller corrects this congestion 
by acting first on the DGU reactive powers, which have 
higher priority2. Figure 7 showed that the reactive power 

Figure 13 Case 2: Voltages of distribution buses

2- The current in per unit is given by . Assuming that V does not change significantly (its value is anyway updated at each control step) and letting P       
unchanged, Q should be decreased to zero to decrease I 
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is flowing from the transmission to the distribution 
network. To alleviate the overload, that flow must be 
decreased, which requires to increase the DGU reactive 
power productions. The latter are shown in Figure 17. The 
solid line, which relates to a large number of DGUs with 
the same output, shows indeed an increase. However, an 
increase of all DGU reactive powers would cause over-
voltages in the grid. This is why some other DGUs have 
their reactive power decreased, as shown by the dotted 
curves in Figure 17.

The reactive powers are exploited until the highest voltage 
reaches the allowed upper limit, as shown in Figure 18. 
At this point, the active powers of some DGUs must be 
decreased, until the remaining overload is cleared. Figure 
19 shows the amount of curtailed active power of one 
DGU, imposed by the centralized controller. 

A few hours later, a second thermal violation is detected 
and corrected in a similar but more pronounced manner. 
Figure 17 shows that two DGUs reached their maximum 
absorption capability.

At time t ≈ 16  h, the power consumption of loads 
increases, while the wind speed decreases. This allows 
the powers of the wind units to progressively reach their 
maximum available values, as confirmed by Figure 
19 showing that the correction sent by the controller 
decreases to zero.

Figure 16 Case 3: Current in the transformer

Figure 18 Case 3: Voltages of distribution buses

Figure 17 Case 3: Reactive powers produced by the DGUs

Figure 19 Case 3: Active power curtailment applied to DGU 203
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Figure 22 Case 4: Voltages of distribution buses) and 
by reducing the DGU reactive powers. Incidentally, 
this voltage adjustment explains the slightly different 
values of the current, with and without control (dashed 
vs. solid line in Figure 20), while the transformer is not 
overloaded any more.

Figure 20 Case 4: Current in the transformer

Figure 21 Case 4: Reactive powers produced by the DGUs

Figure 22 Case 4: Voltages of distribution buses

5.4. Case 4: SD2 with constant transmission 
voltage, polygon-bounded capability diagram

This case is similar to the previous one, except that the 
centralized controller again can adjust the voltage set-
point Vtap of the transformer LTC. The latter can be used 
to mitigate the over-voltages caused by DGU reactive 
powers, as shown hereafter.

The successful correction of the transformer overload 
is seen in Figure 20.

As in Case 3, to reduce the current in the transformer, 
the reactive power flowing from transmission to 
distribution must be decreased, which requires to 
increase the DGU reactive powers. This is shown in 
Figure 21.

The evolution of the distribution voltages is given in 
Figure 22 . They are all kept within the allowed limits. As in 
Case 3, the reactive power injected by the DGUs between  
t ≈ 7 h and t ≈ 16 h would lead to over-voltages but the 
controller prevents this by decreasing the LTC voltage 
set-point Vtap. This takes place at three times, identified 
with down arrows in Figure 22. The effects are visible 
in all voltage evolutions. With this contribution by 
the LTC, there is no need for some DGUs to consume 
reactive power as in Case 3 (see Figure 17). On the 
contrary 21 shows that more DGUs contribute with 
reactive power production.

The main benefit of the LTC actions is the smaller 
amount of active power curtailment in complement to 
the reactive power corrections. This is illustrated in 
Figure 23, to be compared with Figure 19 of Case 3. 
Further evidence is given in Figure 24, which compares 
the active power flows in the transformer in Cases 3 
and 4, respectively. The additional LTC control allows 
exporting to the transmission system 0.4 MW more, on 
the average, between t ≈ 12 h and t ≈ 15 h.

From t ≈ 16  h to t ≈ 19  h, the system is exposed to 
under-voltages (caused by evening load increase and 
DGU power decrease). This voltage drop was already 
seen in Figure 18 of Case 3, but is more severe here due 
to the previous LTC interventions. The controller keeps 
the voltages above the lower limit by changing Vtap in 
the opposite direction (as shown by the up arrows in  
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Figure 25 Case 5: Voltages of distribution buses

Figure 26 Case 5: Reactive powers produced by the DGUs

5.6. Case 6: WD with variable transmission 
voltage, triangle-shaped capability diagram

Finally, Case 5 is revisited, assuming that DGUs have 
tighter reactive power limits: the polygon-bounded 
capability diagram is replaced by the triangle-shape one 
(see Figure 4). The controller compensates for the lack 
of reactive power reserves by resorting to 16 tap changes 
over the whole day (instead of five in Case 5). This allows 
keeping all voltages between limits, as shown by Figure 
27. A comparison with Figure 25 shows that the voltage 
violations last longer when they are corrected by the 
LTC mainly. This is due to the (unchanged) LTC internal 
delays:  s on the first tap change,  s between subsequent 
tap changes.

Figure 28 reveals very small DGU reactive power 
variations before t ≈ 7 h and after t ≈ 19 h. At those times, 
the DGU active power productions are close to zero and, 
hence, the triangle-shaped capability diagram does not 
allow significant reactive power variations.

Figure 23 Case 4: Active power curtailment applied to DGU 2032

Figure 24 Active power injected into the transmission system: Case 3 vs. Case

5.5. Case 5: WD with variable transmission 
voltage, polygon-bounded capability diagram

In this case the controller acts to correct the unacceptable 
voltages observed in Figure 9. The corrected voltage 
evolutions are shown in Figure 25. Over-voltages are 
avoided at t ≈ 13  h and t ≈ 23  h, when consumption 
is relatively low, while under-voltages are corrected 
at t ≈ 7 h and t ≈ 19 h, which corresponds to morning 
ramp and evening peak, respectively. The corresponding 
adjustments of the DGU reactive powers are shown 
in Figure 26. Although LTC control has lower priority 
compared to DGU reactive powers, it must be used to raise 
the very low evening voltages. The  corrections result in 
five transformer tap changes, identified in Figure 25.
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As for any centralized control, the main burden of the 
proposed scheme is to collect all measurements in, and 
send all controls from a single place. This requires a 
communication infrastructure. It is, however, the trend 
in modern distribution management systems to have a 
“system-wide” view of the system as advocated in this 
paper.

Compared to the traditional OPF approach, the proposed 
scheme :

•	 offers robustness against modeling inaccuracies, 
measurement errors, control actuation failure, and 
loss of communication

•	 “steers” the system from the current (non-viable) to 
the desired (safe) operating state. It does so smoothly, 
avoiding large transients that could stress equipment.

The simulations reported in this paper involved future 
scenarios of a real-life distribution system. The paper has 
demonstrated the controller performance over three full 
days, identified as challenging in terms of voltage and/or 
thermal violations. The following features were stressed:

•	 priority given to “cheap” control actions
•	 active power curtailment minimized as much as 

possible, 
•	 DGUs powers brought back at their desired values 

once corrections are no longer needed
•	 repeated optimization compatible with the efficiency 

constraints of a real-time controller.

On the premise that operation limits are exceeded for 
limited durations, the above demonstrated features 
make the proposed corrective control scheme a serious 
alternative to expensive network reinforcements, and 
contribute to removing one obstacle to the penetration of 
renewable energy sources in modern distribution grids.

The approach can be directly applied to devices such as 
D-STATCOMs. On the other hand, further investigations 
are considered for the control of:

•	 shunt capacitors, their susceptance being treated as a 
discrete variable

•	 flexible loads, which requires incorporating energy 
consumption constraints over longer periods than the 
short-term considered in this paper

•	 battery storage, taking into account their state of 
charge and other specific constraints

In between t ≈ 7 h and t ≈ 19 h, CHP and PV units are 
producing active power and, hence, can contribute with 
larger reactive power adjustments.

Figure 27 Case 6: Voltages of distribution buses

Figure 28 Case 6: Reactive powers produced by the DGUs

6. Conclusion
A centralized corrective control of voltages and/or thermal 
violations in distribution networks has been presented. 
Based on the principle of MPC, the controller involves 
a multi-step constrained optimization. The scheme can 
be applied to two types of DGUs: dispatchable and non-
dispatchable. The objective is to capture maximum power 
available from renewable DGUs or deviate as few as 
possible from pre-defined schedules, while keeping the grid 
within operation limits. Thus, the controller does not act 
as long as the system operates within the specified limits. 
With its “wide view” of the system (through the sensitivity 
matrices), the controller adjusts the DGU powers and the 
voltage set-point of the LTC in a coordinated manner; this 
performance could not be obtained with simple distributed 
control, and will become more important as distribution 
grids will host more and more DGUs.
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