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## Abstract

Granular materials can produce spectacular phenomena due to the dissipation that occurs when the grains collide. In microgravity environments, a granular material can adopt different behaviors, mainly depending on the packing fraction of the system and the intensity of the energy that is injected into the system. By regulating the packing fraction, a granular gas or a dense and slow aggregate can be observed. These aggregates are called "clusters" and their emergence has been studied both theoretically and numerically in the last decades. In addition, the parameters triggering the gas-cluster transition were highlighted during these studies. Nevertheless, these theoretical and numerical considerations have never been verified experimentally and the cluster, which always coexist with granular gases in the case of excited systems, requires still a lot of attention. That's why the SpaceGrains project has been launched by the European Space Agency (ESA). This project contributes to the study of granular phenomena in microgravity thanks to the development of the VIP-Gran-PF instrument, containing of a cell in which bronze beads can be excited by two oscillating pistons. The cell can be quasi-two or three dimensional. The instrument was developed for parabolic flights and the first part of this work has consisted in verifying experimentally the gas-cluster transition and to observe some dynamics which have been predicted by numerical simulations. These simulations constitute the second part of our work.

Perfect knowledge of the capabilities and performance of the VIP-Gran-PF instrument as well as advanced training were required before starting to use it in parabolic flights. Our experimental work began with the study of the instrument itself. Once the handling of the VIP-Gran-PF device acquired, we focused on several topics. The first concerned the experimental verification of the gas-cluster transition. This study required a large number of parabolic flight campaigns (5 to be exact) since it was necessary to explore an entire phase diagram, that was derived from numerical simulations. Granular gases and clusters, as well as an unexpected "bouncing aggregate" regime, have been observed during these campaigns. By developing an original image processing, we have been able to reconstruct the distributions of the three dimensional positions of the particles in the VIP-Gran cell on the basis of two dimensional pictures. Adapting an existing model, we also predicted the possibility of emergence of the "bouncing aggregate" regime.

In parallel with this study, we performed numerical simulations in order to determine the mechanism of birth and growth of clusters within the instrument. By sorting the grains as gaseous or clustered with a local criterion, we have discovered that the cluster was born in the corners near the lateral walls of the cell, as far as possible from the oscillating pistons. We also show that the cluster grows because the gas has to keep a critical packing fraction. Other numerical simulations allowed us to identify a specific dynamic of the cluster. By asymmetrically exciting the particles, it is possible to displace the position of the center of mass of the sys-
tem. Moreover, a natural oscillation of the cluster, linked to its size, the asymmetry and the driving frequency, has been highlighted. Finally, we were interested in the structure of clusters in the case of a mixture of two different types of particles. As a function of their difference in mass and/or in volume, we showed that different structures are observed and that a phase segregation could take place in the system.

Finally, we realized experiments in order to validate all of our numerical simulations, except for the growth of the clusters, which is impossible to observe in the current configuration of the VIP-Gran-PF instrument. We also investigated the clustering of elongated particles, the behavior of intruders in a granular gas, such granular osmosis by using a semi permeable wall and the behavior of a mobile wall placed in between both pistons. At this point, the data of these studies still has to be analyzed.

## Résumé

Les matériaux granulaires peuvent produire des phénomènes spectaculaires en raison de la dissipation d'énergie qui a lieu lorsque des grains entrent en collision. Sous microgravité, un matériau granulaire peut adopter différents comportements dynamiques, principalement en fonction du remplissage du système et de l'intensité et de la manière avec laquelle l'énergie est injectée dans le système. En jouant sur ce remplissage, un gaz granulaire ou la formation d'agrégats denses et lents peuvent être observés. Ces agrégats sont appelés "clusters" et leur émergence a été étudiée aussi bien théoriquement que numériquement au cours des dernières décennies. De plus, les paramètres à faire varier pour déclencher la transition gaz-cluster ont été mis en évidence lors de ces études. Néanmoins, ces considérations théoriques et numériques n'ont jamais été vérifiées expérimentalement et la dynamique des clusters, qui coexistent toujours avec un gaz granulaire dans le cas de systèmes excités, nécessite encore beaucoup d'attention. C'est pourquoi le projet SpaceGrains a été lancé par l'Agence Spatiale Européenne (ESA). Ce projet contribue à l'étude des phénomènes granulaires en microgravité grâce au développement, pour les vols paraboliques, de l'instrument VIP-Gran-PF. Cet instrument est principalement composé d'une cellule, quasi-bidimensionnelle ou tridimensionnelle, dans laquelle des billes de bronze peuvent être excitées à l'aide de deux pistons oscillants. La première partie de ce travail a consisté à vérifier expérimentalement la transition gaz-cluster lors de campagnes de vols paraboliques et à observer certaines dynamiques prédites par des simulations numériques. Ces simulations numériques constituent la deuxième partie du présent travail.

Une connaissance parfaite des capacités et des performances de l'instrument VIP-Gran-PF ainsi qu'un entraînement poussé étaient nécessaires avant de commencer à utiliser l'instrument en vols paraboliques. Notre travail expérimental a donc commencé avec l'étude de l'instrument en lui-même. Une fois la manipulation de l'outil acquise, nous nous sommes concentrés sur plusieurs sujets. Le premier concernait la vérification expérimentale de la transition gaz-cluster. Cette étude nécessitait un grand nombre de vols paraboliques (114 pour être exact) car il était nécessaire de couvrir tout un diagramme de phase établi au préalable sur base de simulations numériques. Des gaz granulaires et des clusters, ainsi qu'un mode de "bouncing aggregate" inattendu, ont été observés au cours de ces vols. En développant un traitement d'image original, nous avons pu reconstruire les distributions tridimensionnelles des positions des particules dans la cellule VIP-Gran à partir d'images à deux dimensions. En adaptant un modèle pré-existant, nous avons également pu prédire la possibilité d'une éventuelle émergence de l'état de "bouncing aggregate".

Parallèlement à cette étude, nous avons effectué des simulations numériques afin de déterminer le mécanisme de naissance et de croissance des clusters. En triant les grains, appartenant au gaz ou au cluster, à l'aide d'un critère de compacité local, nous avons découvert que le cluster naissait systématiquement dans les coins et sur
les parois latérales de la cellule, au plus loin des pistons oscillants. Nous avons également montré que le cluster grandissait de manière à ce que le gaz conserve sa densité critique. Ce comportement rappelle la condensation d'une phase gazeuse classique une fois que la pression dépasse la pression de vapeur saturante dudit gaz. Une autre campagne de simulations numériques nous a permis d'identifier une dynamique spécifique du cluster. En excitant les particules de manière asymétrique, il a été possible de déplacer la position moyenne du centre de masse du système, que nous avons définie comme la position d'équilibre du cluster. De plus, une oscillation naturelle du cluster, liée à sa taille, à l'asymétrie et à la fréquence de l'excitation, a été mise en évidence. Enfin, nous nous sommes intéressés (encore une fois numériquement) à la structure des clusters dans le cas d'un mélange de deux types de particules différentes. En fonction de leur différence de masse et/ou de volume, nous avons montré que différentes structures étaient observées et qu'un phénomène de ségrégation de phase pouvait avoir lieu.

Enfin, nous avons réalisé des expériences afin de valider toutes nos simulations numériques, à l'exception de celles concernant la croissance des clusters. Pour cette étude, il est en effet impossible d'observer la structure d'un cluster tridimensionnel ou de prendre les mesures adéquates dans la configuration actuelle de l'instrument VIP-Gran-PF. Nous avons également étudié le clustering de particules allongées, le comportement d'intrus dans un gaz granulaire, l'osmose granulaire en utilisant un mur semi-perméable ainsi que le comportement d'une paroi mobile placée entre les deux pistons, qui est excité sur ses deux faces par deux gaz de différentes densités. À ce jour, toutes les données de ces études doivent encore être analysées.

## Preamble

This work consists in a collection of articles written during my six years of assistantship, which gave me the chance to realize my PhD thesis. The manuscript begins with an introduction that summarizes the state of the art about granular materials in general and a description of the SpaceGrains project. My personal contributions to the project are listed at the end of the introduction. In the second part of the thesis, five articles, which highlight the work accomplished during the last six years, are presented. For each of them, an introduction as well as the main results are given. An offprint of he articles can be found at the end of each chapter. Finally, the conclusion and perspectives of this work are given at the end of the manuscript.
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## Part I

## Introduction

## State of the art

At all times, humans have been fascinated by the usefulness of granular materials. During antiquity, Egyptians, Aztecs and Mayans built monumental stable granular piles using big stone blocs, forming that way the first pyramids. The transport of granite was realized by the workers which were able to excavate huge granules from the mountains. Later, the hourglass appeared, helping men to measure time intervals based on the flow of grains of sand. Without knowing it, the inventor of this device had taken advantage of the Janssen effect [1]. This effect permits to keep a constant pressure at the place where the grains of sand fall, giving in this way a relatively constant velocity to the flow. Even though men had already found some use for granular materials, long before Science replaces superstitions in the world, their behaviors were not necessarily understood. Indeed, "Dust Devils", these swirls of sand that appear in the desert when the sun insulates the air near the surface causing ascending spiral flows, have long been associated with evil spirits. Actually, they are an example of inoffensive granular gases [2]. Usefulness, fear or the limitless human curiosity are all reasons that have prompted the desire to better understand granular materials.


Figure 1.1: Common examples of the three granular states. (a) The pyramid of Kukulcán in Mexico made of huge particles. (b) Sugar pouring in my coffee cup. (c) Dust devil in Eloy, Arizona [2]

From a more economical point of view, granular materials represent no less than eighty percent of the materials used in sectors such as pharmaceutics, mining, construction and food. In addition, companies such as Deep Space Industries or Planetary Resources [3, 4] have in mind to industrialize the harvest of rare earths metals from asteroids. Above all financial and economical implications, scientific research concerning granular materials still has a lot to reveal, as you will see in the following sections.

### 1.1 Granular Matter

The definition of granular matter may vary from one author to another, but everyone agrees that the constituent particles must be macroscopic. The latter implies that thermal fluctuations (in other words, molecular interactions) must be negligible [5]. Size matters in this definition, as much as the interactions between particles. The size of the constituents can vary from micrometers, for powders, to up to several meters, for natural phenomena such as landslides in mountains. The macroscopic size of the grains induces energy losses by friction and/or inelastic collisions. Although other forces (magnetic, electrostatic, hydrodynamic...) can induce some interesting effects, it is actually the dissipative forces that grant their complexity to granular materials. If required, the negligible thermal agitation can be replaced by another external agitation in the granular media. However, given the dissipative nature of the interactions, this external excitation has to be maintained in order to observe a stationary state in the system. According to this external solicitation, the media can behave like a solid, a liquid, or a gas, in the classical sense of the terms. A nonexhaustive collection of solid, liquid and gaseous granular behaviors is presented below.

### 1.1.1 Granular solids

A granular material is abusively called "solid" if its composing particles do not move with regards to their neighborhood. In this case, the contacts between grains are permanent. Strange similarities can appear between granular and classical solids. For example, Pacheco-Vázquez et al. [6] have discovered a kind of metastable state in a quasi two dimensional system composed of metal grains of 3.15 mm diameter. Their setup consists of a horizontal hexagonal lattice whose size is a multiple of the diameter of the grains. In this configuration, they were able to create a hexagonal close packed monolayer. By vibrating this lattice vertically with a strong agitation (the frequency $f$ and the amplitude $A$ of oscillation of the lattice have been varied until 100 Hz and 0.4 mm ), they observed that the crystal could remain in the solid state for a long time then abruptly sublimate into the gaseous state (see Fig. 1.2). They have been able to make an analogy with the state of classic superheating [6]. Several non intuitive properties can result from the particulate nature of the material. Among others, one can cite the capacity of a granular solid to increase its volume when submitted to an increasing external pressure (this effect is called the Reynolds dilatancy [7]). This is obviously not the case for classical solids.

One of the most remarkable property of a solid assembly composed of granular particles is the ability of the grains to deflect the vertical forces. This effect was discovered in 1895 (at a time when engineering and science were serving the same cause) by Henri Adelbert Janssen, a German engineer. Janssen's experiment, illustrated in Fig. 1.3, was conceived to measure the weight $G$ of a granular pile contained in a silo and to report this measurement as a function of the real weight of the pile, noted $W$. The result of the experiment is the following: for small amounts of


Figure 1.2: From [6]. (a) Close packed monolayer of 3.15 mm diameter metal grains in a horizontal hexagonal lattice. The packing can be seen as a granular solid. (b) The same monolayer after $\sim 0.5 \mathrm{~s}$ of vertical sinusoidal shaking. The parameters of excitation of the container are $f=60 \mathrm{~Hz}$ and $A=0.12 \mathrm{~mm}$.
grains in the silo, $G$ increases linearly with $W$ and thus with the height $h$ of the pile since $W=\rho A h$ (where $\rho$ is the density of the granular media and $A$ is the surface of the horizontal section of the silo). On the the other hand, having passed a critical height, $G$ begins to saturate with increasing $W$ (see Fig. 1.4). These observations indicate that the gravitational forces acting on each of the constituents of the pile are deflected towards the walls, where a static friction acts on the peripheral grains, helping the scale to sustain the pile.


Figure 1.3: From [1]. Front and side views of the original experiment, designed by Janssen himself. A silo contains a given amount of grains placed on a scale. The horizontality of the system is adjusted thanks to four screws $S$. The weight of the column of grains is balanced by a counterweight $G$.


Figure 1.4: From [1]. Ground pressure (Bodendruck) as a function of the amount of grain poured in the silo (eingeschüttete Getreidemenge), expressed in kg. Past an amount of $\sim 150 \mathrm{~kg}$ of grains in the silo, the measured mass, related to the pressure on ground, saturates at $\sim 65 \mathrm{~kg}$.

Mathematically, Janssen made only one hypothesis. He assumed that each vertical pressure $p_{v}$ exerted in the grain pile could be deflected to the walls of the silo and generate a horizontal pressure $p_{h}=K p_{v}$ directly proportional to $p_{v}$. Note that the constant $K$ is a priori unknown and could depend on the section of the silo. This horizontal pressure, which induces a static friction along the walls of the silo, helps to carry the weight of the grain column. By expressing a balance of the forces acting on a grain slice of surface $A$ and perimeter $P$, perpendicular to gravity, the equation that gives the evolution of the vertical pressure $p_{v}$ in a granular medium according to the grain height $h$ in the silo. One finds

$$
\begin{equation*}
p_{v}=\frac{\rho g A}{P K \mu_{s}}\left[1-\exp \left(-K \mu_{s} \frac{P}{A} h\right)\right] \tag{1.1}
\end{equation*}
$$

where $\mu_{s}$ is the static friction coefficient between the grains and the silo. The curve of Fig. 1.4 fits perfectly the measurements of Janssen. For small values of $h$, the well-known hydrostatic law $p_{v} \sim \rho g h$ is found. On the other hand, for higher values of $h$, the vertical pressure saturates at $p_{v}=\frac{\rho g A}{P K \mu_{s}}$. This saturation pressure value enabled Janssen, through a handmade adjustment of its measurements, to determine the constant $K \approx 0.22$ for 4 silos of different sections.

### 1.1.2 Granular liquids

In Janssen's experiment described above, a pile of static grains enclosed in a silo was studied. If the silo is opened at its base, the grains, subject to gravitational attraction, will begin to fall. Depending on the size of the opening, the flow rate will vary and arches, accompanied by density fluctuations, can be observed [8]. Despite its apparent simplicity, this particular flow is still studied nowadays [9,10]. Many other granular flows, among which shear flow (in diverse geometries), avalanches on inclined plane, heap flows or rotating drums (see Fig. 1.5), have been studied during the previous decades [11]. If in some cases an analogy can be made with the classical flows of fluids. However, there is still not a unique theory to govern


Figure 1.5: From [13]. The six most studied granular flows: (a) plane shear, (b) annular shear, (c) vertical-chute flows, (d) inclined plane, (e) heap flow, (f) rotating drum.
all the observed dynamics. The study of such flows is of great importance in earth sciences and geophysics. Many questions remain open today, some of which are of almost vital importance: the detection of geophysical flows, their understanding and the prevention of the dangers they may cause could certainly save lives, especially in tsunami-prone areas [12]. Unfortunately, laboratory experiments and related theoretical developments do not often stick with geophysical observations because of a drastic change in scale [13].

In fluid mechanics, motions can occur in the liquid through pressure exerted on it or because of the gravitational attraction to which it is subjected. Other types of movements can also be observed in the fluid if a temperature gradient is applied to it. For example, heating water can lead to the emergence of convection rolls. This effect is mainly due to the fact that raising the temperature of a fluid is accompanied by a decrease of its density. Thanks to buoyancy forces, motions of hot fluid rising in a colder liquid can arise when the fluid is heated from the bottom. However, in granular materials, a rise in temperature through one of the surfaces of the container enclosing the grains will have no visible effect on the density of the material. In order to mimic a temperature gradient in a granular medium, the system can be vibrated in order to mechanically raise the speed of a few grains (close to the vibrating wall). The experiment of vibrating a granular system has been reproduced over the past years, in different geometries and with materials of all kinds and sizes, highlighting many interesting effects such as convection or pattern formations [14-16]. Depending on the intensity of the mechanical excitation, characterized by a reduced acceleration $\Gamma=A \omega^{2} / g$, where $A$ and $\omega$ are the amplitude and the pulsation of the excitation, the granular medium can form different patterns (see Fig. 1.6) and adopt a gaseous behavior, as explained in the next section.

### 1.1.3 Granular gases

Because of the inherent inelasticity of the grains and their relatively large size (we will consider in this work that a material is granular if its size is at least one micrometer), energy is lost during collisions, even in dilute granular systems. The most commonly known granular gas is the Dust Devil, which is composed of sand grains stirred by swirling winds. An example of Dust Devil is given in Fig. 1.1c. The dy-


Figure 1.6: From [15]. Top view of a typical experiment of vibrating a granular system. The sinusoidal mechanical excitation is characterized by a reduced acceleration $\Gamma$. From left to right (with an increasing $\Gamma$ ), different patterns, reminiscent of convection rolls, are observed.
namics of granular gases composed of spherical particles has been extensively studied over the last decades. The same observation has been made for many different geometries and many different shaking: the velocity distribution in the gas does not follow the Maxwell-Boltzmann distribution but presents high velocity tails [17-29]. A general expression of this kind of distribution is given by Rouyer [22]:

$$
\begin{equation*}
P\left(v_{x}\right)=C \exp \left[-\beta\left(\frac{\left|v_{x}\right|}{\sigma_{x}}\right)^{\alpha}\right] \tag{1.2}
\end{equation*}
$$

where $\sigma_{x}^{2}=\left\langle v_{x}^{2}\right\rangle, \alpha \approx 1.5$ and $\beta$ and $C$ are two fitted parameters.
One might think that the velocity distributions are different depending on the material or the shape of the particles, but this is not the case, as it was shown by a team of German researchers in 2013. Indeed, Harth et al. have studied a granular gas composed of dissipative rods. As they explain in [30], the elongated shape of their particles allowed them to calculate the translational as well as rotational velocities within their system. The main result of this study is that both the translational and the rotational velocity distribute according to Eq. (1.2) and are non Gaussian. Another remarkable thing to note is that the equipartition of energy is not verified in the case of such particles. However, a few months ago, Harth et al. were able to show through a similar experiment that equipartition is found as long as the rod gas cooled freely [31]. In addition, the decrease of the energy of the system during a cooling process follows Haff's law [32], which states that the energy of the system decreases with time as

$$
\begin{equation*}
E(t)=\frac{E_{0}}{\left(1+t / \tau_{H}\right)^{2}}, \tag{1.3}
\end{equation*}
$$

where $E_{0}$ is the initial energy of the system and $\tau_{H}$ is its typical relaxation time. The expression of $\tau_{H}$ is given in Sec. 1.2.3 as a function of the key parameters of the system.

To conclude, it should be noted that Rouyer's distribution and Haff's law seem to derive from the dissipative character of granular systems, and not from their geometry nor from the nature or the shape of the particles. The coefficient of restitution of the particles $\varepsilon$, which is nothing more than the velocity of the grain
after a collision divided by the velocity it had before, is thus a key parameter in the dynamics of granular media [33]. The size of the container as well as the grain density can influence the state of the system, as explained in the next section. Indeed, depending on the number of dissipative particles in a given box, one can observe either a granular gas, as presented above, or a cluster, or both of them.

### 1.2 Clustering

A cluster is defined as a granular bulk whose constituents are of a lower velocity than the gas surrounding it. It can be in two different regimes, a cooling regime and a dynamical regime. In one case, the energy of the system decreases over time [32] and in the other, the energy is kept constant thanks to a mechanical injection that compensates the loss during collisions. The study of these dynamical clusters represents the basis of this work.

### 1.2.1 From a granular gas to a cluster

If you want to keep grains in the state of gas, that is to say with a relatively large average free path and erratic motions, some restrictions have to be fulfilled. Many authors have studied the question. In 1997, Episov and Pöschel studied analytically and numerically a system consisting of a tube of length $L$ and section $d^{D-1}$ (where $D$ is the number of dimensions of the system) filled with inelastic particles of diameter $d$. The packing fraction of the system is noted $\Phi=\eta V$, where $\eta$ is the particle density of the system and $V=\pi d^{3} / 6$ is the volume of a single spherical grain. The inelasticity of the grains is included in their restitution coefficient $\varepsilon$. This definition makes it possible to deduce the loss of energy in the system after each collision. This loss is equal to $1-\varepsilon^{2}$. Episov and Pöschel demonstrated that the state of their granular system could be kept gaseous as long as the condition $(1-\varepsilon)\left(\eta L d^{D-1}\right)^{2}<1$ is fulfilled [34]. The inversion of this equation gives a simple condition for keeping a granular system in the gaseous state in the classical sense of the term, i.e. with Gaussian distributed velocities. One finds

$$
\begin{equation*}
\frac{L}{d}<\frac{1}{\Phi} \frac{\pi}{6(1-\varepsilon)^{1 / 2}} . \tag{1.4}
\end{equation*}
$$

A few years later, Aumaître et al. deduced another criterion similar to that of Episov and Pöschel, based on other hypotheses [35]. They theoretically and numerically studied a strongly excited system. Their study consists of a two dimensional square box of length $L$ that is filled with disks of diameter $d$. The external excitation is given by a side of the square which is moving with a saw tooth motion. If the dissipation is taken into account during particles binary collisions, the interaction with the walls are purely elastic. In this case, it is possible to find classical behaviors of the kinetic theory of gases (Gaussian distributed velocities) if following Aumaître's criterion of
the form $\left(1-\varepsilon^{2}\right)\left(\eta L d^{D-1}\right)^{2}<1$, or, for spherical grains,

$$
\begin{equation*}
\frac{L}{d}<\frac{1}{\Phi} \frac{\pi}{6\left(1-\varepsilon^{2}\right)^{1 / 2}} \tag{1.5}
\end{equation*}
$$

The difference between both models is small although the assumptions are different. In the first case, Episov studied a system which cools freely while in the second case, Aumaître studied an excited system that reached a stationary state. Despite this difference, as long as the quasi-elastic limit is not exceeded (i.e. as long as the condition (1.4) or (1.5) is fulfilled), the granular gas behaves almost as a classical gas. Past this limit, the gas condenses in both cases.

Finally, Opsomer et al. deduced in 2012 another criterion. They studied the transition from a gaseous-like state to a clustered state by varying the number of spherical grains in the VIP-Gran cell, which will be described in the next chapter. In this case, the cooling as well as the external excitation were taken into account, without however focusing on the distributions of the velocity of the grains in the system. They deduced the following frontier [36]

$$
\begin{equation*}
\frac{\delta}{d}<\frac{\ln \left[1+\frac{C_{0}}{\varepsilon(1+\varepsilon)(1-6 \Phi)}\right]}{6 \Phi \ln (1 / \varepsilon)} \tag{1.6}
\end{equation*}
$$

where $V$ is the volume of a single grain, $\delta$ is the typical length of the system which is approximatively equal to $L$ if the container is thin enough and $C_{0}$ is a free parameter. The mathematical development of this frontier is done in section 3.2. This theoretical frontier is of major importance for this work since a part of this thesis consisted of experimentally verifying it. The three equations (1.4), (1.5) and (1.6) predicting the transition from a gaseous to a clustered state are presented in Fig. 1.7 for a system composed of spherical grains enclosed in a box of dimensions $L l^{2}$. The different lines correspond to two different restitution coefficients equal to 0.7 (dashed lines) and 0.9 (plain lines) and the value of the coefficient $C_{0}$ was found equal to $\sim 1$ with the help of numerical simulations (see Sec. 3.2 .1 for more details). The different curves are interesting and even if the models come from different hypotheses, (cooling, excitation or both), the same behaviors are observed. Effectively, regardless of the model, the gas-cluster transition will always occur at lower packing fraction if the system is extended $(L / d \gg 1)$. Moreover, at fixed $L$, the more the dissipation is important $(\varepsilon=0.7)$, the earlier the transition takes place (see the dashed curve and the solid curve for a fixed color). The quasi-elastic limit is reached more quickly if the system is more dissipative, which is in perfect agreement with the numerical observations and theoretical developments.

In summary, several models make it possible to predict whether a granular system is in a gas state or rather transits into a condensed phase, called a cluster. If the models of Episov and Aumaître have proven their robustness, Opsomer's model, developed in the framework of the SpaceGrain project (described in detail below) still has its proofs to make. At this point, an experimental check is required.


Figure 1.7: Confrontation of the models of Episov (red), Aumaître (orange) and Opsomer (blue). The curves are given by Eqs. (1.4), (1.5) and (1.6) for two different restitution coefficients $\varepsilon=0.7$ (dashed lines) and $\varepsilon=0.9$ (plain lines). The larger the dissipation, the earlier the transition.

### 1.2.2 Clustering on Earth

Clustering has been extensively studied since the late nineties. A famous experiment which allowed to highlight the clustering was conducted by Kudrolli et al. in 1997 [37]. They studied the gas-cluster transition in a horizontal quasi-2D system composed of $N$ spherical stainless steel particles of 3.2 mm diameter. These particles are excited by a vibrating wall and thus able to roll on the horizontal surface. Depending on the filling of the box, they observed a granular gas or a cluster [see Fig. 1.8 (b) and (c)]. In addition, the system was designed to be able to be tilted with respect to the horizontal by an angle $\theta$ [see Fig. 1.8 (a)] Depending on this angle, the cluster is formed more or less far from the piston, as shown in Fig. 1.8 (c) and (d).

In 2013, Luu et al. studied clustering in a similar geometry. They also succeeded in describing the structure of the observed cluster and in deducing classical fluidic parameters such as surface tension. This is quite remarkable for a granular material. Luu's experiment, which constitutes the starting point of a part of this work, is described in more details at the beginning of Sec. 4.1.

Falcon et al. performed the same kind of experiment as Kudrolli in a 3D cylindrical system [38]. This time, the agitation was given vertically (which corresponds to an angle $\theta=90^{\circ}$ in Kudrolli's experiment). They observed a granular gas at low filling or a cluster at high filling. Eshuis et al. pushed Falcon's experiment even further by varying the dimensions of the experimental cell and its filling as well as the excitation parameters of the particles [39]. They were able to deduce a complete phase diagram showing all the observed regimes. The granular gas was part of it, as


Figure 1.8: (a) Sketch of Kudrolli's experiment. $N$ particles of 3.2 mm diameter are enclosed in a quasi-2D square box of dimensions $30 \times 30 \mathrm{~mm}^{2}$. The particles are driven by a vibrating wall. The parameters of excitation are the amplitude $A$ and the pulsation $\omega$. The whole system can be tilted from an angle $\theta$. (b), (c) and (d) Observation of a granular gas, a cluster far from the piston for $\theta=0^{\circ}$ and a cluster near the piston for $\theta=0.22^{\circ}$. Images (b), (c) and (d) are taken from [37].
well as the cluster. Once the clustering appeared, they identified 4 different states according to the filling and the excitation of the system: "Bouncing bed" where all the particles adopt a collective vertical motion, "Undulations" where the grains form a pattern similar to a stationary wave on the surface of the vibrating plate, "Leidenfrost" where an excited cluster is kept away from the excitation by gaseous grains and "Convection" where the particles have a rotational motion in the vertical plane (see Figure Fig; 1.9). These observations show once again the complexity of a granular system when clustering takes place. Eshuis' experiments were numerically reproduced and confirmed by Rivas et al. [40].


Figure 1.9: From [39]. Five granular states observed when a granular material is shaken. Depending on the filling and the excitation of the system, a granular gas is observed (a), or a cluster emerges and many different states can result: "Convection" (b), "Bouncing bed" (c), "Undulations" (d) and "Leidenfrost" (e).

### 1.2.3 Clustering in microgravity

As Eshuis' experiment shows, different dynamics are observed, principally depending on the intensity of the excitation provided to the system. This excitation is actually always in competition with the gravitational acceleration, which thus plays a crucial role in the clustering process. What happens if gravity is removed? Theoretical developments and numerical simulations have shown that the dissipative character of granular materials can lead to a gas-cluster transition (see Sec. 1.2.1). Experimentally, this transition has been observed, both when the system is excited and when it is allowed to cool. The clusters are similar in the case of an excited system and in the case of cooling. Effectively, both consist in a dissipative bulk where the kinetic energy is lost but from the point of view of the entire system, there is a fundamental difference. In the case of dynamical clusters, the total energy of the system is kept constant by the external agitation while not in the case of cooling clusters. Moreover, phase coexistence is observed in the system, i.e. a dynamical cluster is always surrounded by an excited granular gas. Anyway, both dynamical and cooling clusters are due to dissipative collisions and are observable, as shown in the following.

The question of the cooling of a granular gas motivated a lot of research and a lot of results were obtained, predicting the emergence of the cooling cluster [33, 41-43]. A successful experiment that allowed the observation of a cooling cluster in microgravity was conducted by Maaß et al. in 2008 [44]. Their system is composed of diamagnetic grains subjected to a force, provided by a suitable magnetic field, that counterbalances their weight. The levitating grains are then agitated by external excitation and a granular gas is observed (see Fig. 1.10, left). After stopping the agitation, the particles collide, loose kinetic energy and finally form a cluster by cooling (see Fig. 1.10, right). Maaß et al. not only observed the cooling, but also described the decrease of the mean velocity in the system by expressing Haff's law [32]. They found

$$
\begin{equation*}
\langle v(t)\rangle=\frac{v_{0}}{1+t / \tau_{H}} \tag{1.7}
\end{equation*}
$$

where $v_{0}$ is the typical velocity of a grain and $\tau_{H}$ is given by

$$
\begin{equation*}
\tau_{H}=\frac{2}{v_{0}\left(1-\varepsilon^{2}\right) \eta \sigma} \tag{1.8}
\end{equation*}
$$

In this last equation, $\varepsilon, \eta$ and $\sigma$ are respectively the restitution coefficient of the particles, the number density of the system and the cross section of a particle. The Haff time $\tau_{H}$ gives the system relaxation time scale. Note that this model is only valid for dissipative particles since it diverges for $\varepsilon \rightarrow 1$. Moreover, the value of $\tau_{H}$ is smaller if $\eta$ and $\sigma$ are large. This implies that the system will cool rapidly if it is dense and if the particles are large.


Figure 1.10: From [44]. Three snapshots of the Maaß experiment. After stopping the external agitation $(t=0 \mathrm{~s}$, left image), the average energy decreases in the system due to dissipation during the collisions and the grains gather by cooling to form a cluster ( $t=10 \mathrm{~s}$, right image).

In continuity of his own work conducted on Earth, Falcon et al. realized their dynamical clustering experiment (described in the previous section) in microgravity [45]. In this experiment, they replaced the cylindrical container by three cubic cells filled with three different numbers of particles. The whole system, composed by these three boxes, can be externally excited and was launched in a sounding rocket. Falcon et al. observed two different regimes in the system: a granular gas or a dynamical cluster surrounded by gaseous particles. Just like on Earth, the experiment showed the appearance of a dynamical cluster for a sufficient filling of the cell. This experiment, which had never been done before, showed that dissipation is the key parameter of clustering, even when gravitational acceleration is suppressed and even the system is continuously externally excited. This experiment is also the basis of a part of this work and is more detailed at the beginning of Chap. 3.

In summary, this brief state of the art shows that the dissipation and the packing fraction of the considered granular system play a key role in the clustering process. If a lot of experiments have been performed on Earth, there is a clear lack of experimental research in microgravity, due to the difficulty and the cost to reproduce the required conditions. The SpaceGrains project tries to fill this lack of experiments, as we explain in the following chapter.

## Chapter 2

## The SpaceGrains project

Launched in the late nineties, the SpaceGrains project (SG) is an international project that brings together 24 researchers from 7 different countries. It is supervised and funded by the European Space Agency (ESA). The scientific goal of the project is to study the dynamics and statistical behavior of granular materials that are not subject to any gravitational field. The collective motions of dissipative grains and the phenomena that can appear due to this dissipation are indeed still poorly understood. Given the wide variety of involved studies, the project was divided into 4 Work Packages (WP). The thematics and the aim of each of them are described in Sec. 2.2. A first prototype of the VIP-Gran-PF (for Vibration Induced Phenoma in Granular materials in Parabolic Flights) instrument has been developed. This instrument as well as both cells used during this thesis are described in Sec. 2.1 and the parabolic flight technique is exposed in Sec. 2.3. Unfortunately, although the microgravity levels achieved in such flights are quite good during a relatively long time ( $\sim 22$ s), some objectives require a much better microgravity and an observation time much larger. ESA has therefore decided to develop a new instrument adapted to the International Space Station (ISS). This instrument is currently under development.

### 2.1 The VIP-Gran-PF instrument

The main part of the VIP-Gran-PF instrument is composed of an experimental cell enclosing $N$ dissipative particles. The driving mechanism that injects mechanical energy into the cell consists in two motors whose role is to move two facing walls of the cell. The pistons and the motors are linked by two magnetic joints so that an experimental cell can be exchanged with another one. The motions of each piston, which enable the injection of energy in the cell, can be totally independent of each other. The key parameters of the experiment are the distance between the pistons at rest $L$, the amplitudes $A_{1}, A_{2}$ and the frequencies $f_{1}, f_{2}$ of piston oscillations and the number of particles $N$ in the system. If the first parameters can be easily changed, the variation of the number of particles in the container requires an additional tool. For this purpose, a bead feeder has been developed and added to the system. This device consists of 8 slots that can be filled with at most 1000 grains of 1 mm diameter. Each slot can be emptied into the cell using an injection piston. The engineering, design, development and construction of the instruments and project-related cells were entrusted to DTM Technologies ${ }^{\text {TM }}$ (Modena, Italy). The recorded data consist in uncolored pictures of the cell taken by two high speed cameras. Pictures are
taken from the bottom and from the front of the system with the help of mirrors. Two accelerometers as well as an impact sensor have been added to the pistons in order to check their real motions. Currently, only two experimental cells (over the six proposed) have been developed. The dimensions and the functionality of these two containers are described in Secs. 2.1.2 and 2.1.1.

### 2.1.1 The 3D cell

The 3D cell is composed by a container of width and depth $l=30 \mathrm{~mm}$. The length $L$ of the container is controlled by the position of the two pistons and cannot exceed the maximal value of 50 mm (see Fig. 2.1). This container is dedicated to WP 1, WP 3, WP 4(a) and 4(c).


Figure 2.1: (a) 3D view of the entire 3D cell (with the authorization of DTM Technologies ${ }^{\mathrm{TM}}$ ). The magnets connecting the pistons to motors are again colored in green. (b) Sketch of the 3D cell. The dimensions of the width and depth are $l=30 \mathrm{~mm}$ and the length between the square vibrating pistons $L$ is once again the tunable parameter.

### 2.1.2 The quasi-2D cell

Given the acquisition process of the data (the cameras take pictures of the shadow created by the particles), it is very difficult to track grains in three dimensions. For this reason, the VIP-Gran Topical Team decided to develop a quasi-2D cell, that allows to realize experiments (for example the one concerning the segregation) in which the particles have to be discriminated. The quasi-2D cell has been designed in the same way as the 3D cell, the only difference between both being the thickness. Effectively, the dimensions of the quasi-2D cell are $l \times h \times L$, where the width $l=30$ mm and depth $h=5 \mathrm{~mm}$ are fixed and $L$ is tunable (see Fig. 2.2). The main thematics addressed by this unit concern WP 3 and WP 4(b).


Figure 2.2: (a) 3D view of the entire 2D cell (with the authorization of DTM Technologies $\left.{ }^{\mathrm{TM}}\right)$. The pistons are magnetically connected to the motors via the magnets colored in green. (b) Sketch of the 2D cell. The dimensions are $h=5 \mathrm{~mm}$ and $l=30 \mathrm{~mm}$. The length between the vibrating pistons $L$ is tunable.

The descriptions of the VIP-Gran-PF instrument are detailed in the article presented at the end of this chapter. Moreover, limitations and performances are given. In the next sections, the objectives of the SpaceGrains project, the various parabolic flight campaigns, and their related thematics are presented.

### 2.2 Objectives of the project

The thematics of the SG project are classified into 4 Work Packages described as follows:

1. Granular gas and liquid-gas transition.

This work package is dedicated to the study of the phase transition in diluted granular media. In this kind of dissipative systems, the collisions between particles reduce the total energy of the system. A stationary state can however be maintained by continuously injecting mechanical energy into the system. For a low collision rate, the grains adopt a quasi-elastic behavior and a granular gas is created [35]. By increasing the collision rate (for example, by increasing the packing fraction) in the system, clustering can emerge. Our goal is to find and verify experimentally the gas-cluster phase transition conditions mentioned above and discussed in Sec. 1.2.1. This study was performed in the 3D cell, which is described in Sec. 2.1.1.
2. Dense systems.

This WP covers two topics: the study of the compaction of granular assemblies and the response of a dense granular material to sonic pulses. To study these behaviors, a birefringent material is immersed in a liquid of the same refractive index and placed in a "wet" cell designed for this purpose. Unfortunately, it has not been tested yet.
3. Convection and transport.
(a) Convection:

The emergence of convection in a granular medium subjected to the Earth's gravitational field is directly related to the value of the gravitational acceleration. The latter creates a pressure gradient in the system which can be balanced by an external excitation [46]. If the gravity is removed, it is not known if convection can emerge. WP3 is devoted to study the possibility of creating convective flows in microgravity. To do this, the 2D and 3D cells are used and the necessary pressure gradient is mimicked by a difference in the excitation given by both vibrating pistons.
(b) Granular transport:

On Earth, Kudrolli et al have studied the possibility of creating a cluster and moving it through a simple 2 D experiment. It involves placing a given number of spheres in a 2D box, which can be inclined relative to the horizontal, and one of the walls (the lowest) vibrates, thereby providing mechanical agitation to the system. It has been shown that the position of the cluster can be chosen by tilting the surface [37]. The position of the cluster is controlled by the competition between the mechanical excitation and the relative gravitational acceleration which is tuned by the orientation of the system. In the same way, we want to study in this work package if it is possible to move a cluster in microgravity by giving an asymmetric excitation to the system.
4. Maxwell's demon, segregation and aspherical particles.
(a) Maxwell's demon:

Originally, Maxwell's thought experiment consists of a demon that would be able to sort out particles of a gas without spending any energy. This experiment obviously violates the second law of thermodynamics since entropy is diminished. Since 1951, one has been able to find various approaches to elucidate the mystery [47, 48]. The use of a granular material, however, allows the creation on a macroscopic scale of such an experiment [49]. In this experiment, a container is divided into two compartments which communicate with each other through an aperture. The whole system is vertically vibrated and the trapping of the particles can be achieved by putting gravitational attraction in competition with external excitation. Depending on the intensity of the excitation, one observes a granular gas or a cluster located in a single compartment, the other being empty. In this part of WP4, we try to see if Maxwell's demon experiment is reproducible in microgravity. We tested this possibility numerically [50]. The experimental realization of Maxwell's demon using
the VIP-Gran-PF facility requires the development of a 3D cell add-on. It should be designed in the future.
(b) Segregation:

Segregation in a granular media composed of two different species is directly related to the shaking of the container, the friction between the walls and the grains and the acceleration of gravity [51]. In microgravity, the occurence of segregation as well as the parameters controlling the phenomenon are not known. In this part of WP4, we try to establish these parameters. Once again, we performed numerical simulations before conducting the experiment in parabolic flight. The numerical and experimental results have been published $[52,53]$ (see Sec. 5.4) recently.
(c) Non-spherical particles:

As explained in Sec. 3.2.1, the emergence of clustering in a granular medium is related to the collision rate between particles. This section of WP4 looks into the possibility of modifying the clustering conditions by changing the shape of the particles, thus varying the collision rate while maintaining a constant volume fraction in the system.

### 2.3 Parabolic Flight Campaigns

The parabolic flight is the only technique (except if the experiment is realized aboard the ISS) which allows to have a total control of the experiment. Researchers are actually constantly beside their equipment during the flight. Moreover, the parabolic flight technique allows to obtain relatively good microgravity conditions during a relatively long time. Indeed, the residual accelerations in the plane (called $g$-jitters) are of the order of 0.05 g . See Fig. 2.3 for a typical example of the achieved microgravity performance. In this figure, the measurements taken by the accelerometers onboard the aircraft are plotted against time. Other techniques provide a better level of microgravity. For instance, the $g$-jitters are of the order of $10^{-5} g$ when drop tower or sounding rocket are used [54] but in these cases, the onboard experiment has to be fully automated. As a consequence, the technique of parabolic flight was the most suitable for testing the instrument.

Obtaining microgravity is done by canceling all forces that apply to the Airbus A310 aircraft, with the sole exception of its own weight. For this purpose, the pilots have the difficult task of canceling the lift, the drag and the thrust of the engines acting on the plane. This can be done by following a parabolic trajectory, varying the altitude of the aircraft from 6 km to more or less 8.5 km . At this altitude, the length of the trajectory is more or less 8 km and the plane flies with a speed of approximately $350 \mathrm{~km} / \mathrm{h}$. The duration of micro-gravity aboard the aircraft can thus reach 22s. The only inconvenience for passengers is that in order to enter and exit the zero gravity phase, it is necessary to pitch the aircraft up to almost 45 degrees from the horizontal. The result for all occupants of the aircraft is an acceleration of $1.8 g$, which is more or less the feeling of astronauts leaving for a


Figure 2.3: (With the authorization of Novespace) Typical values of the residual acceleration (called $g$-jitters) aboard the aircraft, projected on the three axes $x, y$ and $z$. The $g$-jitters never exceed $0.05 g$ during a parabola.

| Thematic PFC | $\begin{gathered} \mathbf{6 3} \\ 2015 \end{gathered}$ | $\begin{gathered} \mathbf{6 4} \\ 2016 \end{gathered}$ | $\begin{gathered} \mathbf{6 5} \\ 2016 \end{gathered}$ | $\begin{gathered} \mathbf{6 6} \\ 2017 \end{gathered}$ | $\begin{gathered} \mathbf{6 7} \\ 2017 \end{gathered}$ | $\begin{gathered} \mathbf{6 9} \\ 2018 \end{gathered}$ | Cell(s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Technical tests $\checkmark$ | $\times$ |  |  |  |  |  | 2D/3D |
| Clustering $\checkmark$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | 3D |
| Cooling $X$ |  | $\times$ |  |  |  |  | 3D |
| Segregation $V$ |  | $\times$ | $\times$ |  |  |  | 2D |
| Convection $X$ |  | $\times$ | $\times$ |  |  |  | 2D/3D |
| Intruders ( ) |  |  |  | $\times$ |  | $\times$ | 2D |
| Rods © ${ }^{\text {c }}$ |  |  |  | $\times$ |  |  | 3D |
| Mobile wall ${ }^{(+}$ |  |  |  |  | $\times$ |  | $3 \mathrm{D}+$ wall |
| Osmosis ${ }^{\bullet}$ |  |  |  |  | $\times$ |  | $3 \mathrm{D}+$ wall |

Table 2.1: Summary of the thematics addressed during PFCs \# 63 to 67. Some experiments led or will lead to publications $(\boldsymbol{V})$, others not $(\boldsymbol{X})$ because of strong $g$-jitters. The data concerning the four latter thematics has still to be analyzed ().
space mission. To compensate for these abrupt changes of gravity, each passenger can receive an injection of scopolamine, a powerful anti-vomitive. See Fig. 2.4 [55] for an example of parabolic trajectory.


Figure 2.4: From [55]. Sketch of a typical trajectory of the airplane during a parabolic flight manoeuvre. The acceleration felt before and after the microgravity phase is worth 1.8 times the Earth's gravitational acceleration.

### 2.4 Summary

In this chapter, we detail the SpaceGrains project and the VIP-Gran-PF instrument for the study of granular materials in microgravity. The various thematics explored by the instrument were discussed and an overview of the obtained, processed and published results is given (the details of these results are given in the next chapters). The results concerning the observation of cooling and convection are not convincing enough. The level of microgravity reached during the PFCs is unfortunately not
sufficient. Nevertheless, these thematics will be the subject of future studies aboard the International Space Station. All performances and technical details of the VIP-Gran-PF instrument have been published in "Rev. Sci. Instrum.". The paper is given here after.

### 2.5 Personal contributions

The brief state of the art outlined above demonstrates the richness and diversity of observed behaviors in excited granular systems subject to gravitational attraction when clustering emerged. However, clustering in microgravity is still quite poorly understood. Although many numerical simulations have already been done, microgravity experiments are expensive and difficult to perform. The main objective of this work is to study clustering and the phenomena that can result from it. Our work is directly related to the work of Opsomer [36] and is divided into two main parts consisting of an experimental and a numerical one. The numerical part was used to prepare the experiments.

During the parabolic flight campaigns, we focused on several topics (listed in Tab. 2.1). The first objective was to experimentally verify the existence of the gas-cluster transition and to validate the Opsomer's model presented above (WP1). This experimental work led to scientific results published in $E P L$.

In a second step, we studied the segregation and the structure of clusters within mixtures of several species (WP4), both experimentally and numerically. This work led to further publications in Eur. Phys. J. E and NPJ Microgravity.

Experiments of cooling and convection (WP3) have also been performed. However, the obtained results were altered too much by the $g$-jitters. Longer campaigns will be launched aboard the ISS in the future.

Concerning the experiment of the intruders, the data have been partially processed and a brief example of what was observed was published in Rev. Sci. Instrum. with the description of the VIP-Gran-PF instrument. This study, which involves a mixture of two types of particles of different sizes, will lead to a publication in a near future.

We also collected a lot of data about the clustering of non-spherical particles (WP4) and about the possibility of creating granular osmosis. For this purpose, we 3D-printed in a semi-permeable wall (i. e., letting only small particles pass through) adapted to the 3D VIP-Gran-PF cell. This last theme was not planned at the start of the project and the data are also still to be treated.

Finally, we tested numerically (under perfect microgravity) the asymmetric excitation in the 3D cell. Once again, nothing could be concluded concerning a possible convective flow. Nevertheless, we obtained convincing results concerning the dynamics of the cluster and a possible granular transport, which have been published in Eur. Phys. J. E.
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#### Abstract

A new experimental facility has been designed and constructed to study driven granular media in a low-gravity environment. This versatile instrument, fully automatized, with a modular design based on several interchangeable experimental cells, allows us to investigate research topics ranging from dilute to dense regimes of granular media such as granular gas, segregation, convection, sound propagation, jamming, and rheology-all without the disturbance by gravitational stresses active on Earth. Here, we present the main parameters, protocols, and performance characteristics of the instrument. The current scientific objectives are then briefly described and, as a proof of concept, some first selected results obtained in low gravity during parabolic flight campaigns are presented. Published by AIP Publishing. https://doi.org/10.1063/1.5034061


## I. INTRODUCTION

Granular systems belong to a particular class of materials since grains may exhibit solid, fluid, or gaseous behaviors. Although nearly $80 \%$ of the products used in industry are powders and grains, many fundamental questions concerning their rheology and their dynamics are still unsolved. ${ }^{1}$ Space exploration (such as regolith on asteroid surfaces, powder propellants of rockets, or planetary rings dynamics) and space exploitation (such as asteroid mining) will also face major challenges concerning the handling of granular materials in low-gravity environments. ${ }^{2-4}$ For example, nobody knows how to perform a simple operation like sieving in space, whereas several month efforts failed to free NASA's Mars Exploration Rover Spirit from a Martian sand trap in 2010. Therefore, it is of primary interest to better understand the flow and the dynamics of granular media in low-gravity conditions.

On Earth, when granular matter is subjected to vibrations, liquid-like behavior occurs such as convective flow ${ }^{5}$ or surface

[^0]waves. ${ }^{6}$ For strong enough forcing, gas-like behavior, with particular modes of momentum and energy transport, ${ }^{7}$ arises where particles move erratically in response to the vibrations and the dissipative nature of collisions. When the density of particles increases within such a granular gas, the formation of a dense cluster of particles is observed due to inelastic collisions. ${ }^{8-10}$ This cluster formation constitutes one of the most astonishing properties of granular matter under vibrations. When the forcing is stopped, numerical simulations have shown the formation of density gradients during the cooling (instability of the homogeneous cooling state) ${ }^{11}$ as well as inelastic collapse (particles undergoing an infinite number of collisions in finite time). ${ }^{12}$ However, several phenomena occurring on Earth (such as sedimentation, convection, and confinement pressure due to the weight of grains) disappear in low gravity, thus leading to strongly different behavior for granular matter.

Generally, ground based experiments are perturbed by anisotropy induced by gravity and by the friction force which acts on all the particles and which is far from being negligible. A low-gravity environment is, thus, needed for dilute regimes of vibrated granular medium because it is the only way to achieve an experimental situation in which inelastic collisions are the only interaction mechanism. First,
experiments investigating the dynamics of these granular gases were conducted in the late nineties on a MiniTexus sounding rocket. ${ }^{9}$ More recently, gases of rod-shaped particles have been studied on a REXUS flight ${ }^{13}$ and in the ZARM Drop Tower in Bremen. ${ }^{14}$ For dense regimes, a low-gravity environment is also needed to better understand the rheology, ${ }^{15}$ sound propagation, ${ }^{16}$ and jamming transition ${ }^{17}$ of dense granular media without confinement pressure of grains due to their own weight.

In order to address fundamental questions and potential applications regarding grains in a low-gravity environment, in 2011, the European Space Agency (ESA) created a Topical Team ${ }^{18}$ on the subject. Its objective is to perform unique measurements on granular gas, convection, segregation, sound propagation, and jamming in granular materials subjected to vibrations without the symmetry breaking influence of gravity. In collaboration with DTM Technologies ${ }^{\mathrm{TM}}$ (Modena, Italy), the Topical Team designed the VIP-Gran-PF instrument (short for Vibration-Induced Phenomena in Granular Matter in Parabolic Flights) whose modular design allows us to investigate both dilute and dense granular regimes.

This paper is organized as follows. Section II describes the experimental instrument and its performance. Section III presents the current scientific objectives and, as a proof of concept, some selected results obtained with this facility during four ESA parabolic flight campaigns (PFCs) onboard a modified Airbus A310 Zero-G aircraft. Finally, we draw our conclusions and perspectives in Sec. IV.

## II. INSTRUMENT DESCRIPTION AND PERFORMANCE

The setup of the VIP-Gran instrument is displayed in Fig. 1. The basic principle of the experiment consists of a closed cell containing particles, in which two opposite walls of the cell are pistons vibrating either in-phase or out-ofphase motions. Control parameters are the number of particles, the cell length (volume), the amplitude, and the frequency of vibrations. Different interchangeable cells can be used depending on the scientific objective. Accelerometers are screwed in the shaft of each vibrating piston. Impact sensors are also implemented to measure the collision statistics of particles impacting on the pistons. Two cameras allow quantitative measurements including particle tracking in dilute regimes and correlations between particle displacements.

We describe below in detail the five major components of the setup: (A) interchangeable experimental cells to be filled with granular material; (B) a bead feeder that allows adding particles into the cells during the experiment; (C) the driving mechanism that allows the energy injection, the control of the volume, and the confining pressure; (D) the accelerometers and impact sensors; and (E) two high resolution speed cameras to capture relevant data during the experiments and the illuminations.

## A. Experimental cells

An experimental cell is a closed cuboidal container of $60 \times 30 \times h \mathrm{~mm}^{3}$ that can be filled by granular material


FIG. 1. For letters A, B, C, D, and E, refer to the main text. Top: Sketch (top view) of the VIP-Gran instrument. Two opposite walls, driven by voice coil motors, inject mechanical energy into the experimental cell containing a granular medium. Two cameras track grains or visualize the system from the bottom and from the side. Accelerometers and impact sensors are mounted on the shafts of the pistons respectively to control the energy injection in the system and to measure the collision statistics of the granular medium with the pistons. Bottom: Picture of the instrument built by DTM Technologies for parabolic flight experiments.
(spherical and/or aspherical particles). The top, bottom, and lateral sides of the cells are made of transparent polycarbonate, 8 mm in thickness. The two opposite walls of the cell are connected magnetically to linear voice-coil motors and act as pistons. The average distance, $L$, between the pistons can be adjusted in order to control the accessible volume of the system. Initially, a three-dimensional (3D) container ( $h=30 \mathrm{~mm}$ ) and a quasi two-dimensional (2D) container ( $h=5 \mathrm{~mm}$ ) were developed. A sketch describing these cells is given in Figs. 2(a) and 2(b). Different modifications can be applied to the cells in order to conduct particular experiments. For instance, placing additional walls within the container, as in Figs. 2(c) and 2(d), to create compartments can lead to trapping. Changing the curvature, or the roughness, of the pistons as in Figs. 2(e) and 2(f) can modify the energy injection into the system. Different physical phenomena and properties can then be investigated in low gravity within specific interchangeable cells: the outof equilibrium stationary states of diluted granular medium in cells (a) and (b), handling of grains in cells (c) and (d), rheology in a cell (e) or sound propagation in granular media under weak applied confinement in a modified cell (a), and behaviors of the rheology of wet grains in a sealed cell (f). Some cells, such as (e) and (f), are in development. Therefore, we limit

the discussion herein below to the use of the 3D cell (a) and the quasi 2 D one (b).

## B. Bead feeder

The experimental cells described in Sec. II A can be filled by spherical particles of different materials (bronze, steel, aluminum, glass, polyamide, etc.) and different diameters; see Table I. Moreover, cylindrical steel rods were also tested. Granular matter can either be placed directly into the cells before the experiment or be injected into them during the experimental runs using the bead feeder (see Fig. 3). The barrel of the bead feeder is divided into eight chambers, each able to contain either 1000 small $(1 \mathrm{~mm})$ or 250 large ( 2 mm ) spherical particles. Thanks to a motorized linear rail slide system, each chamber can be positioned in front of the entry hole of the experimental cell. A piston then injects the particles. Note that the bead feeder does not allow extracting grains which means that, to start over again with new initial filling conditions, the cell has to be exchanged.

## C. Driving mechanism

Two opposite walls of the cell are vibrating pistons (see Fig. 1). They are moved by using two linear voice-coil motors driven by a selected vibration stimulus (sine, single-pulse, quasi-static ramp, etc.). The forcing amplitude, $A$, of the piston is in the range $[0.2,25] \mathrm{mm}$ (peak-to-peak), and its forcing frequency, $f$, in the range $[1,50] \mathrm{Hz}$. Note that the piston acceleration is limited to $5 g$ ( $g$ being the acceleration of Earth

TABLE I. Table of the experimental parameters of the VIP-Gran instrument. In each row, the description and the typical range of values are given for the different parameters. Note that $L$ and $h$ are defined in Fig. 2(a).

| Symbol | Description | Value |
| :--- | :--- | :---: |
| $N$ | Number of particles | $\ldots$ |
| $R$ | Radius of the particles | $1-5 \mathrm{~mm}$ |
| $L$ | Distance between pistons | $2-60 \mathrm{~mm}$ |
| $h$ | Height of the cell | 5 or 30 mm |
| $V$ | Volume of the system | $0.3-54 \mathrm{~cm}^{3}$ |
| $\phi$ | Packing fraction | $0 \%-60 \%$ |
| $A$ | Amplitudes of pistons | $0-5 \mathrm{~mm}$ |
| $f$ | Frequencies of pistons | $0-50 \mathrm{~Hz}$ |
| $\varphi$ | Phase shifts of pistons | $0-\pi$ |

gravity), meaning that some $A, f$ combinations are not possible. For sine vibrations, pistons can oscillate either in-phase or out-of-phase. Both pistons are controlled in displacement with an accuracy of $10 \mu \mathrm{~m}$ at an acquisition rate of 1000 Hz . Since the vibrating walls of each cell are connected to the linear motors via magnetic joints mounted on both shafts (see Fig. 1), the cells can be changed on the instrument. A cooling fan is positioned on the back of each motor to keep the temperature constant.

## D. Sensors and acquisition

Several sensors are installed in the instrument: accelerometers, impact sensors, linear positioning sensors, and temperature sensors. The two mono-axial accelerometers are screwed into the shaft of each vibrating piston to measure the piston's accelerations ( 8 kHz sampling frequency). One triaxial accelerometer is fixed on the breadboard, far away from the cell, in order to measure the ambient acceleration in response to the aircraft motions ( 1 kHz sampling rate). For 3D cells, the impact sensors are rectangular-shaped piezoelectric films mounted behind each vibrating piston, their axis being collinear with the vibration axis. Thanks to a 2 MHz sampling rate, each sensor is able to resolve the collision of a bead impacting on the piston wall. Such a contact lasts a few microseconds since the typical velocity of beads is of the order of few $\mathrm{m} / \mathrm{s}$ at most. The two linear sensors for controlling the piston displacements are acquired at a 3 MHz sampling rate. Four temperature sensors are used to detect, at


FIG. 3. Sketch of the bead feeder located below the cell. This device is used for the controlled injection of additional granular material into an experimental cell. It corresponds to letter B in Fig. 1.
a 1 Hz sampling rate, any abnormal overheating of the experiment cell, of each linear motors, and of the ambient air, to be able to promptly switch off the motors in order to cool them down. The onboard workstation, data acquisition system (interfaced by National Instruments cards), and electronics thus enable, for each parabola, high-frequency acquisitions of both video images and sensor signals as well as programming the required experiment profiles (piston frequency and amplitude and oscillation type). The time-tagging of acceleration data and impact force sensor data is synchronized with image acquisition and piston displacement (with a precision of $10^{-6} \mathrm{~s}$ ).

## E. Video cameras and illuminations

The instrument enables the observation of the experiment by means of two high-speed cameras of frame 1000 fps with a resolution of $1024 \times 1024$ pixels (Mikrotron EoSens 4CXP). The camera frame rate can be chosen down to 1 fps if low-speed acquisition is needed notably for experiments regarding dense regime. Observations are made in two perpendicular directions, perpendicular to the vibration axis. This corresponds to a bottom observation and a side-view observation in Fig. 1. The depth of field is selectable, whereas the field of view covers the full cell during vibrations. At full rates and resolution, 1.4 TBytes of video data are recorded by using both cameras during 31 parabolas ( 22 s each) of each flight. For each observation direction, the cell is illuminated from the back, corresponding to the two sides perpendicular to the field of view (see Figs. 1 and 4). Note that illuminator 2 on the top of Fig. 1 should be located on the top of the cell but has been turned over to enable the picture. In this open position, this illuminator masks the mirrors to obtain the required optical path between the cameras and the cell (see the top view of Fig. 1). Each illumination is individually switchable, and its intensity adjustable. The light from the light-emitting diode (LED) is diffused and uniform along all field of view. Straight light coming from outside the


FIG. 4. Snapshot of the quasi-two-dimensional cell in front of the diffuse LED illumination (this image was taken on Earth). On the bottom, one can see the mirror enabling to take pictures from the bottom angle.
instrument, reflections on cell glass walls, and bright spots on particles are minimized. We can select which illumination and which camera should be activated (one of them or both).

## F. Experimental rack in the aircraft

A photo of the experimental rack mounted in the aircraft is displayed in Fig. 5. The rack is made of the Bosch Rexroth aluminum profiles, and the instrument baseplate is made of aluminum. The total mass of the experimental rack is 176 kg ( 100 kg for the payload, 76 kg for the structure). The rack dimensions are $1.1 \mathrm{~m} \times 1 \mathrm{~m}$ and 0.67 m in height. Reinforcement bars of the rack in the aircraft main direction and in the perpendicular direction would resist in the case of a hard landing of $9 g$ and $3 g$, respectively.

## G. Low-gravity conditions

The VIP-Gran-PF instrument was used during five ESA Parabolic Flight Campaigns (PFC63 to PFC67) from November 2015 to November 2017. The first PFC has been dedicated to the testing of the instrument and the other ones to scientific issues. A low-gravity environment (about $\pm 5 \times 10^{-2} \mathrm{~g}$ ) is repetitively achieved by flying with the specially modified


FIG. 5. Top: Drawing of the instrument rack by DTM Technologies. Bottom: Picture of the rack onboard the aircraft.

Airbus A310 Zero-G aircraft of Novespace ${ }^{19}$ through a series of parabolic trajectories which result in low-gravity periods, each of 22 s . A flight campaign lasts 3 days with 31 low-gravity parabolas per day.

## H. Experimental parameters

Different experiments are performed with various forcing parameters and filling (the number of beads and/or the type of bead). Since the grains cannot be removed automatically from the cell, the different experiments should be classified according to increasing filling parameters. An overview of all relevant experimental parameters for the performed experiments can be found in Table I.

## III. SCIENTIFIC APPLICATIONS

The VIP-Gran-PF instrument is used since mid-2015. A wide variety of experimental situations can be studied in low-gravity conditions from dilute granular systems to dense assemblies. Several fundamental questions are notably addressed as follows:
(1) How a granular gas (which is intrinsically dissipative due to inelastic collisions) deviates from the elastic limit of an ideal gas when dissipation increases?
(2) What is the phase diagram of dynamical states of such an out-of-equilibrium dissipative gas?
(3) What is the segregation mechanism in granular media composed of two types of particle species in low gravity?
(4) What is the behavior of a granular medium near the jamming transition (transition from fluid to solid) without confinement pressure of grains due to their own weight?
(5) How does sound propagate in dense granular media under low confining pressure (i.e., lower than the one provided by gravity near unjamming)?
(6) Does a dense granular medium display large-scale convection-like dynamics, like on Earth, when subjected to a thermal gradient-like forcing (i.e., two vibrating walls with different velocities)?
Some of these questions have been addressed in numerical studies but never performed in experiments. Valuable experimental data will therefore be collected, for the first time ever, with the VIP-Gran instrument.

Since these open questions concern different experimental topics, numbers of particles, protocols, and time scales, different interchangeable cells are used to address them. As a proof of concept of the instrument, we will describe below some selected results obtained with this facility during ESA parabolic flight campaigns: (A) granular gas dynamics, (B) clustering, and (C) segregation, convection, and transport.

## A. Granular gas dynamics

A granular gas displays striking properties compared to molecular gas: cluster formation at high enough density, ${ }^{8,9}$
anomalous scalings of pressure ${ }^{8}$ and collision frequency, ${ }^{20}$ and non-Gaussian distribution of particle velocity. ${ }^{10,21}$ These differences are mainly ascribed to the dissipation occurring during inelastic collisions between particles. Continuous injection of energy is thus necessary to sustain a stationary state in this dissipative out-of-equilibrium system. This is usually performed experimentally by vibrating a container wall or the whole container. For such a boundary-forced system, the particle velocity distribution is not Gaussian as for an ideal gas, but a stretched exponential, and is density dependent. ${ }^{21}$ However, a spatially homogeneous forcing of a dilute granular gas leads to several major experimental differences (no cluster formation, exponential tail of the velocity distribution independent of the density). ${ }^{22}$

Here, we study with the VIP-Gran facility the analog of the dynamics of Brownian particles moving in thermalized fluids. To wit, we placed three large intruders in a driven granular gas of smaller beads that act as a surrounding fluid (see Fig. 6). Experiments were carried out in the quasi 2D cell in order to allow an easy tracking of the intruders by using the cameras. Thanks to image processing, we followed the


FIG. 6. Top: View of three large aluminum particles ( 5 mm in diameter, 176.6 mg in mass) immersed in a surrounding gas of thermalized small glass beads ( 1 mm in diameter, 4.08 mg in mass) in the quasi 2D cell. Both pistons (left and right black parts) vibrate sinusoidally in phase opposition. Each large particle is highlighted in a color (either orange, blue, or green), as well as its respective trajectories. Bottom: PDF of the normalized velocities (along the $x$ axis) of the intruders for ( $\mathbf{\square}$ ) low and ( $\mathbf{\Delta}$ ) high numbers of small particles ( $N_{s}=50$ and $N_{s}=300$, respectively). Snapshot is taken from parabolic flight campaign ESA PFC66. Parameter range of the experiment: $f=15 \mathrm{~Hz}, A=5 \mathrm{~mm}$, packing fraction of small particles $\phi \in[1 \%, 2.5 \%]$, and $L=45 \mathrm{~mm}$.
motion of the large particles for different numbers of small ones and different driving parameters. Figure 6 displays the trajectories of the three intruders obtained with our tracking. We then infer the mean square displacements of the intruders and the Probability Density Function (PDF) of their velocities $v_{x}$ along the $x$ axis normalized by the piston velocity $A \omega$ (with $\omega=2 \pi f$ ). We observe a non-Gaussian distribution with heavy tails for high velocities. This tail vanishes as the number of small particles increases due to the dynamical confinement of large particles by small ones. In another set of experiments, we experimentally study how a granular gas deviates from the quasi-elastic limit (ideal gas) when dissipation increases in the system. One way to do that is to increase the volume of the container at a constant particle density all things being equal, as it was shown numerically. ${ }^{23}$ By varying some parameters of the experiment (particle number and volume of the cell), one observes how the granular system deviates or tends to the quasi-elastic limit (not shown here).

## B. Granular clustering

The transition from a gaseous regime to a cluster of particles for a high enough density has been evidenced in a low-gravity experiment almost 20 years ago. ${ }^{9}$ Numerical simulations have then reproduced this observation with the same parameters as in the experiment. ${ }^{24}$ However, the parameters triggering this transition are far to be fully understood. By comparing the propagation time between two collisions and the relaxation time due to dissipative collisions, a 2 D theoretical model based on an energetic approach predicts the marginal curve of the phase diagram separating gas- and solidlike regimes. ${ }^{25}$ Here, with the VIP-Gran facility, we study the clustering transition in 3D to obtain the full experimental phase diagram and to compare it with the predictions. Control parameters are the number of beads $N$, the mean distance $L$ between vibrating pistons, the amplitude $A$, and frequency $f$ of the
forcing. The packing fraction is then defined as $\phi=N \mathcal{V}_{g} / V \sim$ $N / L$, where $\mathcal{V}_{g}$ is the volume of a single grain and $V$ the cell volume. Different parabolic flight campaigns have been performed to cover the whole range of parameters. By means of the two perpendicular fields of view, and of image processing, the local density of particles and their velocities have been inferred in the 3D cell. As an example, Fig. 7 shows snapshots taken during PFC63 and PFC64. As one can see, starting from a gaseous regime, a cluster can be triggered by either increasing the packing fraction $\phi$ for a fixed volume (left column) or by increasing the volume for a fixed value of $\phi$ (right column). A regime of gas is discriminated from a cluster regime when the density distribution on both fields of view is found to be uniform (gas) or nonuniform (cluster). Moreover, from all the PFC data, we have obtained the full experimental phase diagram (not shown here). It is found to be well described by the model, ${ }^{25}$ except for strongly diluted and dense cases where additional phenomena are observed. The corresponding data will be deeply described elsewhere.

Another set of experiments performed within our facility concerns aspherical particle dynamics. In a dilute regime, its dynamics has been already studied in low-gravity showing non-Gaussian velocity distributions and non-equipartition. ${ }^{13}$ Here, we use granular materials composed of rods presenting an aspect ratio of about 5 . By increasing the packing fraction, we observe for the first time in low-gravity the transition between a gas-like and a cluster regime of rods, as displayed in Fig. 8. The corresponding data will be deeply described elsewhere.

## C. Granular segregation, convection, and transport

Here we give a few last examples of scientific applications that have been investigated with the VIP-Gran facility: Granular segregation, convection, and transport of particles in a partitioned cell under low gravity.


FIG. 7. Transition from a gas-like to a cluster regime of particles in low gravity in the 3D cell. Starting from a gaseous regime [(a) and (c)], a cluster can be obtained [(b) and (d)] by either (left row-PFC63) increasing the density $\phi=[1 \%$ (a) and $4 \%$ (b) $]$ for a fixed volume ( $L=40 \mathrm{~mm}$ ) or by (right row-PFC64) increasing $L=[12.5 \mathrm{~mm}$ (c) and 27.5 mm (d)] for a fixed value of $\phi=6.5 \%$. Both pistons (black parts) vibrate sinusoidally in phase opposition. Snapshots were taken during parabolic flight campaigns ESA PFC63 and PFC64 using the following forcing parameters: $f=20 \mathrm{~Hz}$ and $A=2 \mathrm{~mm}$.


FIG. 8. Transition from a gas-like to a cluster regime of rods in low-gravity, when the packing fraction increases from 1\% (left) to 3\% (right). Experiments were performed in the 3D cell during the parabolic flight campaign ESA PFC66. Driving parameters and length in these snapshots are $f=15 \mathrm{~Hz}, A=5 \mathrm{~mm}$, and $L=40 \mathrm{~mm}$. Stainless steel rods (issued from bearings) are 1 mm in diameter and 4.3 mm in length.

## 1. Segregation

On Earth, segregation of a granular medium composed of different particle species is well-known (and often called the Brazil nut effect) and is due to different mechanisms related to gravity, either convection by friction of particles on boundaries ${ }^{26}$ or percolation of small particles beneath large ones. ${ }^{27}$ In reduced gravity conditions, the segregation mechanism is unknown and the relevant control parameters are not yet established. ${ }^{3}$ The origin of large-scale particle segregation observed on the asteroid regolith surfaces is a matter of intense debate. ${ }^{28,29}$ Recently, collisional segregation has been proposed in this context ${ }^{29}$ since a loose granular bed plays the role of impact absorbers either with gravity ${ }^{30}$ or in the absence of gravity. ${ }^{31}$

Here, with the VIP-Gran facility, a mixture of small and large grains is subjected to vibrations in low gravity. Depending of the number $N_{s}$ of small particles and the number $N_{l}$ of large ones, different dynamics have been observed in the quasi 2D cell. In a dilute case, both particle types behave like gases homogeneously distributed [Fig. 9(a)]. When additional small beads are injected into the cell, large beads are then forced to the cluster in a strip in the center of the cell, thus leading to segregation [Fig. 9(b)]. This effect is due to the dissipative nature of collisions. For high enough fillings (of both particle types), we observed for the first time in low gravity a pattern in the center of the cell, constituted of alternative strips of small and large particles, ${ }^{32}$ as it was predicted numerically ${ }^{33,34}$ and theoretically. ${ }^{35}$

## 2. Convection

On Earth, convection in granular media is related to a spatial gradient of kinetic energy that, combined with gravity, produces a buoyancy-like force. When dissipation is large enough, this force can trigger the convection. ${ }^{7,36}$ This mechanism should not be confused with air effect triggering convection rolls for submillimeter particles ${ }^{5,37}$ or with convection induced by particle friction on boundaries for submillimetric particles. ${ }^{3,26,38}$ In low-gravity conditions, with no boundary or air effect, convection has only been observed numerically. ${ }^{33}$ With the VIP-Gran facility, one can apply different phases and velocities on each of the pistons to mimic a thermal-like gradient forcing. The corresponding cold and hot walls are expected to drive the system into a convectivelike motion due to the generated spatial gradients of the
kinetic energy. ${ }^{39}$ Such large-scale convective motions have been observed in the 3D cell, during PFC experiments, within a mixture of large and small beads. However, the impact of the $g$-jitters on the phenomenon must still be clarified. This coarsening dynamics and the appearance of vortex-like structures will be further analyzed. In future, much longer experiments with a better level of low gravity will thus be performed in space (see Sec. III D).

## 3. Handling a granular medium in low gravity

On Earth, pouring a granular material is an easy way to handle it. In the absence of gravity, applying vibrations


FIG. 9. Segregation of a mixture of large bronze and small glass beads in the 3D cell. In a dilute case ( $N_{L}=50, N_{s}=50$ ), both particle types behave like a gas homogeneously distributed in the cell. (a) With additional small particles ( $N_{L}=50, N_{s}=1000$ ), the latter force the large particles to accumulate in a stripe at the center of the cell, thus inducing segregation. (b) Both pistons (black parts) vibrates sinusoidally in phase opposition. Snapshots were taken during parabolic flight campaign ESA PFC65 with forcing parameters $f=15 \mathrm{~Hz}$ and $A=5 \mathrm{~mm}$.
to the medium within partitioned cells with slits is a technique to manipulate it. However, the mechanisms leading to the exchange of particles between the compartments are poorly understood in the absence of gravity. ${ }^{40-43}$ Within a box made of two connected compartments, the separation of a granular system into a cold and dense region on the one hand and a hot and dilute part on the other hand is usually called the Maxwell Demon experiment. On Earth, the apparent intrusion of a Maxwell Demon has been investigated theoretically, ${ }^{44}$ experimentally, ${ }^{45}$ and numerically. ${ }^{46}$ The particle fluxes between compartments are related to the ratio between the gravitational potential energy of particles and the granular temperature both taken at the altitude of the slit. ${ }^{40}$ In a low gravity, this control parameter of the phase separation does not hold up. Thus, investigations in low-gravity experiments involving compartmented systems are foreseen for next PFCs within the VIP-Gran facility. This study will be complementary to the Chinese SJ-10 satellite mission ${ }^{47}$ and will be guided by previous numerical simulations with mono-disperse ${ }^{42}$ or bidisperse ${ }^{43}$ particles in compartmented systems in the absence of gravity.

## D. Future experiments in the International Space Station

The VIP-Gran facility was selected in early 2017 for flying on the International Space Station (ISS) in 2019. The ISS version of the instrument is currently in development. Excellent low-gravity conditions ( $\sim 10^{-5} \mathrm{~g}$ ) are indeed needed to avoid $g$-jitters, as observed in previous PFC notably for cooling and convection experiments. Long time duration experiments $(>22 \mathrm{~s}$ of PFC) are also needed to perform numerous iterative experiments to reach statistically convergent observations or for phenomena with long transients. Since the beginning of the project, the VIP-Gran instrument has been conceived for an ISS usage and, accordingly, its design was orientated toward versatility, full automatization, and modularity through interchangeable cells. Several experiments not discussed here are planned with the ISS version of the instrument, such as dynamics of granular cooling (when the forcing is stopped), ${ }^{48}$ sound propagation, and rheology near the onset of jamming in dense granular media.

## IV. CONCLUSION

To summarize, we have presented an experimental setup dedicated to the study of granular media in a low-gravity environment in three or two dimensions. This instrument is capable of conducting experiments over a large range of granular packing fractions from diluted to dense regimes (up to approximately $60 \%$ ). The forcing mechanism is composed by two opposite walls of the cell driven by selected stimuli (sine, single-pulse, quasi-static ramp, etc.). The setup is instrumented by means of high-speed cameras in two perpendicular fields of view and accelerometers and impact sensors that allow us to infer quantitative measurements. The cell volume, the number of particles, and the amplitude, frequency, and phase of the driving are control parameters. Our preliminary results with modular geometries, based on
different interchangeable cells, demonstrate the versatility of our setup. Our system thus provides a unique facility to perform experiments on granular media in reduced gravity conditions. Several open questions are currently investigated with this facility related to granular gases, segregation, convection, and transport of grains in a low gravity. Original scientific contributions as well as new applications for space exploration are thus expected.

An updated version of this facility is currently in development for the International Space Station to obtain excellent low-gravity conditions and a long duration of experimentations to study, notably, the cooling of a granular gas, convection, sound propagation in dense granular media under a ultra-low applied pressure, and rheology near the onset of the jamming transition without the confinement pressure of grains due to their weight.
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## Part II

The life of a dynamical cluster

# Birth of the cluster 

### 3.1 Introduction

As presented in Sec. 1.2, as a function of its packing fraction and the dimensions of the system in which it is enclosed, a granular medium can be either a granular gas or a cluster. In one case, the particles are uniformly distributed in the whole container and in the other, a slow and dense bulk, the cluster, is formed.

Our experimental work concerning the transition from a granular gas to a cluster is based on two main results. The first remarkable one consists in the very first observation of a dynamical cluster by Falcon et al. in 1999 [45]. In their experiment, they designed 3 cubic cells, of $1 \mathrm{~cm}^{3}$ of volume, which can be vibrated sinusoidally. The cells were filled with 3 different numbers of 1 mm bronze beads and loaded in a sounding rocket. If these numbers of particles were arbitrary chosen, the results were outstanding. Indeed, as a function of the filling of the container, two different dynamical regimes were observed. In Fig. 3.1, these gaseous and cluster regimes are depicted. In the wake of this experiment, Opsomer et al. [36] have numerically studied the possibility of transition in the VIP-Gran cell. Calibrating their numerical model on Falcon's experiment, they have been able to deduce the mathematical frontier separating the gaseous state from the clustered state. This model is explained in detail in the next section.


Figure 3.1: Three dynamical granular regimes observed during one Mini-Texus 5 experiment. As a function of the filling fraction of the container (from the left to the right), granular gas or clusters were observed. Taken from [45].

The questions arising from that are (i) how to find a routine which enables the detection of the granular gas (or the cluster) and (ii) how to verify experimentally the validity of the model derived here above. We attempt to give some answers in the publication presented at the end of this chapter.

### 3.2 Modeling the transition

### 3.2.1 Energetic approach

The conditions which have to be fulfilled to reach a clustered state can be established by considering $N$ particles of diameter $d$ and volume $V_{s p h}=\pi d^{3} / 6$, enclosed in the 3D version of the VIP-Gran cell described in Sec. 2.1. The volume of the cell is $V_{c}=(L+2 A) l^{2}$. Given these filling parameters, we can define the packing fraction of the system $\Phi=N V_{s p h} / V_{c}$. The model is based on the following assumption: to create a cluster, the Haff time (the typical time needed by the system to decrease its mean velocity of a factor $2[32])$, denoted $\tau_{H}$, has to be smaller than the propagation time, denoted $\tau_{P}$. This latter is defined as the time needed to transmit the energy from one excited side of the container to the other. The condition $\tau_{H} \leq \tau_{P}$ reflects the fact that if the natural cooling of the system is the quickest phenomenon, the energy propagation is stopped by the cluster. In order to link the state of the system to its packing fraction, which is a key parameter, it is necessary to define both characteristic times cited above.

The Haff time is given by

$$
\begin{equation*}
\tau_{H}=\frac{C_{0}}{v_{0}\left(1-\varepsilon^{2}\right) \eta \sigma}, \tag{3.1}
\end{equation*}
$$

where $v_{0}, \varepsilon, \eta=\Phi / V_{\text {sph }}, \sigma=\pi d^{2}$ and $C_{0}$ are respectively the typical velocity of a grain, the restitution coefficient of the particles, the number density of the system, the cross section of a particle and a calibration parameter.


Figure 3.2: Sketch of the propagation mechanism of the information between both pistons. $n$ particles are uniformly distributed along the mean distance $\delta$ separating both moving plates. The time needed to reach the next particle is $\Delta x_{i} / v_{i}$. After each collision, the velocity of the next particle is decreased by a factor $\varepsilon$ and the distance $d$ is instantaneously gained.

On the other hand, the propagation time can be calculated by adding the times needed for a particle $i$ to reach the particle $i+1$, at a distance $\Delta x_{i}$. After each collision, the velocity of the particle is decreased of a factor $\varepsilon$ and a distance $d$ is instantaneously gained (see Fig. 3.2). Starting this propagation chain from a piston with a particle of velocity $v_{0}$, the propagation time and the covered distance can be
respectively expressed by

$$
\begin{align*}
\delta & =\sum_{i=0}^{n-1} \Delta x_{i}+n d \\
\tau_{P} & =\sum_{i=0}^{n-1} \Delta t_{i}=\sum_{i=0}^{n-1} \frac{\Delta x_{i}}{v_{0} \varepsilon^{i}} \tag{3.2}
\end{align*}
$$

where $\delta$ is the mean distance between two points randomly located on the two pistons and $n$ is the number of grains encountered by a particle coming from a piston over the distance $\delta$. This number of particles is as a consequence equal to $n=\eta \delta \sigma$. Considering that the system is homogeneous, the distance separating a particle from its neighbor is always the same, noted $\Delta x$. We can express the latter as

$$
\begin{equation*}
\Delta x=\frac{\delta-d n}{n}=\frac{\delta}{n}-d . \tag{3.3}
\end{equation*}
$$

The propagation time is finally given by

$$
\begin{equation*}
\tau_{P}=\frac{\Delta x}{v_{0}} \sum_{i=0}^{n-1} \frac{1}{\varepsilon^{i}} . \tag{3.4}
\end{equation*}
$$

The transition from a gaseous to a clustered state is given by the balance of both characteristics times. One finds

$$
\begin{equation*}
\frac{C_{0}}{v_{0}\left(1-\varepsilon^{2}\right) \eta \sigma}=\frac{\delta / n-d}{v_{0}}\left(\frac{1-(1 / \varepsilon)^{n}}{1-(1 / \varepsilon)}\right) . \tag{3.5}
\end{equation*}
$$

We can finally invert this last relation by using the facts that $n=\eta \sigma \delta$ and $d=2 R$ in order to find the expression of $\delta / R$ as a function of $\Phi$. One obtains

$$
\begin{equation*}
\frac{\delta}{R}=\frac{1}{3 \Phi} \frac{\ln \left[1+\frac{C_{0}}{\varepsilon(1+\varepsilon)(1-6 \Phi)}\right]}{\ln (1 / \varepsilon)} . \tag{3.6}
\end{equation*}
$$

This model was calibrated with the help of numerical simulations in order to find the value of the constant $C_{0}$. The plot of $\delta / R$ as a function of $\Phi$ is presented in Fig. 3.6. In this figure, the points denote the transition from a gaseous to a clustered state for a wide range of numerical simulations. The transition was detected by performing a Kolmogorov-Smirnov test which will be described in Sec. 3.3.1.

### 3.3 Main results

In the following sections, the experimental work performed during five Parabolic Flight Campaigns is presented. Both, the image analysis of the collected data, as well as the statistical test which enables the detection of the clusters are detailed. We show that granular gases and dynamical clusters are observed and we compare the experimental results with the previously described model. We also observe another

| PFC | Parabola | $L(\mathrm{~mm})$ | $A(\mathrm{~mm})$ | $f(\mathrm{~Hz})$ | $N$ | Symbol |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 63 | [0; 1; 2; 3; 4; 5] | 40.0 | [1.0; 1.4; 1.8; 2.0; 2.5; 3.0] | 20 | 250 | $\square$ |
|  | [6;7;8;9;10] |  | $[1.0 ; 1.4 ; 1.8 ; 2.0 ; 2.5]$ |  | 750 |  |
|  | [11; 12; 13; 14; 15] |  |  |  | 1250 |  |
|  | $[16 ; 17 ; 18 ; 19 ; 20]$ |  |  |  | 1750 |  |
|  | [21; 22; 23; 24; 25] |  |  |  | 2750 |  |
| 64 | [6;7;8;9;10] | 12.5 | [0.5; 1.0; 1.5; 2.0; 2.5] | 20 | 1611 | $\triangle$ |
|  | [11; 12; 13; 14; 15] | 20.0 |  |  | 2578 |  |
|  | [21; 22; 23; 24; 25] | 27.5 |  |  | 3545 |  |
| 65 | [1; 2; 3; 4; 5] | 30.0 | [2.0; 2.5; 3.0; 3.5; 4.0] | 15 | 2578 | $\diamond$ |
|  | $[6 ; 7 ; 8 ; 9 ; 10]$ | 35.0 |  |  | 3008 |  |
|  | [11; 12; $13 ; 14 ; 15]$ | 40.0 |  |  | 3438 |  |
| 66 | [1; 2] | 40.0 | [5.0; 4.0] | 15 | 2578 | $\bigcirc$ |
|  | [6; 7] |  |  |  | 3438 |  |
|  | [11; 12] |  |  |  | 4297 |  |
|  | [16; 17] |  |  |  | 5157 |  |
|  | [21; 22] |  |  |  | 6016 |  |
|  | [26; 27] |  |  |  | 6875 |  |
| 67 | [1; 2; 3; 4; 5] | [20.0; 25.0; 30.0; 35.0; 40.0] | 3.0 | 15 | 250 | $\bigcirc$ |
|  | [ $6 ; 7 ; 8 ; 9 ; 10$ ] |  |  |  | 500 |  |
|  | [11; 12; 13; 14; 15] |  |  |  | 1000 |  |
|  | [16; 17; 18; 19; 20] |  |  |  | 1500 |  |
|  | [21; 22; 23; 24; 25] |  |  |  | 2000 |  |
|  | [26; 27; 28; 29; 30] |  |  |  | 2500 |  |

Table 3.1: Parameters that have been varied during the PFCs \# 63 to 67. Each set of parameters has been determined in order to cover the entire phase diagram presented in Fig. 3.6.
state in the cell, where all the grains gather together to form a big cluster which moves periodically from one piston to the other. This regime, called "bouncing aggregate", is theoretically predictable, as developed in Sec. 5.1. These results have been compiled in a letter published in EPL. To close the discussion concerning the birth of the dynamical cluster, we show in Sec. 4.4 that the initial conditions of the system can affect the position of the theoretical frontier found in Sec. 3.2.

### 3.3.1 Image analysis

In order to determine experimentally the clustering conditions in terms of filling of the system, a large number of parabolic flights have been performed. As explained in the published article (at the end of this chapter), 114 parabolae were performed, during which the number of grains $N$ as well as the dimension $L$ of the cell were varied. See Tab. 3.1 for all the values of parameters that have been varied. Each parabola led to approximately 32000 pictures. Automated image processing was therefore required to process approximately $\sim 3.710^{6}$ images collected by the two high-speed cameras.

The routine first transforms the uncolored pictures (grey scale) to black-andwhite images. From there on, we assume that black pixel reports the presence of one or more particles between the illuminator and the camera. Then, given the measured shadow profile, denoted $s(y)$ and given by the number $N_{y}$ of black pixel in the projection of the slice over the considered axis divided by the total number of pixels in the projection (see for example Fig. 3.3), we were able to deduce the density profile of the system along the $y$-axis, denoted $\rho(y) / N$. The link between
the density and shadow profiles is given by

$$
\begin{equation*}
\frac{\rho(y)}{N}=\frac{d N_{y}}{L N}=\frac{d}{L N} \frac{\ln (1-s(y))}{\ln (1-(d / L))} . \tag{3.7}
\end{equation*}
$$



Figure 3.3: (a) Sketch of the 3D version of the VIP-Gran cell. $N$ particles are enclosed in the container whose moving pistons are colored in grey. The images taken by the cameras can be divided along the $y$-axis in order to obtain two columns of dimensions $d l$ in the ( $y, z$ )-plane (b) and in the ( $x, y$ )-plane (c). Given these measures, the distribution of the particles in the slice (d) can be reconstructed.

Based on the density profiles of all individual pictures, the averaged density profiles can be reconstructed for the whole experiment (i.e. for the whole parabola) and the 3D system can be numerically reconstructed (see Figs. 3.4 and 3.5 for two typical examples).

Finally, the cumulated distribution for the averaged density profile can be also found. The last task of the image analysis consists in comparing this cumulated distribution $F(y)$ to a cumulated uniform distribution $U(y)$, assuming that the latter corresponds to a gaseous state. This comparison is performed by using a Kolmogorov-Smirnov (short K-S) test, as for the numerical study of the frontier mentioned in Sec. 3.3. Mathematically, the test searches the maximal distance between the two cumulated distributions. This distance is given by

$$
\begin{equation*}
D=\sup _{|y| \leq L / 2-A}|F(y)-U(y)| . \tag{3.8}
\end{equation*}
$$

If the distance $D$ is less than a threshold $K_{\alpha} / \sqrt{k}$ (where $\alpha$ is the level of significance of the test and $k$ is the number of classes characterizing the distributions), we can not state that $F(y)$ is non uniform. As a consequence, the state of the system is determined as gaseous. In contrario, if $D \geq K_{\alpha} / \sqrt{k}$, the system is not anymore gaseous and the presence of a cluster is likely. The full description of the image analysis is given here below in the article.


Figure 3.4: (a) Density profiles of the system evaluated with Eq. (3.7) on the basis of the pictures coming from both front (black line) and bottom (red line) cameras. The distributions seem to be uniform, reporting a gaseous state. (b) Typical picture taken by the front camera for a system with a low packing fraction. Front and 3D views of the numerical reconstruction of the system based on the averaged density profile. (a) and (b) are taken from [56]. The parameters of this experiment correspond to the parabola $\# 8$ of PFC $\# 63$ (see Tab. 3.1).


Figure 3.5: (a) Density profiles of the system evaluated with Eq. (3.7) on the basis of the pictures coming from both front (black line) and bottom (red line) cameras. The distributions are clearly non uniform, reporting no gaseous state in the system. (b) Typical picture taken by the front camera for a system with a high packing fraction. Front and 3D views of the numerical reconstruction of the system based on the averaged density profile. (a) and (b) are taken from [56]. The parameters of this experiment correspond to the parabola $\# 22$ of PFC \# 66 (see Tab. 3.1).

### 3.3.2 Phase diagram

The K-S test was applied to the 114 distributions in order to find the dynamical regime of each system. When a gas was detected, we colored the corresponding point in red in the $(\delta / R, \Phi)$ phase diagram. The presence of a cluster in the cell is depicted by a green point in this phase diagram. In Fig. 3.6, all the results have been reported, as well as the numerically determined transition points (see the black triangles) and the theoretical model derived in Sec. 3.2 (see the plain green curve). The results are in very good agreement, confirming the robustness of our model. Finally, we noted that a dynamical cluster cannot exist without the presence of a surrounding gas which transmits the energy from the plates to the cluster. This assumption has to be confirmed in future works on board of the ISS, with much better microgravity conditions.


Figure 3.6: Phase diagram of the VIP-Gran cell. The dimension of the system normalized by the size of the particles $\delta / R$ is plotted as a function of the packing fraction of the system $\Phi$. The points are colored in red when the system was determined as gaseous and in green when clusters were detected. The single blue point corresponds to the observation of a bouncing aggregate. See 5.1 for more details concerning this state. The shape of the points is linked to the parameters listed in Tab. 3.1. The different regions of the diagram are colored corresponding to the dynamical regimes observed. The separation of the gaseous and the clustered states is depicted by the plain green curve corresponding to Eq. (3.6) which has been calibrated with the help of numerical simulations. The black triangles correspond to these simulations. Finally, the dashed lines correspond to the transition curves for non uniform system, as explained in Sec. 3.4. At same number of particles in a given system, the clustered state is more rapidly reached if the particles are not uniformly distributed in the container, i.e. for increasing $\beta$.

### 3.4 Complementary measures

Our theoretical model predicting the phase transition is based on the hypothesis of uniformity in the distribution of the position of the particles. In this section, we show that if there is some inhomogeneity in the system, the transition will in any case occur for more dilute systems at fixed $\delta / R$. Effectively, the propagation time is in that case longer than the homogeneous propagation time discussed in Sec. 3.2.1.


Figure 3.7: Front view of a sketch of the VIP-Gran 3D cell divided into a region of volume $V_{2}$ containing $N_{2}$ grains (blue area) and two other regions of volume $V_{1}$ each containing $N_{1}$ grains (red areas). The pistons are colored in orange and their excitation parameters are $A \omega$. The volume of the entire cell is $V_{c}=L l^{2}=2 V_{1}+V_{2}$.

We consider the 3D VIP-Gran cell in which the $N$ particles are separated into two populations. The densest population is composed of $N_{2}$ particles uniformly distributed in a region of volume $V_{2}$ centered at the middle of the cell. The other population is composed by the rest of the grains $N_{1}=N-N_{2}$, uniformly distributed in between the latter region and the pistons, i.e. in both regions of volume $V_{1} / 2=$ $\left(V_{c}-V_{2}\right) / 2$. This separation, sketched in Fig. 3.7, is the simplest that can be imagined, given the symmetry of the system. We characterize the inhomogeneity with two parameters $\alpha$ and $\beta$ with which the volume fractions, $V_{1}$ and $V_{2}$, and the number fractions, $N_{1}$ and $N_{2}$, of the populations can be expressed. One has

$$
\left\{\begin{array}{llll}
V_{1}=\frac{\alpha}{2} V_{c} & \text { and } & V_{2}=(1-\alpha) V_{c}  \tag{3.9}\\
N_{1}=\frac{\beta}{2} N & \text { and } & N_{2}=(1-\beta) N
\end{array}\right.
$$

Given the parameters $\alpha$ and $\beta$, we can rewrite the propagation time with an inho-
mogeneity in the system, $\tau_{P}^{i n}$, using Eq. (3.2). One finds

$$
\begin{align*}
\tau_{P}^{i n} & =\frac{\delta_{1} / n_{1}-d}{v_{0}}\left(\frac{1-(1 / \varepsilon)^{n_{1}}}{1-(1 / \varepsilon)}\right) \\
& +\frac{\delta_{2} / n_{2}-d}{v_{0} \varepsilon^{n_{1}}}\left(\frac{1-(1 / \varepsilon)^{n_{1}}}{1-(1 / \varepsilon)}\right)  \tag{3.10}\\
& +\frac{\delta_{1} / n_{1}-d}{v_{0} \varepsilon^{n_{1}} \varepsilon^{n_{2}}}\left(\frac{1-(1 / \varepsilon)^{n_{1}}}{1-(1 / \varepsilon)}\right)
\end{align*}
$$

where $v_{0}$ is the typical velocity given by the piston, $\delta_{j}$ is the typical distance to travel in the volume $V_{j}$ and $n_{j}=\eta_{j} \delta_{j} \sigma$, with $\eta_{j}=N_{j} / V_{j}$ and $j=\{1,2\}$. We consider that the inhomogeneity consists in a denser region in the middle of the cell, i.e. $\eta_{2}>\eta$ and $\eta_{1}<\eta$, since the pistons are the hot parts of the system. Both conditions lead to the same constraint $\beta<\alpha$.

Unfortunately, it is not possible to show that $\tau_{P}<\tau_{P}^{i n}$, only based on their mathematical expressions. However, if we consider only 4 particles, we can easily be convinced that the quickest way to transmit the information through the system is realized in homogeneous conditions. In Fig. 3.8, a system composed of 4 homogeneously distributed particles (top) is depicted. The same system with inhomogeneously distributed particles (bottom) is also presented. In this figure, one sees that the time needed to cross the green zones is the same in both configurations since the same distance is covered at the same velocity. In the white zones, this is obviously not the case.


Figure 3.8: Same sketch as the one of Fig. 3.2 for 4 particles uniformly (top) and non-uniformly (bottom) distributed along the same distance. In both cases, the particles have the same velocities in the green regions and take as a consequence the same time to cover the same distance. In the white regions the time to cover the distances $\Delta x_{i n}$ is not the same in the uniform case as in the non-uniform. As demonstrated in the main text, the non-uniform distribution of the particles increases in any case the propagation time of the information.

The different times needed to travel the distance $2 \Delta x_{i n}$ in the homogeneous and inhomogeneous systems are respectively given by

$$
\begin{align*}
t_{h} & =\frac{2 \Delta x_{i n}}{\varepsilon v_{0}}=\frac{\Delta x_{i n}}{v_{0}} \frac{2}{\varepsilon} \\
t_{i n} & =\frac{\Delta x_{i n}}{v_{0}}+\frac{\Delta x_{i n}}{\varepsilon^{2} v_{0}}=\frac{\Delta x_{i n}}{v_{0}}\left(1+\frac{1}{\varepsilon^{2}}\right) \tag{3.11}
\end{align*}
$$

Dividing these two quantities leads to

$$
\begin{equation*}
\frac{t_{i n}}{t_{h}}=\frac{1+\frac{1}{\varepsilon^{2}}}{\frac{2}{\varepsilon}}=\frac{\varepsilon^{2}+1}{2 \varepsilon} \geq 1 \tag{3.12}
\end{equation*}
$$

The inequality in this last equation comes from the perfect square identity $\varepsilon^{2}-2 \varepsilon+$ $1=(\varepsilon-1)^{2} \geq 0$. The coefficient of restitution $\varepsilon$, which is one of the most important parameters of the clustering process, is always lesser than 1 . If it was not the case, in a purely elastic system, where no energy is lost during the collisions, the propagation time would not be affected by any inhomogeneity. Therefore, for a constant distance needed to transmit the information from one piston to the other, as well as for a constant number of particles encountered over this distance, any inhomogeneity located near the middle of the cell will instantly increase the propagation time.

Finally, even though the balance of the Haff time $\tau_{H}$ and the inhomogeneous time $\tau_{P}^{i n}$ has no analytical solution, we can solve the equation numerically in order to derive the frontier between gaseous and clustered systems in the presence of inhomogeneities. The corresponding curves are presented in Fig. 3.6. The green dashed lines in the diagram correspond to $\tau_{H}=\tau_{P}^{i n}$ for different values of $\beta \in$ $\{0.6,0.7,0.8,0.9\}$ and $\alpha=0.5$. As shown in this figure, the more important is the inhomogeneity, the sooner occurs the transition.

### 3.5 Summary

Thanks to this work, the transition from a gaseous to a clustered state in driven granular systems under microgravity conditions has been analyzed and compared with theory for the first time. Using simple arguments capturing the key parameters of the problem, we have shown that a phase transition can be predicted and that inhomogeneity in the cell can displace the frontier separating the gaseous phase from the clustered state. We have also developed an original image processing which allows to reconstruct three-dimensional density profiles of the system based on two-dimensional pictures.
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#### Abstract

Strongly driven granular media are known to undergo a transition from a gas-like to a cluster regime when the density of particles is increased. However, the main mechanism triggering this transition is not fully understood so far. Here, we investigate experimentally this transition within a 3D cell filled with beads that are driven by two face-to-face vibrating pistons in low gravity during parabolic flight campaigns. By varying large ranges of parameters, we obtain the full phase diagram of the dynamical regimes reached by the out-of-equilibrium system: gas, cluster or bouncing aggregate. The images of the cell recorded by two perpendicular cameras are processed to obtain the profiles of particle density along the vibration axis of the cell. A statistical test is then performed on these distributions to determinate which regime is reached by the system. The experimental results are found in very good agreement with theoretical models for the gas-cluster transition and for the emergence of the bouncing state. The transition is shown to occur when the typical propagation time needed to transmit the kinetic energy from one piston to the other is of the order of the relaxation time due to dissipative collisions.
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Introduction. - When submitted to an external energy input, confined granular matter exhibits different dynamics depending on the filling and forcing conditions of the system [1]. These different dynamical regimes can be classified into three categories called "solid" [2-4], "liquid" [5] or "gas", in analogy to the classical counterpart. This letter is focused on very dilute systems with strong enough forcing, where particles can move erratically and have a gas-like behavior. However, such a granular gas displays properties strikingly different from those of a molecular gas: anomalous scalings of pressure [6] and collision frequency [7], and non-Gaussian distribution of particle velocity [8]. These differences are mainly attributed to the dissipation occurring during inelastic collisions between particles. Continuous injection of energy is thus

[^2]necessary to sustain a stationary state in this dissipative out-of-equilibrium system. This is usually performed experimentally by vibrating a container wall or the whole container. When the forcing is stopped, numerical simulations have shown the formation of density gradients during the cooling (instability of the homogeneous cooling state) [9] as well as inelastic collapse (particles undergoing an infinite number of collisions in finite time) [10]. The predicted duration of the cooling phase [11] has been tested experimentally with success [12]. Due to the dissipative character of the collisions, increasing the density within a driven granular gas, and thus the number of collisions, will lead to an increase of the energy dissipation in the system. A cluster formation can then occur at high enough density despite the continuous energy injection. Such a transition from a gaseous regime to a cluster of particles when the density increases has been
established almost 20 years ago $[6,13,14]$. The parameters triggering this transition are far from being fully understood even though this observation has been reproduced numerically [15].

On Earth, experiments are biased by gravity-induced anisotropy and by the friction forces that act on all the particles composing the system. Low-gravity environment is thus needed for granular gases in order to obtain an experimental situation for which inelastic collisions are the only interaction mechanism between particles. For instance, the cluster formation was first observed experimentally on Earth in 3D [6] and 2D [13], and has then been more clearly demonstrated in low gravity in 3D [14]. More recently, a Topical Team of the European Space Agency (ESA) has designed an instrument called VIP-Gran (for Vibrated Induced Phenomena in Granular matter) [16]. It aims to study the dynamics and statistical mechanics of driven granular systems in low-gravity environment from dilute to dense regimes [17].
In this work, we study experimentally the transition from a granular gas to a clustered state in low gravity using the 3D VIP-Gran facility. The full experimental phase diagram is then obtained for large ranges of experimental parameters. These results are compared with numerical and theoretical work predicting the marginal curve of the phase diagram separating the gas- and liquidlike regimes [18]. Good agreement is found during this comparison showing that this transition is governed by the interplay between inertia (propagation time between collisions) and inelasticity (relaxation time due to dissipative collisions). This work follows the footsteps of Sack et al. [19] and Falcon et al. [14] where the authors have observed similar granular states in different geometries and for different excitations.

Setup. - The setup of the VIP-Gran instrument has been extensively described in [17]. We only recall here its main features regarding the experiments discussed in this work. As sketched in fig. 1, it consists of a cell of dimension $60 \times 30 \times 30 \mathrm{~mm}$ where the energy is injected into the system by two oscillating pistons, separated by an average distance $L$. The latter can be tuned to control the accessible volume of the cell. The two opposite pistons, moved by linear voice-coil motors, are driven sinusoidally in phase opposition with the same frequency $f$ and amplitude $A$. The vibration axis is perpendicular to the moving walls (see fig. 1). The cell is filled with $N$ bronze beads of diameter $d=1 \mathrm{~mm}$, either manually or automatically using a bead-feeding device [17]. Experimental data are acquired using two high-speed cameras of maximal frame rates $f_{c}=1000 \mathrm{fps}$ with a resolution of $1024 \times 900$ pixels. Visualizations of the cell are obtained in the two directions perpendicular to the vibration axis (see fig. 1). During one period of vibration $T=1 / f$ (with a frequency $f$ at most equal to 20 Hz ), the number of recorded images is $f_{c} T$, that is 50 images at least. The control parameters are the number of beads $N$, the mean distance $L$ between vibrating


Fig. 1: (Color online) (a) Sketch of the experimental VIP-Gran cell. The oscillating pistons are colored in light grey. The recorded images of the cell are numerically divided in slices of width $d$ along the $y$-axis (axis of vibration). Front (b), bottom (c) and side (d) views of the slice are sketched. The front and bottom views are the two accessible shadow profiles while the side view is an arbitrary distribution which could have generated these observations. The link between the measured shadow and the possible number of particles in the slices is explained in the main text. (d) Each slice is divided into rows and columns of dimension $d$ into the $x$ and $z$ directions.
pistons, the amplitude $A$ and frequency $f$ of the forcing. The distance between the walls oscillates as a consequence between $L-2 A$ and $L+2 A$. The packing fraction is then defined as $\Phi=N \mathcal{V}_{g} / V$, where $\mathcal{V}_{g}=\pi d^{3} / 6$ is the volume of a single grain, $V=l^{2}(L+2 A)$ the maximum cell volume, and $l=30 \mathrm{~mm}$. We focus here on dilute regimes with $\Phi<10 \%$. All relevant experimental parameters are listed in table 1. The filling parameters were chosen according to numerical simulations predicting the transition from a gaseous state to a clustered state in the VIP-Gran cell [18]. Moreover, since these simulations do not predict a qualitative change with vibration frequency [20], $f$ will not be varied systematically here. To cover the whole ranges of experimental parameters, five ESA Parabolic Flight Campaigns (PFCs \#63 to 67) were performed on board of a specially modified Airbus A310 Zero-G aircraft of Novespace through a series of parabolic trajectories which result in low-gravity periods, each of approximatively 22 s. Lowgravity environment is about $\pm 0.05 \mathrm{~g}$. Each PFC lasts 3 days with 31 low-gravity parabolae per day. Among the 465 parabolae performed, 114 were dedicated to the present study.

Results. - The raw data of the experiments consist of two sequences of greyscale pictures of the cell, taken

Table 1: Parameters of each experiment performed during ESA parabolic flight campaigns \#63 to 67. Each set of parameters was precisely chosen in order to reach different regimes of the phase diagram displayed in fig. 3.

| PFC | \#runs | $L(\mathrm{~mm})$ | $A(\mathrm{~mm})$ | $f(\mathrm{~Hz})$ | $N$ | Symbol |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 63 | 25 | 40.0 | $[1.0 ; 1.4 ; 1.8 ; 2.0 ; 2.5]$ | 20 | $[250 ; 750 ; 1250 ; 1750 ; 2750]$ | $\square$ |
| 64 | 15 | $[12.5 ; 20.0 ; 27.5]$ | $[0.5 ; 1.0 ; 1.5 ; 2.0 ; 2.5]$ | 20 | $[1611 ; 2578 ; 3545]$ | $\triangle$ |
| 65 | 15 | $[30.0 ; 35.0 ; 40.0]$ | $[2.0 ; 2.5 ; 3.0 ; 3.5 ; 4.0]$ | 15 | $\bullet 2578 ; 3008 ; 3438]$ | $\diamond$ |
| 66 | 12 | 40.0 | $[4.0 ; 5.0]$ | 15 | $[2578 ; 3438 ; 4297 ; 5157 ; 6016 ; 6875]$ | $\bigcirc$ |
| 67 | 30 | $[20.0 ; 25.0 ; 30.0 ; 35.0 ; 40.0]$ | 3.0 | 15 | $[250 ; 500 ; 1000 ; 1500 ; 2000 ; 2500]$ | $\square$ |

by both high-speed cameras. About 40000 images are recorded for one single parabola, and of the order of 4.5 millions for all parabolae. As displayed in fig. 2, three typical dynamical granular regimes are observed in our experiment depending on the number $N$ of particles in the cell. A granular gas regime is observed for very dilute densities (fig. 2(a)) where particles are homogeneously distributed within the entire cell. When the density is increased, we observe a cluster of particles almost static in the middle of the cell, the cluster being surrounded by lower particle density regions (see fig. 2(b)). In these regions, the particles have fast velocities and transmit the kinetic energy from the pistons to the cluster where it is mainly dissipated. The third observed regime consists in a cluster of all particles that bounces periodically from one piston to the other one (fig. 2(c)), as previously observed [21]. We called this regime afterwards "bouncing aggregate". The period of oscillation of the latter is subharmonics, i.e., twice the piston period. This regime occurs when the vibration amplitude exceeds a critical fraction of the cell size (see below). For the corresponding time evolutions, see supplementary slow-down videos gas.mp4, cluster.mp4 and bouncing.mp4. By using image processing tools, we will now infer from these images the spatial density profiles for these three regimes.

Image processing. - For each low-gravity phase, we wait a few seconds (50T) before recording data, in order to reach a stationary state within the granular medium. From there on, data is recorded during $100 T$ (between 5 and 7 s ). This corresponds to the middle of the parabola duration, when the fluctuations of gravity, called $g$-jitters, are the weakest. In order to obtain some quantitative data from the pictures, we performed image analysis using the open-access software FIJI [22]. First, we applied a threshold on the pictures, coloring each pixel either black (corresponding to the shadow coming from the presence of one or more grains) or white (reporting no particle between the light and the camera), depending on their grey level. The second step consists in dividing the constant free zone of the system into slices along the vibration axis ( $y$-axis) (see fig. 1). Each slice has a width $d$, the particle diameter, and is located at the dimensionless position $y \in[(-L / 2+A) / L d ;(L / 2-A) / L d]$.
The aim of the image processing described in this section is to reconstruct the average 3D density profile of


Fig. 2: (Color online) Right: different dynamical regimes for different experimental parameters $L, N, A$, and $f$ : granular gas (a), cluster (b), and bouncing aggregate (c). The picture come from the front camera. Left: corresponding average density profiles $\rho(y)$ of the system obtained from the image processing (see text). The red (respectively, black) curves are inferred from images from the bottom (respectively, front) camera. For the granular gases and the clusters, the average density profiles are very stable over time. It is not the case for the bouncing aggregate for which the position of the peak in the average density profile varies over time.
the system using the 2D pictures. In the following, the processing will be detailed only for the bottom camera images, i.e., in the $(x, y)$-direction. The processing in the other direction is exactly the same. First, we divided the considered slice into columns of width $d$. This implies a division of the $(x, y)$-plane in squares of area $d^{2}$. An example of the division of a slice is given in fig. 1. By assuming a uniform distribution of the grains in the slice, the probability of the presence of one of those grains in a specific
column is $p=d / l$. If the slice contains $N_{y}$ particles, the probability $P(X=n)$ of finding $n$ grains in the column is given by the binomial distribution

$$
\begin{equation*}
P(X=n)=\binom{N_{y}}{n} p^{n}(1-p)^{N_{y}-n} \tag{1}
\end{equation*}
$$

where $X$ is the random variable representing the number of grains in a column, and $\binom{N_{y}}{n}=N_{y}!/\left[n!\left(N_{y}-n\right)!\right]$ the binomial coefficient. By equaling $X=0$ (i.e., by focusing on the light transmitted through the system), the number of particles in the slice can be isolated. One obtains

$$
\begin{equation*}
N_{y}=\frac{\ln \left(1-s_{x}\right)}{\ln (1-d / l)} \tag{2}
\end{equation*}
$$

where $s_{x}$, the shadow density measured by the bottom camera, is given by the number of black pixels in the $(x, y)$-plane divided by the total number of pixels in the surface $l d$. See the supplementary material Supplementarymaterial.pdf for more details.

Note again that the main hypothesis is that the particles are uniformly distributed in each slice. This assumption seems reasonable if there is no external residual acceleration in the system. In addition, note that the number $N_{y}$ of particles in a slice is undetermined, from eq. (2), for $s_{x}=1$. This extreme value is mostly unreached, except for a few pictures given by the bottom camera, for parabolae where the $g$-jitters were significant. In these cases, the maximal number of grains in the considered slice was fixed at 300. This value corresponds to the detection of a single white pixel in $s_{x}$. Finally, the normalized distribution of the number of grains in the slices $N_{y} / N$ as a function of $y$ can be found for each image provided by the cameras. We have averaged the distributions coming from all the pictures determined by a fixed piston phase in order to obtain $f_{c} / f$ different distributions.

Statistical analysis. - The average density profiles of the system are shown in fig. 2, for different parabolae (corresponding to different parameters listed in table 1). For the gaseous state, the distribution is approximatively uniform (see fig. 2(a)). By contrast, when a clustered state is reached, the resulting distribution exhibits systematically a peak. If the cluster is stabilized in the middle of the cell, the position of the resulting peak in the distribution is stable over the time, too (see fig. 2(b)). However, in the case of the bouncing aggregate, the bulk moves from one piston to the other one. Consequently, the position of the resulting measured peak varies over the time (see fig. 2(c)). Note that we found nearly always differences between the distributions obtained from the two different cameras. Actually, the $g$-jitters tend to gather the grains close to the bottom of the cell, making the $z$-distribution more uniform than the $x$-distribution over the $y$-axis. In the cluster regime, the error bars in the distributions are also larger for the $z$-distribution than for the $x$ one, due to prevailing $g$-jitters in the $z$-direction.

In order to extract the state of the system from the averaged distributions coming out of our image processing, we use the one-sample Kolmogorov-Smirnov (KS) test [15,18]. This KS test consists in comparing the measured cumulated distributions with a theoretical one. In analogy with classical gases, we assume that a granular gas is characterized by a uniform distribution of the position of the particles in the cell. In the KS test, the comparison between two distributions is performed by measuring the maximal distance separating the measured cumulated distribution, noted $F(y)$, computed using the corresponding average density profile $\rho(y) / N$, and the theoretical cumulated distribution, noted $U(y)$. This distance is defined as

$$
\begin{equation*}
D=\sup _{|y| \leq L / 2-A}|F(y)-U(y)| \cdot \tag{3}
\end{equation*}
$$

Then, we compared $D$ to a given threshold-value $K_{\alpha}$ coupled to the number of classes characterizing the distributions, noted $k$. Following our division of the cell into slices, this number of classes is simply given by $k=L / d$. Concerning the threshold $K_{\alpha}$, its value depends on the level of significance of the test, $\alpha$, which has been fixed at 0.01 in order to follow previous works $[15,18]$. The KS test of eq. (2) allows us to consider that the system has reached a clustered state as soon as the condition $D>K_{\alpha} / \sqrt{k}$ is fulfilled. On the other hand, as long as the threshold is not crossed, the grains can be considered as uniformly distributed in the cell and the system is considered in a gaseous phase. We applied the KS test on each averaged distribution $F(y)$ (corresponding to each different piston phase) obtained from the image processing. We found two final averaged values of the maximal distances $D_{x}$ and $D_{z}$ for all averaged distributions $F(y)$ coming from each camera. These values $D_{x}$ and $D_{z}$ are two statistical characterizations of the averaged distribution of the position of the particles along the vibration axis for a given set of parameters. For each parabola of each PFC, we calculated $D_{x}$ and $D_{z}$ and compared the obtained values to the related threshold. The state of the system can be deduced from $D_{x}$ and $D_{z}$. We detected a gaseous regime (see the red symbols in the phase diagram of fig. 3) if the conditions $D_{x} \leq K_{\alpha} / \sqrt{k}$ and $D_{z} \leq K_{\alpha} / \sqrt{k}$ are fulfilled. Otherwise, the system is considered as clustered (see the green symbols in fig. 3). We reported these comparisons in the phase diagram shown in fig. 3.

Phase diagram. - In fig. 3, we plot the typical length scale of the system $\delta$, normalized by the particle radius, $R$, as a function of the packing fraction $\phi$. More precisely, $\delta$ is the mean distance that $N$ particles achieve when they pass across a constraint free distance $(L-2 A)$. This mean value is numerically calculated and is tabulated as a function of the chosen experimental parameter set ( $L$ and $A$ ) [18]. The horizontal axis reports the mean packing fraction of the system,

$$
\Phi=N \frac{4 \pi R^{3}}{3(L+2 A) l^{2}}
$$



Fig. 3: (Color online) (a) Phase diagram of the dynamical regimes, observed in the PFC experiments, as a function of the dimensionless system size, $\delta / R$, and the packing fraction, $\phi$. The experimental parameters and corresponding symbols are listed in table 1. Granular gas (red), cluster (green), and bouncing (blue) regimes are detected with a statistical test (see text). The theoretical solid line is from eq. (4) with $C_{0}=1$, $R_{0}=2$, and $\epsilon=0.9$. The dashed line corresponds to the righthand term of eq. (5). Bottom: typical front views of the cell showing gas (b), cluster (c) and bouncing (d) regimes corresponding to the plain symbols in (a).

The instrument geometry limits the accessible region of the phase diagram to $30<\delta / R<90$. All experiments performed during PFCs are represented by symbols which correspond to sets of parameters listed in table 1. The solid curve plotted in the phase diagram is the theoretical frontier separating the gaseous regime from the cluster one. This marginal curve comes from a theoretical model comparing the decay time of energy in the system (Haff time [11]) and the time needed for a particle to cross the whole cell in response to an energy impulse coming from the pistons (propagation time), that is [18]

$$
\begin{equation*}
\frac{\delta}{R}=\frac{1}{3 \Phi} \frac{\ln \left[1+\frac{C_{0}}{\varepsilon(1+\varepsilon)\left(1-3 R_{0} \Phi\right)}\right]}{\ln (1 / \varepsilon)}, \tag{4}
\end{equation*}
$$

where $\varepsilon$ is the restitution coefficient of the particles and $C_{0}$ and $R_{0}$ are two adjustable parameters whose values have been evaluated with the help of numerical simulations. The theoretical model of eq. (4) is found to be in good agreement with most experiments (see fig. 3). However, for $\Phi<3 \%$ and $\delta / R \gtrsim 75$, the agreement is not so good (see top left-hand side in fig. 3). This corresponds to experiments performed with a large cell in a diluted regime where the cluster formation is probably induced by $g$-jitters. Indeed, as soon as a cluster is formed (e.g., by a tiny variation of $g$ ), its destruction is very hard to
be done since it is located far from the oscillating pistons. The model which considers a uniform distribution of the positions of the particles as initial condition is consequently less adapted in this region of the phase diagram than in others.

The bouncing regime has been only observed for a very narrow cell ( $\delta / R \sim 38$, or $L \sim 12.5 d$ ), and has been previously reported numerically for the same configuration as ours [15]. For a configuration where the whole container is vibrated, the condition to observe a bouncing aggregate is predicted theoretically to be $A>(L-e) / \pi, e$ being the aggregate thickness [19,21,23]. This means that the cluster center of mass follows the container oscillations when the amplitude of vibration is larger than a fraction of the free space $(L-e)$ between the cluster and the container walls. By adapting this model to our configuration (container walls vibrated in phase opposition), we find that the bouncing regime occurs within a bounded region by the following conditions:

$$
\begin{equation*}
\left(\frac{\pi+2 \Phi / \phi_{\mathrm{RLP}}}{1-\Phi / \phi_{\mathrm{RLP}}}-2\right)<\frac{L}{A}<\left(\frac{2 \pi+2 \Phi / \phi_{\mathrm{RLP}}}{1-\Phi / \phi_{\mathrm{RLP}}}-2\right) \tag{5}
\end{equation*}
$$

where $\phi_{\text {RLP }}=0.59$ is the density of a random loose packing pile [24]. Only the upper limit of eq. (5) is visible in fig. 3 (see dashed line separating the cluster region from the bouncing one). Even though the agreement with the single experimental point is good, more experiments are needed to confirm this theory. Finally, note that the analogous of a triple point $\left(\delta_{t} / R, \Phi_{t}\right)$ can be defined by the intercept of the two marginal curves within the phase diagram, i.e., by balancing eq. (4) with the right-hand term in eq. (5).

Conclusion. - We have experimentally investigated the gas-like to clustering transition in a driven granular media in 3D low-gravity environment. Experimental parameters have been exhaustively varied (number of particles, cell size, and vibrational parameters). We have observed three dynamical regimes: Granular gas, cluster and bouncing aggregate. These regimes have been characterized by means of two perpendicular cameras leading to the spatial distribution of particles within the cell. We transformed the shadow density measured on each image into profiles of particle density along the vibration axis of the cell. Then, a statistical Kolmogorov-Smirnov test has been performed to compare these experimental distributions with uniform ones in order to deduce the state reached by the system (gas, cluster or bouncing aggregate). The results of these tests were reported in a phase diagram and confronted with theoretical models for the gas-cluster transition and the emergence of the bouncing aggregate. The experimental results are in excellent agreement with the theoretical predictions, except for large and diluted systems where the $g$-jitters, as small as they can be, have probably a non-negligible impact on the final state of the system. To reach a high level of lowgravity conditions $\left(\sim 10^{-5} g\right)$ where $g$-jitters are negligible,
the VIP-Gran instrument is currently in development for the International Space Station. We have thus shown that the gas to clustering transition occurs when the typical propagation time between two collisions is of the order of the relaxation time due to dissipative collisions. This study could lead to applications for space exploration (e.g., handling a granular medium in low gravity by applying vibrations) or to a better understanding of the dynamics of planetary rings in astrophysics.
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## Supplementary material

The aim of this supplementary material is to derive Eq. (2) from Eq. (1) of the main text.

By assuming a uniform distribution of the grains in the slice, the probability of presence of one grain in a specific column is $p=d / l$. If the slice contains $N_{y}$ particles, the probability $P(X=n)$ of finding $n$ grains in the column is given by the binomial distribution

$$
\begin{equation*}
P(X=n)=\binom{N_{y}}{n} p^{n}(1-p)^{N_{y}-n} \tag{1}
\end{equation*}
$$

where $X$ is the random variable representing the number of grains in a column, and $\binom{N_{y}}{n}=N_{y}!/\left[n!\left(N_{y}-n\right)!\right]$ the binomial coefficient. Remembering that the number of particles $n$ in each column being actually unknown, the number of particles in the slice is a priori unknown too. However, one might observe the realization of the event $X=0$. Effectively, if there is no grain in a column, the light will go through the system and reach the camera. A white zone is then detected in the corresponding square. Using the previous equation, we deduce the probability to observe a white zone as

$$
P(X=0)=(1-p)^{N_{y}} .
$$

In order to deduce the relationship between the observable shadow density $s_{x}$ and the likely number of particles from which it comes $N_{y}$, we introduce the random variable $O_{x}$ which quantifies the shadow, casted by the particles in the related column. This random variable is defined as

$$
O_{x}=\left\{\begin{array}{l}
0 \text { if } X=0 \\
1 \text { if } X \geq 1
\end{array},\right.
$$

with the associated probabilities $P\left(O_{x}=0\right)=P(X=0)$ and $P\left(O_{x}=1\right)=1-(1-p)^{N_{y}}$. The expected value of the random variable $O_{x}$ is given by $E\left[O_{x}\right]=1-(1-p)^{N_{y}}$. To estimate this expected value, we introduce finally the observable $o_{x}$ as the number of
black pixels in the square divided by the surface of the square expressed in pixels. The average of this observable is not only the estimator of the expected value but also the measured shadow density, $s_{x}=\left\langle o_{x}\right\rangle=E\left[O_{x}\right]$, and one finds finally

$$
s_{x}=1-(1-p)^{N_{y}}
$$

By isolating $N_{y}$ in this last relation, we found the most probable number of particles in the slice. One obtains

$$
\begin{equation*}
N_{y}=\frac{\ln \left(1-s_{x}\right)}{\ln (1-d / l)} \tag{2}
\end{equation*}
$$

## Growth of the cluster

### 4.1 Introduction

The transition from a granular gas to a cluster is now well-defined, modeled and experimentally verified $[36,56]$. Indeed, for a given system of fixed dimensions, the exact number of particles to be put in the cell to trigger the transition is known. However, one can wonder what happens once the transition has taken place, i.e. once a cluster emerged in the system. The questions addressed in this chapter are:

- Where is the cluster born? Is it created right in the middle of the cell?
- Once created, what is the growth mechanism and what is its morphology?

Even though the gas-cluster phase transition has been already investigated before this work, the structure and the growth of dynamical clusters in three dimensions were not studied in the literature. Nevertheless, Luu et al. were able to make a beautiful analogy between granular and fluid systems in two dimensions [57] by deducing a granular surface tension $\gamma$ from their experiments. This result is remarkable since no cohesive forces are present in their granular assembly. The experiment consists of horizontally vibrated millimetric spheres confined in a quasi-2D system (of approximative dimensions $L^{2}(2 d)$, where $L=100 \mathrm{~mm}$ and $d$ is the diameter of the grains). The neighborhood of each particle was studied thanks to image analysis. Based on a local density criterion, Luu et al. were able to sort the particles into two categories, one "gas" and the other "liquid". Thanks to this classification, they defined a gas-liquid interface for each image of the experiment (see the solid white line in Fig. 4.1). By averaging these interfaces over time, the average structure of a 2D cluster could be found (see the dashed white curve in Fig. 4.1). Finally, by studying the fluctuations around this average interface, the granular surface tension could be determined. They found $\gamma=1.5 \pm 0.1 \mathrm{mN} / \mathrm{m}$, which is about 50 times less than the surface tension of water.

Inspired by the work of Luu [57], we studied the morphology of clusters in three dimensions. Unfortunately, the experimental determination of the positions of all the particles composing a dynamical cluster requires to see inside the system, which is not possible using the VIP-Gran instrument in its current configuration. One possibility would be to mount a camera in the axis of excitation of the instrument (i.e. inside one of the pistons) but it seems that it is a complicated engineering task. Therefore, we numerically studied the clustering in VIP-Gran and in many others geometries. By varying the number of grains in each simulated cell, we were able to identify the places where the clusters were born and their growth mechanism.


Figure 4.1: Taken from [57]. Millimetric particles are enclosed in a 2D setup and behave as a gas (dark braun) or a liquid (orange). By comparing the fluctuations of the interface (solid white line) around its average position (dashed line), a granular surface tension can be defined.

### 4.2 Numerical setup

### 4.2.1 SSDEM model

The simulations were performed using a SSDEM (for Soft Sphere Discrete Element Method) algorithm [58-60]. This model is able to predict the positions of the particles in the system by integrating the forces which act on them. Repulsive normal forces are modeled by a linear spring-dashpot in which the loss of energy due to the inelastic collisions is characterized by the restitution coefficient $\varepsilon$ (already defined before). In practice, $\varepsilon$ allows to define a viscous coefficient that is purely numeric and that models a viscous dissipation during the contact between particles. Tangential forces are computed by using a regularized form of the Coulomb's law. This model states that a sliding friction force appears at the contact between the particles. This force is proportional to the normal force, except for slow sliding velocities. In that case, the tangential force is proportional to the sliding velocity and to a purely numerical constant, in order to avoid divergence for $v=0$ in static situations.

### 4.2.2 Parameters

One advantage of numerical simulations is the freedom concerning the choice of the parameters to investigate. For this study, we changed the following parameters of the VIP-Gran experiment: the length $L$ and the width $l$ of the cell, the frequency

| $\#$ |  | $L(\mathrm{~mm})$ | $l(\mathrm{~mm})$ | $f(\mathrm{~Hz})$ | $N$ | $\phi_{\mathrm{c}}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\square$ | 40 | 15 | 20 | $[500 ; 6500]$ | $6.08 \pm 0.09$ |
| 2 | $\square$ | 40 | 15 | 40 | $[600 ; 5000]$ | $6.08 \pm 0.09$ |
| 3 | $\nabla$ | 40 | 25 | 20 | $[3000 ; 15000]$ | $6.24 \pm 0.13$ |
| 4 | $\circ$ | 50 | 15 | 20 | $[1000 ; 6000]$ | $5.44 \pm 0.21$ |
| $\mathbf{5}$ | $\Delta$ | $\mathbf{6 0}$ | $\mathbf{3 0}$ | $\mathbf{2 0}$ | $[\mathbf{1 0 0 0} ; \mathbf{3 0 0 0 0}]$ | $\mathbf{4 . 6 5} \pm \mathbf{0 . 0 9}$ |
| 6 | $\diamond$ | 90 | 15 | 20 | $[1000 ; 10000]$ | $3.57 \pm 0.06$ |
| 7 | $\circ$ | 150 | 15 | 20 | $[1000 ; 19000]$ | $3.10 \pm 0.19$ |

Table 4.1: Parameters for the 7 different cells. The number of particles has been varied in order to observe the birth and the growth of the dynamical clusters in the different geometries. The constant critical packing fraction of the gaseous phase is denoted in the last column.
$f$ of oscillation of the pistons and the number $N$ of particles in the container. The radius $R$ of the particles and the restitution coefficient $\varepsilon$, as well as the amplitude $A$ of oscillation of the pistons have been kept constant. Table 4.1 gives the parameters investigated for seven different cells. For a given cell, the main measurements were realized as a function of the total packing fraction $\phi$ of the system. The latter is defined as $\phi=N V_{\text {sph }} / V_{\text {cell }}$, where $V_{\text {sph }}$ and $V_{\text {cell }}=L l^{2}$ are respectively the volume of a single particle and the mean volume of the cell.

### 4.3 Main results

In all configurations, we observed either a granular gas or the formation of a cluster. This cluster emerged always in one of the corners of the cell and was systematically surrounded by a less dense gaseous phase. We have followed the structure of the clusters as well as the properties of the two coexisting phases, i.e. the volume fraction and the packing fraction of the gas and the cluster. In order to determine if a particle is included in one phase or in the other, we performed Voronoi tessellations on the system in order to deduce the local density around each particle, noted $\phi_{\text {loc }}$. According to [36], we have postulated that a grain belongs to the cluster if $\phi_{\text {loc }} \geq 0.285$. This value corresponds to a situation for which a grain is no longer able to escape the cage that its neighbors form around it. Given this sorting, we measured the number of grains $N_{\mathrm{Cl}}$ and $N_{\mathrm{g}}$ belonging to the cluster and to the gas. Based on the volumes of each Voronoi cell, we measured the volumes of both phases, noted $V_{\mathrm{Cl}}$ and of $V_{\mathrm{g}}$. Finally, we defined the mean packing fraction of the cluster and the gas as

$$
\begin{equation*}
\Phi_{i}=\left\langle\frac{N_{i} V_{\mathrm{sph}}}{V_{i}}\right\rangle \tag{4.1}
\end{equation*}
$$

where $i \in\{\mathrm{Cl}, \mathrm{g}\}$ and where the average is made over the entire simulation, once the stationary state is reached. We also followed the volume fraction of the cluster, denoted $x$ and defined as

$$
\begin{equation*}
x=\left\langle\frac{V_{\mathrm{Cl}}}{V_{\mathrm{cell}}}\right\rangle . \tag{4.2}
\end{equation*}
$$



Figure 4.2: Mean packing fraction of the clusters $\left(\Phi_{\mathrm{Cl}}\right)$ and the gases $\left(\Phi_{\mathrm{g}}\right)$ as a function of the total packing fraction of the system $\phi$ for the 7 different cells. As long as the critical packing fraction of the gas $\phi_{c}$ is not crossed, no cluster is present and $\Phi_{\mathrm{g}}=\phi$. Past this critical value, $\Phi_{\mathrm{g}}$ remains approximatively equal to the critical packing fraction $\phi_{c}$ while $\Phi_{\mathrm{Cl}}$ increases until a saturating value which is nothing else than the Random Loose Packing $\Phi_{\text {RLP }}$.

The mean packing fractions of the cluster and the gas as well as the volume fraction of the cluster are depicted in Figs. 4.2 and 4.3 as a function of the total packing fraction of the system $\phi$.

Two main results have been obtained during this study. First, we have shown that the formation, compaction and growth of the cluster are driven by the fact that the gaseous phase has to keep a constant critical mean packing fraction $\phi_{c}$ (see the bottom of Fig. 4.2). This critical packing fraction corresponds to the emergence of condensation. Secondly, we found that the cluster's form depends on the packing fraction of the system and can be either a truncated tori or a filled parallelepiped. These specific morphologies can be found by studying the occupancy of the cell, defined as the regions of the container that are frequently occupied by the clustered particles. In Fig. 4.4, the occupancy of the container has been plotted as a function of the packing fraction $\phi$ of the system. In this figure, snapshots of the simulations where the gaseous particles have been hidden are also depicted in order to highlight the importance of the occupancy measurements. Clearly, the structure is much


Figure 4.3: Volume fraction of the cluster in the case of the VIP-Gran cell (\# 5 in Tab. 4.1). The growth of the cluster is linear for $\phi>0.1$, when the cluster fills the full width of the cell (see Figure 4.4). The volume fraction increase can be linked to the cluster surface according to Eq. (4.4).
easier to identify by using the occupancy since this measurement is an average. Thanks to the measurements of the occupancy of the container, we have found that the cluster is born in "cold" regions of the system (i.e. in the corners of the box, as far as possible from the pistons). Furthermore, we proposed a model for the growth of the cluster in which the capture of the gaseous grains is a surface phenomenon. Mathematically, we were able to deduce the evolution of the packing fraction $\Phi_{\mathrm{Cl}}$ and the volume fraction $x$ of the cluster as a function of $\phi$. By expressing the conservation of mass in the system, one finds

$$
\begin{equation*}
\Phi_{\mathrm{Cl}}(\phi)=\frac{1}{x(\phi)}\left(\phi-\phi_{c}\right)+\phi_{c} . \tag{4.3}
\end{equation*}
$$

The volume fraction $x$ of the cluster is defined as the sum of the volumes of each Voronoi cell corresponding to caged grains, divided by the volume of the container. The variation of this function is given by

$$
\begin{equation*}
d x(\phi)=C S(\phi) v d \phi, \tag{4.4}
\end{equation*}
$$

where $C$ is the capture rate of the cluster, $S(\phi)$ is its surface, and $v=$ $V_{\text {sph }} /\left(0.285 V_{\text {cell }}\right)$ is the normalized volume of a newly caged particle. The value and the origin of the capture rates that we observed in our different systems are developed in the next section.

The behaviors highlighted above are not without reminding the condensation mechanism of a molecular gas in which the nucleation of the molecules appears when the pressure of the environment exceeds the saturation vapor pressure.


Figure 4.4: Lines 1 and 2: Bottom and front snapshots of the simulations performed in the case of the fifth cell (see Tab 4.1) for increasing total packing fractions. The gaseous particles (i.e. the one which present a local packing fraction less than 0.285 ) have been hidden. Lines 3 and 4: Bottom and front views of the occupancy of the cell for increasing total packing fractions. The opacity is high if the regions of the container are frequently occupied by clustered particles. The occupancy allows to see the spatial mean structure of the clusters.

### 4.4 Complementary measures

### 4.4.1 Capture rates

As explained in the article, it is the fact that the granular gas has to keep its packing fraction constant $\left(\Phi_{\mathrm{g}}=\phi_{c}\right)$ that drives the cluster's growth. The value of this constant $\phi_{c}$, given in Tab. 4.1, varies with the geometry of the system. Let us suppose that the total packing fraction of the system has reached this critical value and that a number $d n$ of particles is added in the container. As a consequence, the grains will separate into two phases. A gaseous phase of packing fraction $\phi_{c}$ and a clustered phase with $\Phi_{\mathrm{Cl}}>\phi_{c}$. As long as the cluster has a roughly constant packing fraction, the increase of volume of the clustered phase can be linked to the number of added grains by

$$
\begin{equation*}
d V_{\mathrm{Cl}}=a \frac{V_{\mathrm{sph}}}{0.285} d n \tag{4.5}
\end{equation*}
$$

The constant $a$ indicates the fact that the gas phase loses particles while the cluster grows in order to maintain $\phi_{c}$ constant. As a consequence, the number of grains which will gather in the cluster is higher than only $d n$ and $a$ should be larger than 1 , as far as the cluster has a constant packing fraction. Normalizing the last equation by $V_{\text {cell }}$ and defining $d \phi=d n V_{\mathrm{sph}} / V_{\text {cell }}$, the increase of the volume fraction of the cluster can be expressed by

$$
\begin{equation*}
d x=\frac{a}{0.285} d \phi \tag{4.6}
\end{equation*}
$$

As mentioned before, this last equation is valid as soon as the cluster has reached a roughly constant packing fraction, that is, in the linear part of Fig. 4.3 (for $\phi>\sim$ 0.1). Finally, assuming that the coefficient $a$ is proportional to the cluster surface and that the cluster had a constant capture rate $C$ [by postulating $a(\phi)=C S(\phi)$ ], we find Eq. (4.4).

### 4.4.2 Tri excitation

In this section, we focus on a system with an identical geometry as the cell 5 (see Tab. 4.1). The main difference here is that all the facing walls are oscillating in phase opposition with the same frequency $f=20 \mathrm{~Hz}$ and the same amplitude $A=1$ mm . We followed the volume fraction of the cluster $x$, as well as its density $\Phi_{\mathrm{Cl}}$ as a function of the total packing fraction in the system. We also studied the morphology of the cluster in this tri-excited system, exactly as what was done for all the other systems. As expected, the cluster arises in the coldest region of the cell, which is located at the geometric center of the container, as far as possible of the 6 pistons. The form taken by the clustered phase is elliptical and the growth of the cluster is linear with the packing fraction of the system, as shown in Fig. 4.5 and 4.6.


Figure 4.5: Bottom (line 1) and front (line 2) views of snapshots of the simulation for the tri-excited system, for which all plates of the container are beating in phase opposition, where only the clustered particles are drawn. Lines 3 and 4: Bottom and front view of the occupancy of the container for increasing total packing fraction. In this tri-excited system, the structure of the cluster is elliptical and its birth is done at the center of the container, as far as possible of the hot pistons.


Figure 4.6: Volume fraction of the cluster in the case of the VIP-Gran cell where each plate is oscillating with the same frequency and the same amplitude (see Fig. 4.5 for examples of observed clusters). The cluster growth is in this case entirely linear, reporting the fact that no structural transition takes place. The cluster is indeed always elliptical when the external excitation is given in the three directions $x, y$ and $z$.

### 4.5 Summary

This numerical study led to a better understanding of the condensation and growing mechanisms of granular material submitted to an external agitation. Simulations were based on a SSDEM model that does not take the attractive gravitational force that acts between the grains into account. Despite the fact that we have not been able to give a value of the granular surface tension, in the spirit of Luu's experiment, a nice analogy with fluid dynamics was highlighted. Indeed, we have shown that a dynamical cluster is able to cage particles on its own surface by forcing the gaseous particles to condensate.
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#### Abstract

We investigate numerically and theoretically the internal structures of a driven granular gas in cuboidal cell geometries. Clustering is reported and particles are classified as gaseous or clustered via a local packing fraction criterion based on a Voronoi tessellation. We observe that small clusters arise in the corners of the box, elucidating early reports of partial clustering. These aggregates have a condensation-like surface growth. When a critical size is reached, a structural transition occurs and all clusters merge together, leaving a hole in the center of the cell. This hole then becomes the new center of particle capture. Taking into account all structural modifications and defining a saturation packing fraction, we propose an empirical model for the cluster growth.
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## I. INTRODUCTION

The behavior of granular matter, composed of noncohesive particles, depends on a wide variety of parameters. The balance between the energy injected into the system and the energy lost through the collisions between the grains is certainly the most important parameter controlling the state of the system. According to this energy balance, granular solids, liquids, or gases can be observed [1,2]. For granular gases submitted to a gravitational field, the loss of energy during collisions (inherent to granular matter) can lead to inhomogeneities called clusters in the system $[3,4]$. Taking advantage of these clusters, Maxwell's demon [5], granular clocks [6-8], and granular fountains [9-11] can be encountered in compartmentalized containers and explained via the particle fluxes between the compartments. Segregation [12] and Brownian motors [13] have also been observed.

Under microgravity conditions, clustering can emerge as well [14]. In these conditions, clusters appear during the cooling of a granular gas, and the kinetic energy of the system decreases according to Haff's law [15,16]. However, if the system is continuously driven, a single cluster, permanently excited by impacting energetic particles, appears. At a stationary state, the system keeps a constant nonzero kinetic energy and the clustering is then said to be "dynamical." This dynamical clustering has been observed in experiments [14] and in simulations [17,18] during the past two decades. Moreover, simulations have predicted collective behavior of granular gas (such as Maxwell's demon [19], segregation [20], and granular transport [21,22]) in microgravity. Finally, segregation has been observed recently during parabolic flight campaigns [23].

Despite the large amount of scientific interest, numerous open questions persist concerning the dynamics of clusters. For instance, the possibility of convection in a low-gravity environment that is submitted to external agitation is still a matter of debate. To tackle the fundamental questions relevant to granular material in space, the European Space Agency (ESA) started the SpaceGrains project [24]. The project consists in the study of granular gases within the VIP-

[^3]Gran (vibration-induced phenomena in granular materials) instrument.

In previous work [18], based on the balance between the cooling time of a granular system and the time of energy transmission, the transition from a gaseous state to a dynamical cluster was rationalized. Parameters such as the dimensions of the container, the radius of the grains, and the packing fraction of the system play a key role [18]. Moreover, thanks to simulations, a minimal packing fraction leading to the apparition of a cluster could be estimated. Works based on a hydrostatic description of granular materials suggest another model for the gas-cluster transition [25,26]. Although this transition is currently well-understood and rationalized, the cluster as an entity on its own deserves deeper investigations. In this paper, we study numerically the internal structures of dynamical clusters within the framework of the VIP-Gran instrument (described in Sec. II). We focus on their morphology and highlight a complex surface growth mechanism analogous to condensing fluids.

## II. SETUP

## A. SpaceGrains project: The VIP-Gran cell

Inspired by the SpaceGrains project, we designed several cells of different geometries. All cells have a length denoted by $L$ and a square section of side length denoted by $l$. The injection of energy is made through two oscillating plates (colored in Fig. 1) which have an amplitude denoted by $A=1 \mathrm{~mm}$ and a frequency $f$. The phase shift between the plates is fixed to $\varphi=\pi$. The positions of the pistons at time $t$ are given by

$$
\begin{align*}
& z_{1}(t)=\frac{L}{2}+A \sin (2 \pi f t+\varphi) \\
& z_{2}(t)=-\frac{L}{2}+A \sin (2 \pi f t) \tag{1}
\end{align*}
$$

Table I summarizes the parameters of the studied containers for seven different series of simulations. A sketch of the cell is given in Fig. 1. The VIP-Gran instrument is equipped with a "bead feeder" that allows us to increase the number of particles in the cell. The bead feeder consists of eight reservoirs that are filled with a chosen number of grains. These grains can be released sequentially into the cell. All cells are filled with different amounts of bronze spheres that have a


FIG. 1. Sketch of the simulated cell in the case of the VIPGran (short for vibration-induced phenomena in granular materials) experiment used in the simulations. The length and the width of the cell are denoted by $L$ and $l$, respectively. The length is measured for an average position of the plates. The parameters of the oscillation of both pistons are an amplitude $A=1 \mathrm{~mm}$ and a frequency $f$. The clustered grains are colored in blue, while the gaseous particles are in orange. The total number of particles in the cell is $N=7000$.
radius $R=0.5 \mathrm{~mm}$ and a density $\rho=9500 \mathrm{~kg} / \mathrm{m}^{3}$. To take into account the mechanical properties of bronze, a friction coefficient $\mu=0.7$ and a coefficient of restitution $e=0.9$ are chosen. Performing numerical simulations grants us a large amount of freedom concerning the choice of the parameters. Our strategy for tuning the parameters was the following: (i) We varied the packing fraction (by tuning the number of particles $N$ ) for each given cell in order to examine the morphology and the growth of the cluster in each geometry. (ii) The boundary effects of the side walls have been tested keeping $L$ constant and varying $l$ (lines 1 and 3 in Table I). (iii) The distance between the oscillating plates has been varied

TABLE I. Parameters of the seven sets of simulations, called boxes in the main text. Figures 2, 3, and 4 are issued from the third line in bold. The fifth line corresponds to the VIP-Gran prototype. In all cases, the amplitude of the plate oscillation as well as the phase shift between these latter are fixed to $A=1 \mathrm{~mm}$ and $\varphi=\pi$, respectively. The $\phi_{c}$ value is the critical packing fraction above which a cluster can form in the system. This value can be predicted by the model developed in [18]. Symbols and colors used in the figures are given.

| No. |  | $L(\mathrm{~mm})$ | $l(\mathrm{~mm})$ | $f(\mathrm{~Hz})$ | $N$ | $\phi_{\mathrm{c}}(\%)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 1 | $\square$ | 40 | 15 | 20 | $[500 ; 6500]$ | $6.08 \pm 0.09$ |
| 2 | $\square$ | 40 | 15 | 40 | $[600 ; 5000]$ | $6.08 \pm 0.09$ |
| $\mathbf{3}$ | $\boldsymbol{\nabla}$ | $\mathbf{4 0}$ | $\mathbf{2 5}$ | $\mathbf{2 0}$ | $[\mathbf{3 0 0 0} ; \mathbf{1 5 0 0 0}]$ | $\mathbf{6 . 2 4} \pm \mathbf{0 . 1 3}$ |
| 4 | $\circ$ | 50 | 15 | 20 | $[1000 ; 6000]$ | $5.44 \pm 0.21$ |
| 5 | $\Delta$ | 60 | 30 | 20 | $[1000 ; 30000]$ | $4.65 \pm 0.09$ |
| 6 | $\diamond$ | 90 | 15 | 20 | $[1000 ; 10000]$ | $3.57 \pm 0.06$ |
| 7 | $\diamond$ | 150 | 15 | 20 | $[1000 ; 19000]$ | $3.10 \pm 0.19$ |

by keeping constant all other parameters in order to see if the maximal mean packing fraction reached by the cluster depends on the length of the cell $L$ (lines 1, 4, 6, and 7 in Table I). (iv) We have verified that the frequency of the oscillating plates is a simple rescaling in time that does not affect the clustering mechanism. This work corresponds to lines 1 and 2 in Table I. The run corresponding to line 5 in Table I was performed in order to be implemented experimentally using the VIPGran instrument.

## B. Numerical approach

Based on the parameters defined above, we are able to predict the dynamics of the system via soft spheres discrete element method (SSDEM) simulations [18,19,27,28]. The SSDEM model computes normal and tangential forces based on the relative positions and velocities of the grains. Normal forces are given by a linear spring-dashpot model that takes into account the energy dissipation between the grains. Tangential forces are proportional to the relative velocities of the particles and bound via Coulomb's criterion. Integrating these forces, both positions and velocities of the particles can be computed. A complete description of the SSDEM algorithm is given in [29].

## III. RESULTS

We investigated the internal structures and the packing properties of dynamical clusters as a function of the total packing fraction of the material. The latter is defined by $\phi=N V_{\text {sph }} / V_{\text {cell }}$, where $N$ is the total number of particles, $V_{\text {sph }}$ is the volume of a grain, and $V_{\text {cell }}=L l^{2}$ is the mean volume of the cell.

To determine if a grain is in the cluster or in the gas phase, we realized Voronoi tessellations. The latter consist in partitioning space into $N$ polyhedral cells, each centered on a grain called a "seed." A cell corresponds to a region in which all points are closer to the seed than to any other grain [30,31]. One obtains a local packing fraction $\phi_{\text {loc }}$ by dividing the volume of a particle by the volume of its Voronoi cell.

The probability density function (PDF) of the local packing fractions for different fillings of the box 3 (see Table I) are plotted in Fig. 2. For each filling, these PDFs are averaged over time once a stationary state is reached. For a low packing fraction of the system, i.e., for $\phi=0.063$, a single and broad peak is observed about $\phi_{\text {loc }} \sim 0.05$, suggesting a collective gaseous behavior of the grains. For an increasing number of particles, this peak becomes less intense and a second peak appears at high $\phi_{\text {loc }}$ values. The first maximum tends to disappear at high total packing fraction, i.e., for $\phi>0.189$. We observed, in these cases, an almost uniform distribution for the local packing fraction until $\phi_{\text {loc }} \sim 0.45$, after which the maximum grows in intensity. The apparition of this second peak at high $\phi_{\text {loc }}$ is a clear signature of clustering. It should be noted that $\phi_{\text {loc }}$ remains below 0.7 for all fillings, meaning that only disordered structures exist in the cell. No crystal is observed. These general observations have been made for all the simulations that we performed.

If the properties of cluster and gas phases have to be studied separately, it is essential that the grains belonging to either of


FIG. 2. Probability density function (PDF) of the local packing fraction $\phi_{\text {loc }}$ of the grains in the case of cell number 3 (see Table I). Different colors correspond to different numbers of particles in the container, and therefore they correspond to different packing fraction $\phi$ values as noted in the legend at the right. The vertical dashed line $\phi_{\text {loc }}=0.285$ corresponds to the minimal local packing fraction of a caged grain used as a criterion to distinguish gas particles from cluster ones.
them can de distinguished. For this, we rely on a proximity criterion proposed in previous work [18]. A particle with a local packing fraction $\phi_{\text {loc }}$ higher than 0.285 has no possibility to escape the cage formed by its neighbors and is thus considered as clustered. Thanks to this geometrical sorting, we defined the number of grains that form the cluster as $N_{\mathrm{cl}}$ and the number of particles in the gas phase as $N_{\mathrm{g}}$. In addition, we defined the volume of the cluster $V_{\mathrm{cl}}\left(V_{\mathrm{g}}\right)$ as the total volume of the

Voronoi cells, which are related to the clustered (gaseous) grains. Finally, the sorting of the particles allows us to observe the cluster without the surrounding gas. Snapshots of these clusters are shown in Fig. 3 (lines 1 and 2) as a function of $\phi$ in the case of the third set of Table I. As shown in this figure, the clusters encountered in our simulations do not have the same structure for all $\phi$. At low densities, four tiny aggregates are observed in the corners of the cell. For an increasing number of particles, the clusters grow and merge together, leaving a hole in the center of the container. The cluster is said to be "partial" as long as it does not spread over the entire horizontal plane. Similar partial clustering was already observed in [14] and numerically reproduced in [18]. For high (enough) $\phi$, the hole is finally filled and the cluster is said to be "total." To explain these structural differences, we defined and studied the volume fraction of the cluster $x$ and the related volume fraction of the gas $1-x$. This quantity is simply given by

$$
\begin{equation*}
x=\frac{V_{\mathrm{cl}}}{V_{\text {cell }}} . \tag{2}
\end{equation*}
$$

Note that we have averaged these volume fractions over time, during the stationary state, for each $\phi$. The volume fraction of the cluster $x$ in the case of the third box (see Table I) is plotted as a function of $\phi$ in Fig. 4. The small fluctuations of $x$ over time are limited, and the error bars have the size of the symbols. The evolution of $x(\phi)$ for low densities is not the same as it is for higher ones. Indeed, for $\phi<0.15$ the growth of the cluster is accelerating, while for $\phi>0.15$ the volume of the cluster seems to be a linear function of $\phi$.

Knowing the number of particles of each species, we can define the mean packing fractions of the cluster and the gas,


FIG. 3. Rows 1 and 2: top and front views of the center of cell number 3 for an increasing packing fraction $\phi$. Only grains belonging to the cluster are shown, i.e., only grains with $\phi_{\text {loc }}>0.285$. Rows 3 and 4: top and front views of the occupancy (defined in Sec. IV B) of the same cell and structure of the interface gas-cluster for an increasing packing fraction. The color scale is the same as the one in Fig. 2. At low packing fraction values, the cluster appears in the corners of the box, and then it grows to form a single dense structure.


FIG. 4. Volume fraction of the cluster as a function of the total packing fraction of the cell 3. Before the apparition of the cluster, its volume is equal to zero. The curve is provided by Eq. (5) and is adjusted via the capture rate used in the modeling of the cluster's growth.
although averaged over time during the stationary state. These quantities are denoted by $\Phi_{\mathrm{cl}}$ and $\Phi_{\mathrm{g}}$, respectively, and they are defined by

$$
\begin{gather*}
\Phi_{\mathrm{cl}}=\frac{N_{\mathrm{cl}} V_{\mathrm{sph}}}{V_{\mathrm{cl}}},  \tag{3}\\
\Phi_{\mathrm{g}}=\frac{N_{\mathrm{g}} V_{\mathrm{sph}}}{V_{\mathrm{g}}} .
\end{gather*}
$$

These averaged mean packing fractions are plotted in Fig. 5 as a function of the total packing fraction of the cells. As shown in the bottom of this figure, at low $\phi$, the mean packing fraction of the gas $\Phi_{\mathrm{g}}$ is equal to that of the system $\phi$. Indeed, the grains exhibit a gaslike behavior with a mean free path of the order of $L$. There is no clustering. Above a critical value, denoted by $\phi_{\mathrm{c}}$, where the packing fraction of the gas reaches a maximum, $\Phi_{\mathrm{g}}$ becomes less dependent on $\phi$ (bottom of Fig. 5). Above $\phi_{c}$, the variation of $\Phi_{\mathrm{g}}$ is of the order of $2 \%$ in comparison with that of the total packing fraction of the system. This result is remarkable and provides insight into the formation and the evolution of the cluster: the granular gas keeps its packing fraction nearly constant, which forces the additional grains to gather and form the cluster. An analogy with classical thermodynamics can be made here: the granular gas behaves like a real gas that has reached a saturation vapor pressure. Clerc et al. highlighted similar results in previous work [32]. Using a van der Waals model in a two-dimensional (2D) granular system, they found a critical density above which a liquid-solid-like transition occurs. Past this critical value, the pressure in the entire system was found to be constant. In the present work, where the van der Waals equation cannot be applied, this is only the packing fraction (linked to the granular pressure) of the gas phase that has been found constant. The error bars in Fig. 5 are small, except for the seventh cell, which has the highest length. The time required for a grain leaving the cluster to reach an oscillating plate is much larger in this geometry. The fluctuations of the mean packing fraction of the gas and the cluster are as a consequence much larger, too.


FIG. 5. Mean packing fraction in the gas phase ( $\Phi_{\mathrm{g}}$ ) and the dynamical cluster $\left(\Phi_{\mathrm{cl}}\right)$ as a function of the total packing fraction $\phi$ in each studied cell. The dashed line corresponds to $\Phi_{\mathrm{g}}=\phi$. Symbols are chosen according to the conditions listed in Table I.

We observed a compaction of the cluster when the number of particles in the system is increased (see the top of Fig. 5). Indeed, for a given cell (i.e., for a given line in Table I), the mean packing fraction of the cluster increases with $\phi$. Past the transitional regime of partial clustering, $\Phi_{\mathrm{cl}}$ seems to saturate and to reach an asymptotic value, denoted $\Phi_{\mathrm{cl}, \mathrm{max}}$. This maximal value is always lower than 0.7 , meaning that the cluster is never in a crystalline phase. Depending on the geometry of the cells, some differences in $\Phi_{\mathrm{cl}}$ are observed. Varying only the horizontal dimension $l$ of the system (lines 1 and 3 in Table I), we observed that $\Phi_{\mathrm{cl}}$ increases with $l$ for fixed $\phi<0.12$, meaning that partial clusters are denser in broad cells. The black triangles are systematically above the black squares in this region of Fig. 5. When $\phi$ is higher than 0.12 , the mean packing fraction reached by the total cluster $\Phi_{\mathrm{cl}}$ seems to be the same for the two cells, and $\Phi_{\mathrm{cl}, \text { max }}$ is independent of $l$. On the contrary, by keeping a fixed $l=15 \mathrm{~mm}$ and varying only the vertical dimension of the cell $L$ (cells 1, 2, 4, 6, and 7 in Table I), one observes that the formation of the total cluster is faster in the longer cell since the saturating regime is reached earlier (compare, for example, the green diamonds with the yellow circles in Fig. 5). In addition, for $\phi>0.12$, $\Phi_{\mathrm{cl}, \text { max }}$ seems to be linked to $L$. Indeed, it appears that the maximal value of $\Phi_{\mathrm{cl}}$ (tending toward $\Phi_{\mathrm{cl}, \max }$ ) increases with decreasing $L$. Finally, varying the frequency of the oscillating walls induces no difference in the measurements (see the black and purple squares in Fig. 5). This parameter impacts only the time needed to create the cluster since the loss of energy during the collisions between the grains is proportional to the relative velocity of the impacting particles.

## IV. DISCUSSION

To understand the phenomena that we observe in our simulations, we propose a model for (i) the packing fraction of the gas, and (ii) the volume fraction of the cluster as a function of the packing fraction of the system. The packing fraction of the cluster (iii) can be deduced from the two quantities (i) and (ii), as explained in the next subsections.

## A. Packing fraction of the gas

The first step of our model is to find the packing fraction of the granular gas. Thanks to our observations, we assumed a constant saturating vapor packing fraction of the gas after the cluster is formed. To support this assumption, we look back to a previous work [18] concerning the gas-cluster transition in similar cell geometries. In their paper, Opsomer et al. showed the existence of a critical value $\phi_{c}$ above which a cluster can form in the system. This critical value is directly linked to the dimensions of the system and the size of the grains. In our study, the packing fraction of the gas and that of the system are identical before the apparition of the cluster. Let us consider that the packing fraction of the gas $\Phi_{\mathrm{g}}$ cannot be higher than the critical packing fraction. If $\Phi_{\mathrm{g}}>\phi_{\mathrm{c}}$, a part of the gaseous particles would aggregate and as a consequence decrease $\Phi_{\mathrm{g}}$. On the contrary, if we suppose that $\Phi_{\mathrm{g}}<\phi_{\mathrm{c}}$, the cluster would evaporate until equilibrium is reached again and $\Phi_{\mathrm{g}}=\phi_{\mathrm{c}}$. As a consequence, the packing fraction of the gas has to be equal to the critical value $\phi_{\mathrm{c}}$, even if the latter surrounds a cluster.

Considering that the particles have a classical behavior (i.e., that they adopt quasistraight trajectories) before the transition and that the mean packing fraction of the gas is constant after that, one has

$$
\Phi_{\mathrm{g}}=\left\{\begin{array}{lll}
\phi & \text { if } & \phi<\phi_{\mathrm{c}}  \tag{4}\\
\phi_{\mathrm{c}} & \text { if } & \phi \geqslant \phi_{\mathrm{c}}
\end{array}\right.
$$

The system is also considered in the gaseous phase as long as the mean packing fraction of the gas is equal to that of the system. The measured values of the critical packing fractions are given in Table I.

## B. Volume and growth of the cluster

Our next step is to find a model describing the growth of the cluster as a function of $\phi$. In recent works [33] concerning clustering of noncohesive particles in a 2D system, the aggregates were compared to a solid droplet in equilibrium with a surrounding liquid. Moreover, the authors were able to define a granular surface tension despite the absence of attractive forces between the particles. In analogy, we consider that our dynamical cluster is able to exchange particles with the surrounding gas at the interface between the gas and the cluster, like a liquid vapor that is condensing on a cold surface.

We consider that the system has a total packing fraction $\phi$ and has reached an equilibrium state where the packing fraction of the gas has the constant critical value $\phi_{c}$. Given these hypotheses, if some particles are added in the system, they will automatically gather in the cluster. The volume fraction variation of the cluster can be expressed by

$$
\begin{equation*}
d x=C S(\phi) v d \phi \tag{5}
\end{equation*}
$$

where $C$ is the capture rate of the cluster expressed in the number of particles per unit of surface, $S(\phi)$ is the surface of the gas-cluster interface, and $v=V_{\text {sph }} /\left(0.285 V_{\text {cell }}\right)$ is the volume fraction of a newly caged particle. Note that $C$ is $a$ priori unknown.

The last (but not least) task is to define analytically the morphology of the cluster in order to have access to its surface. To find the shape of the cluster, we analyzed the regions of the containers that occupied the clusters during the entire simulations. We divided the cells into little cubes of size $R^{3}$ and defined their occupancy as follows: for each data record, if a cube contains the center of a clustered grain, its occupancy is incremented (starting from 0 ). At the end of the simulation, the occupancy of each cube is divided by the total number of records to obtain a value between 0 and 1 . A region of the cell that has not contained any clustered particle has an occupancy equal to zero. Plotting the occupancy of the cell instead of the clustered grains permit us to smooth the structure of the cluster in addition to eliminating the gaseous grains. These plots are shown in the bottom of Fig. 3 (lines 3 and 4 ), where the opacity of each box was chosen as a function of the value of its occupancy. This first analysis provides a good idea of the shape adopted by a cluster. Actually, the best empirical structure we found to model the form of the cluster is a truncated elliptical torus, centered in the middle of the cell. This region is completely defined by the value of its radius, its semimajor axis, and its semiminor axis, denoted, respectively, by $R_{T}, a$, and $b$. The semiminor axis is always in the vertical direction, and the numerical analysis of the structure of the cluster allows us to assume a constant value. Indeed, we observed that the mean thickness of the cluster, measured at the vertical walls, remains roughly constant as long as the cluster is partial. The parameters $R_{T}$ and $a$ are related to the curvature of the gas-cluster interface. For convenience and in order to lighten the model, we decided to consider $R_{T}$ as a constant and $a$ as the variable that controls the morphology of the cluster.

The parameters $a, b$, and $R_{T}$ allow us to compute the surface and the volume of the modeled cluster. Since the clustering takes place systematically and simultaneously in the four corners of the box, we assume that the volume fraction of the cluster at nucleation (when $\phi=\phi_{c}$ ) is equal to $4 v$. Based on this volume, we are able to calculate the surface of the correspondent torus and thus the increase of the volume by using Eq. (5). By iterating on the volume and the surface of the cluster, the evolution of $x(\phi)$ can be deduced and adjusted on our measured volume fraction of the cluster via the capture rate $C$ (in the case of the third cell of Table I). The result of this fit, plotted in Fig. 4, agrees remarkably well with our simulations. Finally, the geometrical shapes given by our iterative model are compared to the measures of the occupancies of the third cell for different packing fractions in the bottom (lines 3 and 4) of Fig. 3.

## C. Packing fraction of the cluster

The mean packing fraction of the cluster can be linked to that of the gas and to the volume of the cluster by following equations expressing the conservation of mass and volume.

One has

$$
\begin{align*}
N_{\mathrm{g}}+N_{\mathrm{cl}} & =N_{\mathrm{tot}},  \tag{6}\\
V_{\mathrm{g}}+V_{\mathrm{cl}} & =V_{\mathrm{tot}} .
\end{align*}
$$

Using the definition of $\Phi_{\mathrm{cl}}$ and $\Phi_{\mathrm{g}}$ given by Eq. (3), we can express the mean packing fraction of the cluster as a function of the total packing fraction of the system $\phi$ :

$$
\begin{equation*}
\Phi_{\mathrm{cl}}(\phi)=\frac{1}{x(\phi)}\left(\phi-\phi_{\mathrm{c}}\right)+\phi_{\mathrm{c}} \tag{7}
\end{equation*}
$$

Note that $\phi$ has to be higher than $\phi_{c}$ in order to observe a cluster in the system.

The asymptotic value of $\Phi_{\mathrm{cl}}$ as a function of the total packing fraction of the system is also found. According to Eq. (5) and assuming $x\left(\Phi_{\mathrm{cl}, \max }\right)=1$, we find the mean packing fraction of the cluster for a fully filled cell. We observe that the width of the boxes has no influence on the packing fraction of the cluster, while the distance $L$ between the pistons has a notable impact. Assuming that $\Phi_{\mathrm{cl}, \mathrm{max}}$ is linear with $1 / L$, we found the mean packing fraction of a granular material that would be free in terms of volume (i.e., in an infinite system) even though it was externally excited. This result provides an original value of the random loose packing of granular clustered media in a low-gravity environment, $\Phi_{\text {RLP }}=0.55 \pm 0.02$. This value agrees with previous results from other authors [34-36], although the process is very different in our study. Moreover, the result is universal since
the width of the system impacts only the structure of partial clusters.

## V. CONCLUSION AND PERSPECTIVES

In this work, we investigated numerically the structures of dynamical clusters in several cuboidal geometries. Using a geometrical criterion that enables us to sort the particles of the system as gaseous or clustered, we were able to identify how the cluster captures surrounding gaseous grains. Based on previous work [18], we defined a saturating vapor packing fraction and obtained an empirical model for the cluster's growth. This model suggests that the granular gas behaves like a molecular gas in terms of nucleation and condensation on cold regions of the system.

In future works, we will study the possible dissolution of the cluster when the energy injection is increased. Moreover, we will focus on potential hysteretic effects when a granular system is alternatively frozen (cluster formation) and then melted (cluster dissolution). We will also investigate the similarities between a granular medium and hydrodynamical systems in order to determine the shape of the gas-cluster interface. Finally, we will try to adopt the works of Mujica [33] to our system and define an effective granular surface tension for 3D systems.
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# Dynamics of the cluster 

### 5.1 Introduction

Now that the birth and the growth of the cluster have been discussed [61], our final goal is to identify and rationalize the dynamics of the cluster. We show in this chapter that a cluster can be considered as an independent entity which can be of two different forms. The cluster can consist of either all the particles (a "bouncing aggregate"), or a part of them surrounded by a granular gas (a "granular oscillator"). In fact, in one case or the other, the cluster presents different dynamics consisting in both cases of a collective motion of the grains. Three points will be discussed here. In Sec. 5.1, we theoretically describe the emergence of the bouncing aggregate, mentioned in Sec. 5.1, that have been observed during the PFC 64. Then, in Sec. 5.3, we numerically study the dynamics of a big cluster which is submitted to an asymmetrical excitation. Finally, in Sec. 5.4, we numerically and experimentally discuss the dynamics of a cluster formed by two different kinds of particles and show that these two different species can segregate in microgravity.

### 5.2 Bouncing aggregate

During PFC 64, which was conducted in 2016, we observed a dynamical regime that was unexpected in the VIP-Gran geometry. In this regime, the grains were all gathered in a single dense cluster which periodically bounced from one plate to another. In addition, the period of oscillation of the cluster was twice that of the pistons. Moreover, the phenomenon seemed very stable over time (we recorded about 150 round trip). This state has been named "bouncing aggregate" with reference to the collective motion of all the particles in the cell. Fig. 5.1 shows pictures of the bouncing aggregate during one period of oscillation.

### 5.2.1 Emergence of the bouncing aggregate

The bouncing aggregate had previously been observed in microgravity in granular systems similar to VIP-Gran [62-64]. However, in their experiments, Sack et al. [63] designed a solid cell of length $L$ that is vibrated entirely from left to right with an amplitude $A$ and a frequency $f$. This corresponds to an in phase motion of the walls. In this configuration, they were able to deduce a mathematical condition, linking the excitation parameters with the dimensions of the system and allowing


Figure 5.1: Four consecutive images showing a bouncing aggregate oscillating from one piston to another. The motion of the pistons (resp. the cluster) is depicted by the orange (resp. red) arrows. The period of oscillation of the cluster is twice that of the pistons.
to predict the granular regime of collective motion. This condition is given by

$$
\begin{equation*}
\frac{L-e}{\pi}<A_{0} \tag{5.1}
\end{equation*}
$$

$e$ being the cluster thickness and $A_{0}$ the minimum amplitude necessary for the emergence of their "collect-and-collide" regime. The main difference between both regimes observed in the experiment of Sack etal. [63] and in ours lies in the fact that the pistons oscillate in phase in the first case and in phase opposition in the second. Nevertheless, the condition developed in [63] can be adapted to our system. In order to express the motion of the pistons and the bouncing aggregate along the excitation axis (denoted $y$ ), we define the position of the pistons $y_{1}$ and $y_{2}$ and the position of the aggregate $y_{b}$ as

$$
\begin{align*}
& y_{1}(t)=A \sin (\omega t) \\
& y_{2}(t)=L+A \sin (\omega t+\pi)=L-A \sin (\omega t)  \tag{5.2}\\
& y_{b}(t)=v_{y, b} t
\end{align*}
$$

In these equations, $L$ is the length of the cell, $A$ is the amplitude of oscillation of the pistons, $\omega=2 \pi f$ is the pulsation of the pistons and $v_{y, b}$ is the velocity of the bouncing aggregate (see Fig. 5.2). Let us consider that the bouncing aggregate is a solid bulk that has an effective coefficient of restitution equal to 0 and is stuck to the first piston at the beginning of its motion. Since the system is in microgravity, the velocity of the aggregate is $A \omega$ when it leaves the piston. The position of the cluster (measured from its left side) is then $y_{b}=0$. We assume now that the collision with the second piston occurs at an instant $t_{c}$. The right side of the cluster then coincides with the position of the second piston and one finds

$$
\begin{align*}
y_{b}\left(t_{c}\right) & =y_{2}\left(t_{c}\right)-e  \tag{5.3}\\
\Leftrightarrow A \omega t_{c} & =L-A \sin \left(\omega t_{c}\right)-e
\end{align*}
$$



Figure 5.2: Sketch of an observation of the bouncing aggregate. The position of the pistons is denoted $y_{1}(t)$ and $y_{2}(t)$. The position of the aggregate is measured from its left side and is denoted $y_{b}(t)$. The bouncing aggregate can be seen as a solid of thickness $e$ that inelastically bounces from one piston to the other.
where $e$ is the thickness of the cluster. Defining the phase of the bouncing aggregate as $\varphi=\omega t_{c}$, one finds

$$
\begin{equation*}
P(\varphi):=\varphi-\frac{L-e}{A}+\sin (\varphi)=0 \tag{5.4}
\end{equation*}
$$

This last equation cannot be resolved analytically. However, the bouncing state can be stable only if the direction of the acceleration of the second piston is opposed to the velocity of the bulk at the time of the collision [62,63]. Mathematically, this condition results in

$$
\begin{equation*}
\frac{d^{2} y_{2}(t)}{d t^{2}}=A \omega^{2} \sin (\varphi)<0 \tag{5.5}
\end{equation*}
$$

which is satisfied for

$$
\begin{equation*}
\pi+2 k \pi<\varphi<2 \pi+2 k \pi \tag{5.6}
\end{equation*}
$$

with $k \in \mathbb{N}$. Since the function $P(\varphi)$ is monotonously increasing $(d P / d \varphi \geq 0 \forall \varphi)$, the interval where the bouncing can emerge is given by

$$
\begin{equation*}
P(\pi+2 k \pi)<P(\varphi)<P(2 \pi+2 k \pi) \tag{5.7}
\end{equation*}
$$

The condition that links together $L, e$ and $A$ can be derived from these last inequations. Considering that $L$ and $e$ are fixed, the minimal and maximal amplitudes in between the bouncing aggregate is observable are given by

$$
\begin{align*}
& P(\pi+2 k \pi)=\pi(2 k+1)-\frac{L-e}{A_{\max }}=0  \tag{5.8}\\
& P(2 \pi+2 k \pi)=2 \pi(k+1)-\frac{L-e}{A_{\min }}=0 .
\end{align*}
$$

The conditions on the amplitude are finally given by

$$
\begin{equation*}
\frac{L-e}{2 \pi(k+1)}<A<\frac{L-e}{\pi(2 k+1)} \tag{5.9}
\end{equation*}
$$

From eq. (5.9), we see that a large number of intervals are allowed for the value of $A$, depending on the subharmonic $k$. In fact, the only observable harmonic is the first one (i.e. $k=0$ ), as demonstrated in [64]. The bouncing aggregate is actually not an inelastic solid and, the longer it will fly between both pistons, the more it will deform and expand in the system to finally completely disaggregate. Finally, the conditions that have to be fulfilled in order to observe a bouncing aggregate in the VIP-Gran cell are given by

$$
\begin{equation*}
\frac{L-e}{2 \pi}<A<\frac{L-e}{\pi} \tag{5.10}
\end{equation*}
$$

Concerning the only observation of the bouncing aggregate we made during the PFC 64 (see Fig. 3.6), the parameters were $L=12.5 \mathrm{~mm}, A=2.0 \mathrm{~mm}$ and $N=1611$ (see Tab. 3.1). The thickness of the cluster can be estimated by hypothesizing that the aggregate has the packing fraction of a Random Loose Packing $\phi_{R L P}=0.55$. One has

$$
\begin{equation*}
e=\frac{\frac{4}{3} \pi R^{3} N l^{2}}{\phi_{R L P}} \approx 1.7 \mathrm{~mm} \tag{5.11}
\end{equation*}
$$

where $R$ and $l$ are the radius of the particles and the width of the VIP-Gran cell. Eq. (5.10) becomes

$$
\begin{equation*}
\frac{12.5-1.7}{2 \pi}=1.72 \mathrm{~mm}<2.0 \mathrm{~mm}<\frac{12.5-1.7}{\pi}=3.44 \mathrm{~mm} \tag{5.12}
\end{equation*}
$$

which is obviously verified.

### 5.3 Granular oscillator

If the transition between the gas and the cluster is gradual, we can still differentiate these two phases. As explained in our article entitled "Cluster growth in driven granular gases", we observed a clear transition in the measurement of local particle density when the statistical threshold from the KS test is crossed. In addition, we have observed that the transition from a granular gas to a clustered state is continuous (see Sec. 3). Nevertheless, we know, from simulations, that a cluster state in the system has its own dynamics that are totally different from the gas regime. Indeed, we will show in this section that a dynamical cluster can oscillate in the box (the particles in clusters adopt a collective motion), with a frequency whose value depends on the number of particles enclosed in the cluster [65].

### 5.3.1 Numerical setup

The numerical setup has been designed to comply with the geometry of the VIPGran experiment. We enclosed $N=20001 \mathrm{~mm}$ spheres in a cell of dimensions $L l^{2}$. The only difference with the 3D cell of The VIP-Gran instrument lies in the dimension $l$. We decided to reduce this width to $l=15 \mathrm{~mm}$ in order to accelerate the simulations (which are exactly the same as the one described in Sec. 4.2.1). The


Figure 5.3: Adapted from [65]. Sketch of the numerical setup. $N=2000$ spherical particles are enclosed in a container of dimensions $L l^{2}$ and excited by two oscillating pistons (see the orange plates) whose pulsation is the same $\omega=2 \pi f$. The amplitude of oscillation of the bottom piston is $A_{h}=5 \mathrm{~mm}$ and the amplitude of oscillation of the top piston $A_{c}$ is the tunable parameter of the system. The gathered grains are colored in orange and the thickness of the cluster, measured between the extreme positions of the clustered grains, is denoted $e$.
length $L$ of the cell was fixed at 50 mm . Just like the VIP-Gran configuration, the excitation of the system is mechanical and provided by two pistons oscillating with a phase shift $\varphi$ which can also be tuned. The oscillations of the pistons are sinusoidal and characterized by a fixed amplitude $A_{h}=5 \mathrm{~mm}$ and a tunable amplitude $A_{c}<$ $A_{h} \mathrm{xz}$, and the same frequency $f=5 \mathrm{~Hz}$. The position of the oscillating pistons are given by $z_{h}(t)$ and $z_{c}(t)$. The mean distance between the hot (resp. cold) plate is $\Delta z_{h}$ (resp. $\Delta z_{c}$ ). These latter are useful in order to find the equilibrium position of the cluster $z_{c l}^{*}$, which is defined as the averaged position of the center of mass of the system. Fig. 5.3 gives a sketch of the numerical setup.

### 5.3.2 Main results

Varying the amplitude of the (so called) cold plate $A_{c}$, we were able to express the equilibrium position $z_{\mathrm{cl}}^{*}$ and the natural pulsation $\omega_{c l}$ of the oscillation of the cluster as a function of the amplitude ratio $a=A_{c} / A_{h}\left(z_{\mathrm{cl}}^{*}\right.$ and $\omega_{c l}$ are effectively directly linked to the excitation parameters in terms of momentums received by the cluster). Indeed, in order to remain indefinitely in an equilibrium position, the cluster must receive not only the same momentum from the hot plate as from the cold plate but in addition, it must receive these two pulses at the same time. By expressing the time needed for two grains coming from each piston with their typical velocities $A_{i} \omega$
( $i \in\{c, h\}$ ), we were able to define an equilibrium criterion. Starting from

$$
\begin{equation*}
\Delta t_{c}=\frac{\Delta z_{c}}{A_{c} \omega}=\frac{\Delta z_{h}}{A_{h} \omega}=\Delta t_{h} \tag{5.13}
\end{equation*}
$$

we found

$$
\begin{equation*}
z_{\mathrm{cl}}^{*}=\frac{L-e}{2} \frac{1-a}{1+a} \tag{5.14}
\end{equation*}
$$

That being, we observed that the cluster did not remain at its equilibrium position but performed periodic oscillations. In order to determine the natural pulsation of the cluster, we expressed the momentum rates given by the pistons when the position of the cluster is changed by a small distance $\delta$ from the equilibrium position. The total force acting on the cluster when it leaves its equilibrium position can be found in that way. One has

$$
\begin{align*}
F\left(z_{\mathrm{cl}}^{*}+\delta\right) & =\left(\frac{N_{h} A_{h}^{3}}{\left(\frac{L-e}{1+a}+\delta\right)^{2}}-\frac{N_{c} A_{c}^{3}}{\left(\frac{(L-e) a}{1+a}-\delta\right)^{2}}\right) m \omega^{2}  \tag{5.15}\\
& \approx-\frac{2\left(A_{c}+A_{h}\right)^{3}\left(N-N_{\mathrm{cl}}\right)}{(L-e)^{3}} m \omega^{2} \delta
\end{align*}
$$

where $N_{h}, N_{c}$ and $m$ denote respectively the number of particles in the hot and the cold gases and the mass of a single grain. The first order expansion, around $\delta$, of this force gives the last expression, which is similar to an equation of motion of a harmonic oscillator, $F\left(z_{\mathrm{cl}}^{*}+\delta\right)=-k_{\mathrm{cl}} \delta$. We derived finally the pulsation of the cluster, $\omega_{\mathrm{cl}}=\sqrt{k_{\mathrm{cl}} / M_{\mathrm{cl}}}$ and found

$$
\begin{equation*}
\omega_{\mathrm{cl}}=\left(\frac{A_{c}+A_{h}}{L-e}\right)^{3 / 2}\left(2 \frac{N-N_{\mathrm{cl}}}{N_{\mathrm{cl}}}\right)^{1 / 2} \omega \tag{5.16}
\end{equation*}
$$

where $N_{\mathrm{cl}}=N-N_{c}-N_{h}$ is the number of particles composing the cluster.

### 5.3.3 Summary

We have shown through this study that the position of a dynamical cluster can be tuned, and even chosen, simply by adjusting the oscillation amplitudes of the pistons that inject the energy into the system. We have also shown that the fact that the gases do not transmit energy in a continuous way leads to an oscillation of the cluster. Moreover, we found that the pulsation of the cluster can also be tuned by adjusting the controllable excitation parameters of the system. Finally, this work has shown that the cluster, which is composed of gathered grains forming a dense and dissipative phase, can be seen as a unique entity in itself, with a mass and proper dynamics. All this while not forgetting that the cluster and the gases are constantly exchanging particles.

### 5.3.4 Complementary measures

In the previous sections, we deduced from numerical simulations that both the equilibrium position $z_{\mathrm{cl}}^{*}$ and the pulsation $\omega_{\mathrm{cl}}$ adopted by the cluster were related to the momentum rates received from the pistons. We therefore wondered whether varying the surfaces of the pistons could influence both measurements. The results were surprising, as explained in what follows.

### 5.3.4.1 Setup

The numerical setup consists of a cone-shaped cell whose volume is set at $L l^{2}$, exactly as for the cell described in section 5.3.1. The length $L$ of this cell and the number $N$ of grains it contains were kept equal to 50 mm and 2000 , respectively, in order to be able to compare the results with the previous simulations. The new tunable parameter is the surface ratio, defined as $s=S_{c} / S_{h}$, where $S_{c}=\pi R_{c}^{2}$ and $S_{h}=\pi R_{h}^{2}$ are the surfaces of the cold and hot oscillating plates (see Fig. 5.4).


Figure 5.4: Sketch of one of the cells designed, for a surface ratio $s=S_{c} / S_{h}=2.5$ and an amplitude ratio $a=A_{c} / A_{h}=1$. The volume of each cell as well as the distance between the hot and the cold plates were kept constant at $V=L * 15^{2}$ $\mathrm{mm}^{3}$ and $L=50 \mathrm{~mm}$ in order to be able to compare the results with the initial cell (see Sec. 5.3.1). The oscillating pistons are colored in orange and their related maximal velocities $A_{i} \omega_{i}$ and surfaces $S_{i}$ (with $i=\{c, h\}$ ) are respectively written in blue for the cold plate and in red for the hot one. The thickness of the cluster and the opening angle are noted $e$ and $\theta$.

Note that a new cell has been designed for each surface ratio and that the hot plate has always been kept at the bottom of the cell. Since we decided to keep the volume of the truncated cone constantly equal to $L l^{2}$, we can easily derive the values

| Symbol | $\bullet$ | $\boldsymbol{\nabla}$ | $\boldsymbol{\Delta}$ | $\boldsymbol{\bullet}$ | $\boldsymbol{\square}$ | $\square$ | $\bigcirc$ | $\triangle$ | $\nabla$ | $\boxplus$ | $\times$ | $\bullet$ | + |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s=S_{c} / S_{h}$ | 0.2 | 0.4 | 0.5 | 0.6 | 0.8 | $5 / 4$ | $5 / 3$ | 2.0 | 2.5 | 3.0 | 3.5 | 4.0 | 4.5 |
| $R_{c}(\mathrm{~mm})$ | 5.1 | 6.5 | 7.0 | 7.4 | 8.0 | 8.9 | 7.6 | 9.9 | 10.3 | 10.6 | 10.9 | 11.1 | 11.3 |
| $R_{h}(\mathrm{~mm})$ | 11.4 | 10.3 | 9.9 | 9.5 | 8.9 | 8.0 | 9.3 | 7.0 | 6.5 | 6.1 | 5.8 | 5.5 | 5.3 |
| $\theta\left({ }^{\circ}\right)$ | -7.2 | -4.3 | -3.3 | -2.5 | -1.1 | 1.1 | -2.0 | 3.3 | 4.3 | 5.1 | 5.8 | 6.3 | 6.8 |

Table 5.1: Parameters and associated symbols of the 14 cells numerically designed. Each conical cell was filled with $N=2000$ millimeter beads. For each set, the amplitude ratio $a$ was varied from 0.2 to 1.0 . The parameter $\theta$ is the opening angle of the cone measured from the vertical as shown in Fig. 5.4.
of $S_{c}$ and $S_{h}$ as a function of the surface ratio $s$. One finds

$$
\left\{\begin{align*}
S_{c} & =\frac{3 l^{2} s}{s+\sqrt{s}+1}  \tag{5.17}\\
S_{h} & =\frac{3 l^{2}}{s+\sqrt{s}+1}
\end{align*}\right.
$$

For each cell of fixed surface ratio $s$, the amplitude ratio $a$ was varied in the interval $\{0.2,0.4,0.6,0.8,1.0\}$. The parameters given the geometry of the cells for each surface ratio are listed in Tab. 5.1.

### 5.3.4.2 Results

Three snapshots of the simulations are shown in Fig. 5.5 for three different surface ratios, $s=0.4, s=2.0$ and $s=4.0$, and for the same amplitude ratio $a=1.0$. It is clear from this figure that the position of the cluster depends directly on the surface ratio.


Figure 5.5: Snapshots of the different numerical cells corresponding to three different surface ratios (a) $s=0.4$, (b) $s=2.0$ and (c) $s=4.0$ and an amplitude ratio fixed at $a=1.0$. The cluster is always closer to the smaller piston.


Figure 5.6: Normalized position of the cluster as a function of the amplitude ratio for the 14 different cells listed in Tab. 5.1. The black curve gives the equilibrium position of the cluster in the case of the parallelepiped box previously studied.


Figure 5.7: Normalized position of the cluster as a function of the surface ratio for the 14 different cells listed in Tab. 5.1. The black curve gives the equilibrium position of the cluster in the case of the parallelepiped box previously studied and each color corresponds to a fixed amplitude ratio, from $a=0.2$ (red points) to $a=1.0$ (black points).

Similar to what was done in the previous study, we measured the equilibrium position of the cluster $z_{\mathrm{cl}}^{*}$ which we plotted against the amplitude ratio $a$, for each fixed $s$. The normalized position of the cluster is reported as a function of the amplitude ratio $a$ in Fig. 5.6 and as a function of the surface ratio $s$ in Fig. 5.7. Actually, the smaller (resp. the larger) the surface ratio [for $s<1$ (resp. $s>1$ )],
the closer the cluster is to the cold (resp. hot) plate. This indicates the influence of the number of particles sent by the plates. From this measurement, we clearly see that the simple condition (5.13), which was valid for the parallelepiped box, is no more sufficient. Another fact to note is that the position of the cluster can also be tuned by regulating the amplitude ratio, even for these conical systems.

Finding a theoretical expression of the cluster's position as a function of the surface and the amplitude ratios is not trivial in the case of conical cells. Currently, we are still working on a model based on the pressure balance exerted on the cluster.
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#### Abstract

We numerically and theoretically investigate the behavior of a granular gas driven by asymmetric plates. The injection of energy in the dissipative system differs from one side to the opposite one. We prove that the dynamical clustering which is expected for such a system is affected by the asymmetry. As a consequence, the cluster position can be fully controlled. This property could lead to various applications in the handling of granular materials in low-gravity environment. Moreover, the dynamical cluster is characterized by natural oscillations which are also captured by a model. These oscillations are mainly related to the cluster size, thus providing an original way to probe the clustering behavior.


## 1 Introduction

For high enough filling fraction, driven granular materials can exhibit a collective behavior known as dynamical clustering. Given the dissipative character of the collisions, kinematic energy is lost at each particle interaction. This loss leads to the formation of slow and dense regions within the granular medium [1,2]. However, energy is also continuously injected into the system and rapidly a steady state is reached. The latter phenomenon was studied experimentally in microgravity [3-7] and rationalized theoretically and numerically [8-14].

The dynamical clustering can be explained considering the competition between a characteristic dissipation time, called Haff time, and a characteristic time of energy propagation through the system [14-16]. Since, gravity would induce another characteristic time in the system and affect dynamical clustering [17], low-gravity condition is needed for the study of this phenomenon. This motivates the European Space Agency's (ESA) VIPGRAN project [18] in which granular gas will be experimentally investigated under various conditions on the International Space Station (ISS). Numerical work is essential to prepare the VIPGRAN project and to fix the experimental parameters.

The behavior and the stability of a granular cluster is poorly understood when the excitation parameters are changed. The main motivation of this article is to address the question of variable injection of energy in the system. The first step is to study the case of an asymmetric driving and to study the position of the cluster in the system. In the second step, the possible motion of the cluster will be analyzed. We will see in this paper that it is possible to control both position and motion of dynamical cluster, opening ways to achieved a granular transport in microgravity.

[^4]
## 2 Numerical approach

Our numerical study relies on intensive Molecular Dynamic (MD) simulations, using a linear spring-dashpot model $[14,20,21]$. At each collision, normal and tangent forces are evaluated, respectively, through particle deformations and tangential velocities. The value of the coefficient of restitution $\varepsilon$ and the spring stiffness $k_{n}$ are both constant and fixed at 0.9 (corresponding to bronze beads) and $5 \cdot 10^{5} \mathrm{~N} / \mathrm{m}$, respectively. A complete description of MD simulation is given by Taberlet in [22] Moreover, the algorithm was already used by the authors in $[13,14,20,21,23]$. Based on the VIPGRAN concept [18], we designed a box with fixed lateral walls and moving top and bottom boundaries, modeling the pistons. The width and depth of the container are equal to $l=15 \mathrm{~mm}$. The length $L(t)=z_{h}(t)-z_{c}(t)$ is variable and depends on the positions of the oscillating plates according to following equations of motion:

$$
\left\{\begin{array}{l}
z_{h}(t)=z_{h}^{*}+A_{h} \sin (2 \pi f t)  \tag{1}\\
z_{c}(t)=z_{c}^{*}+A_{c} \sin (2 \pi f t+\varphi)
\end{array}\right.
$$

The pistons are oscillating with a fixed frequency $f=5 \mathrm{~Hz}$ and a phase shift $\varphi$ as proposed in the VIPGRAN project. The average distance between the plates is $L=50 \mathrm{~mm}$. To ensure clustering in the system [14], the cell is filled with $N=2000$ grains of radius fixed at $r=0.5 \mathrm{~mm}$. The amplitudes $A_{h}$ and $A_{c}$, defining the amplitude ratio $a=A_{c} / A_{h}$, and the phase shift $\varphi$ have been modified. We choose to keep the frequencies fixed at 5 Hz for both plates in order to change the intensity of the injected energies while keeping a constant time scale in the system from one simulation to another. In addition, the residual vibration of the instrument is minimized if the frequencies are the same for both walls. This fact is important in order to reproduce the


Fig. 1. Sketch of the VIPGRAN cell used in simulations. Its dimensions are $L=50 \mathrm{~mm}$ and $l=15 \mathrm{~mm}$. The oscillating plates have the following parameters: a common frequency fixed at $f=5 \mathrm{~Hz}$ and tunable amplitudes, $A_{c}$ and $A_{h}$. The length $L$ is measured between plate equilibrium positions. The relevant parameter is the amplitude ratio $a=A_{c} / A_{h}$.

Table 1. View of the variable parameters of the four runs of simulations. (Symbols correspond to those of figs. 5 and 4.)

| Run | $A_{h}(\mathrm{~mm})$ | $a$ | $\varphi$ | Symbol |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 5 | $[0 ; 1]$ | $\pi$ | $\bullet$ |
| 2 | 7.5 | $[0.2 ; 0.8]$ | $\pi$ | $\boldsymbol{\square}$ |
| 3 | 10 | $[0.2 ; 0.8]$ | $\pi$ | $\boldsymbol{\Delta}$ |
| 4 | 5 | 1 | $[0 ; 2 \pi]$ | $\boldsymbol{\nabla}$ |

simulated experiment in the VIPGRAN project. A sketch of the described cell is shown on fig. 1. Four campaigns of simulations have been realized. In the first three, we investigated the impact of the amplitude ratio while the fourth was devoted to the influence of the phase shift. We choose to fix the amplitude of the hot plate (the bottom ones on fig. 1) at $A_{h}=5 \mathrm{~mm}, 7.5 \mathrm{~mm}$ and 10 mm in the first, second and third campaign, respectively. The tunable parameter of the experiment was the amplitude ratio $a$ and was varied in the interval $\left\{0 ; \frac{1}{10} ; \frac{1}{9} ; \ldots ; 1\right\}$ and in the interval $\{0.2 ; \ldots ; 0.8\}$ in second and third runs. In the last ones, the amplitudes of both vibrating plates were set to $A_{h}=A_{c}=5 \mathrm{~mm}$ while the phase shift $\varphi$ was varied in the interval $\left\{0 ; \frac{\pi}{4} ; \ldots ; \frac{7 \pi}{4}\right\}$. Table 1 gives a simplified view of the parameters used in the four campaigns. Each run corresponds to 300 periods of plates oscillation, requiring about $10^{8}$ iterations of the algorithm.


Fig. 2. Three snapshots of the simulated experience for amplitude ratios $a=0.25$ (a), $a=0.5$ (b) and $a=1$ (c). The cluster's position is directed by the value of $a$. The "hot" plate is always the bottom one and has an oscillation amplitude $A_{h}=5 \mathrm{~mm}$ corresponding to the first campaign. (d) Semi-log plot of the packing fraction of the grains contained in the cell along the $z$-axis for $a=0.5$. The energy injection is made from $t / T=0$ to $t / T=1 / 4$. In this phase, both hot and cold gases are compressed by the pistons. The packing fraction for $0<z / L<0.2$ (corresponding approximatively to the localization of the cluster) remains very stable over the whole period $T$.

## 3 Results

Figures 2(a), (b) and (c) present the granular system in the cell for different amplitude ratios $a$. As remarked previously $[13,24,25]$, we observe the formation of a dense region gathering together approximatively $95 \%$ of the grains in the box. This low energetic region is separated from the pistons by two dilute gases of particles which transmit energy from the oscillating plates toward the cluster. One observes that the position of the cluster is a function of the amplitude ratio. Indeed, the smaller the amplitude ra-


Fig. 3. Dimensionless time evolution of the center of mass of the system for amplitude ratios $a=1$ (red), $a=0.5$ (green) and $a=0.25$ (blue). The center of mass represents the cluster's position and is noted $z_{\mathrm{cl}}$. The cluster is oscillating around an equilibrium position $z_{\mathrm{cl}}^{*}$ with a pulsation $\omega_{\mathrm{cl}}$. Both $z_{\mathrm{cl}}^{*}$ and $\omega_{\mathrm{cl}}$ depend on the amplitude ratio $a$.
tion is, the closer the cluster is to the "cold" plate (i.e. the one with the smallest oscillation amplitude). In addition, the packing fraction $\eta$ of the system for $a=0.5$ is shown in semi-log scale on fig. 2(d) along the $z$-axis. One can note that the cluster remains very stable over a whole period $T=1 / f$. However, the packing fraction of both hot and cold gases are fluctuating with the position of the oscillating pistons taken at different times between $t=0$ and $t=T$. A second observation we made is the long-time oscillation of the cluster in the box. The position of the agglomerated grains is indeed not stable over multiple periods but makes a periodic motion with a pulsation very different from the plate's ones. These oscillations are shown on fig. 3 for three different amplitude ratios, corresponding to the cases (a), (b) and (c) of fig. 2.

The condensation behavior of the grains was already studied and theoretically characterized [14]. The new feature of driven that is investigated in this paper is the control of the cluster's position by amplitude tuning. This position, denoted by $z_{\mathrm{cl}}$, corresponds to the center of mass of the system. We observed that this quantity corresponds in good approximation to the densest region encountered in the cluster. For convenience, the $z$-axis is calculated from the center of the cell $(z=0)$ toward the cold plate.

Our simulations give evidence for an original behavior of driven granular media submitted to asymmetrically constraints in microgravity: a cluster is formed and is able to move in the cell and oscillates about its equilibrium position. Although the cluster is oscillating during long simulations, an average position, noted $z_{\mathrm{cl}}^{*}$, can be calculated and linked to the amplitude ratio. Figure 4 gives this normalized average position for the first three campaigns. Note that the phase shift between both plates has no influence on the equilibrium position of the cluster.

## 4 Cluster equilibrium position

To model the equilibrium position process in a simple way, we consider the cluster like a dense and stable pile of condensed grains receiving two momentums coming from both hot and cold plates. The model is based on two fundamental hypotheses: i) the cluster has reached equilibrium and does not move anymore and ii) the momentums coming from both hot and cold plates are sent after each period to the cluster, with the help of gaseous grains. Two conditions coming out of these hypotheses are also found. The momentums sent by the vibrating walls have to be equal and the time needed for each momentums to cross the cell has to be the same. Assuming that the number of particles contained in the cluster is constant, i.e. that the cluster captures as many grains as it loses through evaporation, we can model the cluster's equilibrium position. As stated in previous works $[8,24,26,27]$, the distribution of the velocities in both hot and cold gases can be normalized by the maximal velocities of their respective pistons. This scaling leads to identical distributions for both hot and cold gases and supports our hypothesis that a grain coming from the plate $i=\{h, c\}$ has a typical velocity

$$
\begin{equation*}
v_{i}=A_{i} \omega \tag{2}
\end{equation*}
$$

Moreover, we consider that the grains coming from the plates impact the cluster with unchanged velocities. This hypothesis has been confirmed by measuring gas densities. The mean free path we calculated was indeed roughly $l \approx 80 \mathrm{~mm}$. In comparison with the length of the cell $L$, this value implies that a grain coming from a vibrating plate will probably not collide with another grain before it attains the cluster. As discussed above, the equilibrium is reached when the time needed to reach the cluster is equal for both plates. Considering a straight and uniform movement of the grains, this time is directly linked to the plate-cluster distance by $\Delta t_{i}=\Delta z_{i} / v_{i}$. Equaling $\Delta t_{h}$ and $\Delta t_{c}$, we find the following equilibrium condition:

$$
\begin{equation*}
\frac{\Delta z_{c}}{\Delta z_{h}}=\frac{A_{c}}{A_{h}} . \tag{3}
\end{equation*}
$$

Taking into account the cluster's thickness $e$ along the $z$-axis, we can develop $\Delta z_{i}$ in (3) in order to link it to the cluster's position $z_{\mathrm{cl}}$. These distances are illustrated on the sketch of fig. 1. Using eq. (3) we find the cluster's equilibrium position

$$
\begin{equation*}
z_{\mathrm{cl}}^{*}=\frac{L-e}{2}\left(\frac{1-a}{1+a}\right) \tag{4}
\end{equation*}
$$

where the dependence of the amplitude ratio $a$ is obtained. The next step consists in finding the cluster's thickness $e$. For this purpose, we used an algorithm that measures the local density $\eta$ around each sphere in the cell. Previous work [14] has shown that the clusters have an approximative local density larger than 0.285 . Using this criterion, we defined the cluster's thickness by the maximal vertical distance that separates two particles with a local density


Fig. 4. Averaged and normalized equilibrium position $z_{\mathrm{cl}}^{*}$ of the cluster as a function of the amplitude ratio $a$. The equilibrium position is always measured from the center of the box towards the coldest plate and the cluster's thickness used for the normalization is fixed at $e=10 \mathrm{~mm}$. Different symbols correspond to the four simulation runs. The model developed in the main text is plotted using eq. (4) and is in excellent agreement with numerical results.
$\eta \geq 0.285$. Measurements were made on the entire simulation and averaged to finally find $e \approx 10 \mathrm{~mm}$, whatever the value of $a$. This result is not surprising since the excitation given by the oscillating plates is so intense that the cluster cannot be more compressed, even for the first campaign, making its density fairly constant. As a consequence, the cluster's thickness is stable since its definition is directly linked to the local density of the grains. In fig. 4, we have plotted eq. (4) with a fixed value of $e=10 \mathrm{~mm}$. The model is in excellent agreement with the results found in our numerical campaigns.

## 5 Cluster oscillations

As discussed before and illustrated in fig. 3(b), clusters are able to oscillate in the box around their equilibrium position $z_{\mathrm{cl}}^{*}$. The oscillations originate from a Hopf bifurcation as proposed previously in [25,28]. Note that the amplitude of these oscillations is significative in regards to the value of the cluster thickness $e$. The cluster's inertia is given by the total mass $M_{\mathrm{cl}}=N_{\mathrm{cl}} m$, where $N_{\mathrm{cl}}$ is the number of grains of mass $m$ contained in the cluster. According to our observations, this number of particles is roughly constant. In addition, we consider that the cluster interacts with the moving planes via both hot and cold gases that contain, respectively, $N_{h}$ and $N_{c}$ particles with $N_{h}$ not necessarily equal to $N_{c}$. These numbers of particles are linked together by the total number of grains injected in the box $N=N_{\mathrm{cl}}+N_{c}+N_{h}$. However, within our strongly dilute granular gases (see fig. 3), only a part $n_{h}<N_{h}$ and $n_{c}<N_{c}$ of the particles are close enough to the vibrating walls to collide with them. These grains carry momentum


Fig. 5. Normalized pulsation $\omega_{\mathrm{cl}}$ of the cluster's oscillation as a function of the amplitude ratio $a$. The measures were performed with a Fast Fourier Transform (FFT) algorithm. The model described in the main text given by eq. (10) is in good agreement with the simulations. For small amplitude ratios, the algorithm was not always able to give relevant results because the oscillations of the cluster were too weak.
towards the cluster. One has

$$
\left\{\begin{align*}
\Delta p_{h} & =n_{h} m A_{h} \omega  \tag{5}\\
\Delta p_{c} & =n_{c} m A_{c} \omega
\end{align*}\right.
$$

Considering that the cluster's position is perturbed by $\delta$, we can find an equation giving the momentum rate received by the cluster as a function of $\delta$. Momentum rates out of equilibrium can be decomposed into two parts corresponding to the oscillating plates:

$$
\left\{\begin{array}{l}
\frac{\Delta p_{h}}{\Delta t_{h}}=\frac{n_{h}\left(z_{\mathrm{cl}}^{*}+\delta\right) m\left(A_{h} \omega\right)^{2}}{(L-e) /(1+a)+\delta}  \tag{6}\\
\frac{\Delta p_{c}}{\Delta t_{c}}=-\frac{n_{c}\left(z_{\mathrm{cl}}^{*}+\delta\right) m\left(A_{c} \omega\right)^{2}}{(L-e) a /(1+a)-\delta}
\end{array}\right.
$$

In order to solve eq. (6), one has to evaluate the number of grains carrying momentums from the hot and the cold plates. Assuming that both hot and cold gases are uniformly distributed along the $z$-axis, $n_{h}\left(z_{\mathrm{cl}}^{*}+\delta\right)$ and $n_{c}\left(z_{\mathrm{cl}}^{*}+\delta\right)$ are given by

$$
\left\{\begin{align*}
n_{h}\left(z_{\mathrm{cl}}^{*}+\delta\right) & =\frac{N_{h} A_{h}}{(L-e) /(1+a)+\delta}  \tag{7}\\
n_{c}\left(z_{\mathrm{cl}}^{*}+\delta\right) & =\frac{N_{c} a A_{h}}{(L-e) a /(1+a)-\delta}
\end{align*}\right.
$$

From eqs. (6) and (7), the total force that acts on the cluster as a function of the perturbation $\delta$ is defined as

$$
\begin{align*}
F\left(z_{\mathrm{cl}}^{*}+\delta\right)= & \frac{N_{h} A_{h}^{3} m \omega^{2}}{((L-e) /(1+a)+\delta)^{2}} \\
& -\frac{N_{c} A_{c}^{3} m \omega^{2}}{((L-e) a /(1+a)-\delta)^{2}} \tag{8}
\end{align*}
$$

In order to find a theoretical value for the cluster's oscillation frequency, we linearized the force $F\left(z_{\mathrm{cl}}^{*}+\delta\right)$ around the point $z_{\mathrm{cl}}^{*}$. This linearization leads finally to

$$
\begin{equation*}
F\left(z_{\mathrm{cl}}^{*}+\delta\right) \approx-\frac{2(1+a)^{3} A_{h}^{3} m\left(N_{h}+N_{c}\right) \omega^{2}}{(L-e)^{3}} \delta . \tag{9}
\end{equation*}
$$

The equation giving the evolution of the perturbation $\delta$ is then reduced to a harmonic oscillator with a typical pulsation

$$
\begin{equation*}
\omega_{\mathrm{cl}}=\left(\frac{A_{c}+A_{h}}{L-e}\right)^{3 / 2}\left(2 \frac{N-N_{\mathrm{cl}}}{N_{\mathrm{cl}}}\right)^{1 / 2} \omega . \tag{10}
\end{equation*}
$$

This pulsation is only function of a single free parameter which is the number of grains contained in the cluster. As a consequence, eq. (10) gives the natural frequency of the cluster even for symmetric energy injection. Moreover, the mass of the cluster could be evaluated by measuring this pulsation. Measures of $\omega_{\mathrm{cl}}$ for different amplitude ratios were performed with a Fast Fourier Transform (FFT) algorithm and plotted on fig. 5. The data are fitted with the free fitting parameter $N_{\mathrm{cl}}$ using eq. (10) and are in good agreement with the model except for small values of $a$ for which the oscillations of the cluster are too weak to be detected by the algorithm. A remarkable feature is that the fitting number of particles in the cluster was found to be equal to $N_{\mathrm{cl}} \approx 1860$ for all campaigns. This result means that the dilute gases are composed of approximatively 140 grains, as observed in many simulations.

As seen from eqs. (4) and (10), the phase shift between the hot and cold plates should have neither influence on the equilibrium position nor on the pulsation of the cluster. These results are expected because the models are both based on a momentum balance over one period of oscillation. If the driving amplitudes and frequencies are fixed, the average momentums transmitted to the system remain the same regardless of the phase shift. The fourth campaign that was devoted to the phase shift influence has confirmed this fact.

Finally, notice that such oscillations of granular materials have been recently reproduced numerically under gravity by Rivas et al. [28]. The authors have performed simulations of a vibrated granular medium composed of particles confined in a quasi-one-dimensional system. In this case, low-frequency oscillations of the media have been observed. If the behaviors are similar, some differences have to be highlighted. First, Rivas et al. have been able to describe theoretically their observations with a continuum model. In our work, the granular gases observed are so dilute that this way is not relevant. Secondly, the authors have seen that when more energy is injected, the frequency of cluster oscillations becomes smaller. We observed exactly the inverse. The simplest explication is found in the nature of the movements observed. In the gravitational open environment of the authors, the energy given to the cluster determines its parabolic flight, which increases with the initial energy of the body. The time of flight of the cluster increases also with the initial energy injected. It is not the case in our closed system under microgravity where the cluster adopts a straight and uniform


Fig. 6. Snapshots of a directed-grains simulation. The simulation starts with all the grains in the central cell (a). The amplitude condition in this one drives the cluster in front of the first slit, while in the first cell the amplitude ratio is inverted in order to drive the incoming cluster at the bottom of the cell. After a while, most of the grains are trapped at the bottom of the first cell (b). Then, after 60 s of simulation, the amplitude ratios are inverted in all cells in order to drive the cluster from the left to the right box. No intermediate cluster is observed in the central cell (c) but the grains directly gather in the right one (d).
motion. The time to cross a determined distance is then so small that the kinetic energy of the moving cluster is intense. Surprisingly, the existence of a periodic collective motion is not only observed under gravity field but also in microgravity environment, although the nature of these motions are different.

## 6 Application to granular transport

The above results suggest that it is possible to create and control grain displacements in microgravity. In order to prove this concept, we propose a system inspired by Maxwell's demon [23,29] and granular ratchets [30-33] for generating granular transport in low-gravity environment. Several cells with independent pistons are placed in a row. Specific apertures at different heights allow a granular exchange between neighboring cells. By controlling the amplitude ratio of the independent pistons it is possible to drive the cluster in a selected cell. Figure 6
shows a simulation of a directed-grains experiment. Three boxes are placed together and connected with two slits placed at different heights. The simulation starts with all the grains in the central cell (fig. 6a). The amplitude condition in the central cell drives the cluster in front of the first slit, while in the first cell the amplitude ratio is inverted in order to drive the incoming cluster at the bottom of the cell. After a while, most of the grains are trapped at the bottom of the first cell (fig. 6b). Then, the amplitude ratios are inverted in all cells in order to drive the cluster from the left to the right cell. Note that no intermediate cluster is observed in the central cell (fig. 6c) but that the grains directly gather in the right cell (fig. 6d). We performed different simulations with different numbers of cells and similar behaviors have been found. By inverting the amplitude ratios, the granular transport is reversible.

## 7 Conclusion

In this paper, a study of the behavior of a dynamical cluster of grains excited by an asymmetric constraint was performed with the help of Molecular Dynamics. A model was developed in order to link both cluster's position and cluster's oscillations to both hot and cold amplitudes. The natural frequency of a dynamical cluster has been emphasized and could be used to estimate the mass of the cluster. The model provides a way to produce granular transport as checked in our simulations.

This work has been supported by Prodex (Belspo, Brussels) and the European Space Agency program TT VIPGRAN SpaceGrains. The authors thank the T-REX Morecar project (Feder, Wallonia) for supporting the development of the numerical model.
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### 5.4 Segregation

We showed in the section 3.2.1 that clustering could appear as long as the particles are quite small compared to the size of the system (see Eq. (3.6)). The natural question that arises from this observation is what happens when two species of grain are mixed? On Earth, a mixture of particles of different sizes that is undergoing a vertical vibration can present the separation of both species [66]. This effect is called Brazil Nut Effect (BNE) and depends directly on the value of the gravitational acceleration [67], which tends to bring the whole pile back to the ground. If there are two different species in terms of size or density (i.e. of the same size but of different composition), spectacular effects such as the granular clock can appear [68-71]. In this experiment, the mixture of both species is placed in a compartmentalized box which is vibrated vertically. Depending on the intensity of the vibration, Mikkelsen et al. found that all grains could gather in one compartment, one species after another, before leaving this compartment to join the other, always one after the other. The phenomenon is repeated periodically in time.

In this last part, we tried to find out more about the gas-cluster transition in the VIP-Gran experiment when two species of particles are mixed. We also tried to define the structure of a possible cluster that would appear in the system and tried to see if the mixture influences this structure. The numerical results of the simulations as well as the experimental results obtained during the PFC 64 are presented in the last two articles of this work.

### 5.4.1 Numerical simulations

The setup we chose for this study is the 3D cell of the VIP-Gran experiment. We decided to set the length $L$ and to vary only the number of particles of both species, denoted $N_{s}$ and $N_{l}$. Before actually simulating the experience that would be achieved in the VIP-Gran instrument, where bronze particles of different diameters were mixed, we first wanted to decouple the effects of mass and size. In fact, a bronze grain that has a doubled diameter compared to another sees not only its volume but also its mass multiplied by 8 . So we studied three different types of mixtures: a mixture of particles (A) of the same size but of different masses, (B) of different sizes but of the same mass and (C) different sizes and masses. A sketch of the setup is given in Fig. 5.8, where two species of same density are colored in blue (large) and green (small).

### 5.4.1.1 Main results

In the first series of simulations (A), we showed that increasing the number of particles in the system had two simultaneous effects. First, at small filling of the cell, a gas composed of two perfectly mixed species was observed. Then, by increasing the filling, we observed the appearance of a cluster, but not a cluster formed by the mixture of both species. Indeed, only the heavier grains gathered in the center of the system, surrounded by a gas formed by light particles. Clustering took place at


Figure 5.8: Sketch of the 3D cell of the VIP-Gran instrument. The width and depth are always equal to $l=30 \mathrm{~mm}$ and the length $L$ is kept constant at 40 mm . Two species of particles consisting of $N_{s}$ small (in green) and $N_{l}$ large (in blue) grains are enclosed in the cell. The pistons have a constant amplitude and frequency $A=5$ mm and $f=10 \mathrm{~Hz}$.
the same time as a clear segregation between the different species. In the second series (B), where the particles had the same mass, we also observed at low filling a gas formed of both mixed species. On the other hand, by increasing the number of grains in the system, we have this time highlighted that the emerging cluster consisted of small particles, surrounded by larger ones. In both series (A) and (B), the phenomenon of segregation can be explained by a minimization of the total kinetic energy of the system. It is clear that the system will have the least energy when collisions are favored (large balls in the gas) and when the heavier particles are slowed down (they therefore condense in the cluster).


Figure 5.9: (Taken from [52]) Phase diagram $(N s, N l)$ obtained through a statistical test performed on the distributions of the positions of both species of particles in the case of the simulation series (C). The different gaseous (G) and cluster (CL and CB) states are observed.

Finally, when the effects of mass and size are mixed (C), a competition between both phenomena starts. If the filling of the cell is rather low, a gas formed of both species is always present in the system. On the other hand, the cluster which appears when the number of grains increases does not have the same structure according to the filling in the different types of grains. We observed as well a cluster of heavy particles surrounded by a gas of light grains (the effects of mass take the upper hand), than a cluster of small grains trapped between two stripes of large particles, all again surrounded by a gas of small grains. The state of the system (gaseous or cluster) could be determined by the same statistical test as that used in the section 3.3.1, from the distributions of the positions of the grains along the axis of excitation. These different observed dynamics have been reported in a phase diagram which is presented in Fig. 5.9 (taken from [52]).

### 5.4.2 Experimental evidence of the segregation

In order to clearly see the segregation that may appear, we decided to work with the quasi-two dimensional cell. The sketch of the experiment is given in Fig. 5.10. The cell was filled with $N_{s}$ grains of diameter $R_{s}=0.5 \mathrm{~mm}$ and $N_{l}$ grains of diameter $R_{l}=1 \mathrm{~mm}$, all of bronze. With the data of the numerical simulations previously carried out, we varied the numbers of particles in the different species in the intervals $N_{s} \in\{0 ; 500 ; 1000\}$ and $N_{l} \in\{80 ; 230\}$. The experiment was conducted during PFC 64 in April 2016.


Figure 5.10: Sketch of the 2D cell of the VIP-Gran instrument. The width, the depth and the length are equal to $l=30 \mathrm{~mm}, h=5 \mathrm{~mm}$ and $L=45 \mathrm{~mm}$. Two species of particles consisting of $N_{s}$ small (in green) and $N_{l}$ large (in blue) grains are enclosed in the cell. The pistons have a constant amplitude and frequency $A=3$ mm and $f=20 \mathrm{~Hz}$.

### 5.4.2.1 Main results

As predicted by our simulations, the different granular gas regimes, cluster of large particles, and cluster composed of both species were observed during the PFC. Images of these different states are shown in Fig. 5.11, where the corresponding simulations are also confronted with the experimental results. Everything fits perfectly.


Figure 5.11: (Taken from [53]) Top: Pictures of the segregation experiment taken during the PFC 64. Bottom: corresponding numerical simulations. The different granular regimes predicted by the simulations are observed, i.e., a granular gas (a), a cluster made of large particles (b), a cluster made of both species (c) and a layered cluster (d).

### 5.4.3 Summary

Depending on the size and the nature of the particles interacting with each other, we have shown through these numerical and experimental studies that the observed cluster could adopt different structures. Indeed, the cluster is composed of the heaviest particles if the mixture is made of different species of equal sizes or it is composed of the smaller particles if the mixture is made of different species of equal masses. When the effects of size and mass are entangled, a competition begins and a "sandwich" structure can appear. The cluster's structure is therefore directly influenced by the composition of the mixture and a segregation between the different species is always observed once the cluster has emerged. The emerging clustering criterion developed in Sec. 3.2 could be modified taking into account the mixture of two species and we could deduce the phase diagram giving the state of the system. All the numerical results were finally verified experimentally during the parabolic flight campaign 64.
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#### Abstract

In microgravity, the successive inelastic collisions in a granular gas can lead to a dynamical clustering of the particles. This transition depends on the filling fraction of the system, the restitution of the used materials and on the size of the particles. We report simulations of driven bi-disperse gas made of small and large spheres. The size as well as the mass difference imply a strong modification in the kinematic chain of collisions and therefore alter significantly the formation of a cluster. Moreover, the different dynamical behaviors can also lead to a demixing of the system, adding a few small particles in a gas of large ones can lead to a partial clustering of the taller type. We realized a detailed phase diagram recovering the encountered regimes and developed a theoretical model predicting the possibility of dynamical clustering in binary systems.


## 1 Introduction

Granular materials present a large diversity of spectacular phenomena [1,2]. Compaction [3-5], arch formation [6-8] and non-Newtonian behaviors $[9,10]$ are only a few examples. When energy is continuously injected into a system containing granular material, the latter is fluidized and presents a gas-like behavior that has been studied intensively during the last decades [11-13] as well as in two- $[14-17]$ and in three-dimensional systems [18-20]. However, the granular gas is different from a classical gas: velocities do not follow a Maxwell-Boltzmann distribution $[21-25]$ and the usual thermodynamical gas models cannot be applied directly [26, 27]. Being a paradigm of dissipative systems, driven granular media tend to dissipate the mechanically injected energy through multiple inelastic collisions. Eventually, the system "cools down" locally and dense regions of low mobility appear. These regions are the result of the energetic equilibrium in the system and are the signature of a stationary regime known as dynamical clustering [28,29]. The formation of such dynamical clusters can be linked to three essential factors: the restitution coefficient $\varepsilon$, the packing fraction $\phi$ and the particle radius $R$ in regards to the typical length scale $\delta$ of the system. Our previous work [30] presented a theoretical model, based on these parameters, that gives an accurate criterion for the upcoming of the phenomenon.

Since the size of the driven particles has a fundamental impact on the dynamics of the system, it is of wide interest to study the behavior of driven polydisperse granular materials. Indeed, the chains of collisions that typically occur when the pistons inject energy into the system are dramatically modified. A large grain could collide simultaneously

[^5]several smaller ones and so be slowed down considerably. Moreover, the difference of mass between particles leads to a more complex transfer of momentum than in the monodisperse case. The geometric characteristics of the particles could also lead to segregation phenomena. For instance, shaking vertically a container filled with grains of different sizes generates an uprise of the large bodies. This demixing, commonly called the Brazil Nut Effect, has been studied intensively [31-33] and recent research [34] has investigated the impact of gravity on the phenomenon. Note that mass differences can also create similar effects [35]. In order to study this wide field of behaviors presented by driven granular materials, the European Space Agency (ESA) has programmed a series of experiments in complete weightlessness, called SpaceGrains [36] that will take place in a near future.

Given the fundamental interest and the need of predictive results, we decided to explore numerically the complex dynamics of driven bidisperse granular media in the frame of a particular experimental cell. We analyze the impact of size and mass variations between particles on the dynamics of the system. Dynamical clustering is observed and the theoretical gas-cluster transition curve for monodisperse media [30] could be adapted. Finally, complex segregation phenomena appear for diverse sets of parameters. Our results are promising and contribute to a deeper comprehension of the clustering. Moreover they provide ways to manipulate the granular media and to sort out particles within the frame of SpaceGrains or other later space missions.

## 2 Numerical approach

We choose to simulate an experimental setup of ESA's future SpaceGrains experiment that is dedicated to the


Fig. 1. (Color online) Sketch of ESA's SpaceGrains cell. Particles are enclosed in a $60 \times 30 \times 30 \mathrm{~mm}^{3}$ box. Two pistons are oscillating in phase opposition with an amplitude $A=5 \mathrm{~mm}$ and a frequency $f=10 \mathrm{~Hz}$ around their respective positions $z_{1}$ and $z_{2}$. The average distance between the pistons $L=\left|z_{2}-z_{1}\right|$ is fixed to 40 mm .
study of convection and segregation. For this purpose, a binary mixture of spherical particles is enclosed in a cell of dimensions $60 \times 30 \times 30 \mathrm{~mm}^{3}$, as represented in fig. 1 . To ensure the driving of the granular material, two pistons are oscillating in phase opposition with an amplitude $A$ and a frequency $f$ around their positions of equilibrium $z_{1}$ and $z_{2}$. We define the origin of the $z$-axis at the center of the cell, in the middel of $\left|z_{1} z_{2}\right|$. The distance $L$ between $z_{1}$ and $z_{2}$ can be tuned in order to modify the accessible volume of the system but will be fixed to 40 mm in our case. The width of the cell is noted $l$ and is 30 mm .

Our simulations rely on a Molecular Dynamics (MD) algorithm. This numerical model is broadly used in the simulation of granular materials $[37,38]$ and has been validated through the two last decades. The normal forces are evaluated via a linear spring-dashpot model. Dissipation is taken into account by viscous forces that are function of the normal velocity of the contact point and the restitution coefficient $\varepsilon$. It is to note that we use the same value of $\varepsilon$ for both, grain-grain and grain-wall collisions. The tangent forces are bounded according to Coulomb's law and depend on the relative tangent velocities as well as the coefficient of friction $\mu$ between the colliding solids. Further details are given in previous works [19, 30] and a complete description of this MD approach is given by Taberlet [39].

## 3 Mass and size effects

In the SpaceGrains experiment, the granular media is composed by two types of bronze spheres with respective radii of 0.5 and 1 mm . It is important to note that this difference in size between the particles also induces a difference in mass. Accordingly, the observed effects while driving the mixture cannot be linked properly to either one of those parameters. In order to study their individual influence we work with three particular setups (A, B, C)

Table 1. Parameters for the different simulated particle types. Symbols are given according to the results presented in following figures. The forth column describes in which study the concerned species is implied.

| Type | $r(\mathrm{~mm})$ | $\rho\left(\mathrm{kg} / \mathrm{dm}^{3}\right)$ | Setup | Symbol |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.5 | 2.5 | A | $\circ$ |
| 2 | 0.5 | 8 | $\mathrm{~A}, \mathrm{~B}, \mathrm{C}$ | $\bullet$ |
| 3 | 1.0 | 1 | B | $\bigcirc$ |
| 4 | 1.0 | 8 | C | $\bullet$ |

involving four different types of grains. Each type is described in table 1 and will be referred to in the latter by its corresponding symbol or number. In order to observe and to detail first phenomena, we investigated the system for fillings $N$ ranging between 500 and 4000 grains. In each simulation, the granular material is composed by two particle types of equal concentration and is driven during 10 seconds. Note that for all runs, we fixed the values of $\varepsilon=0.9$ and $\mu=0.7$.

The presence of dynamical clustering and segregation in the system can be highlighted by the Probability Density Function (PDF) of the positions of the grains. On the one hand, gas-like systems present distributions close to uniform laws since the granular material is spread evenly through the entire cell. On the other hand, the distributions of each particle type can be compared one to another in order to detect a demixing of the system. A summary of the encountered behaviors is given in fig. 2 that presents the results for the setups A, B and C for $N \in[1000,4000]$ according to the symbols in table 1. Depending on the components of the granular mixture and the number of particles, different dynamical behaviors are reported:

### 3.1 Setup A: Grains of same sizes but different masses

When a mixture of granular types 1 and 2 is driven, several dynamics can be encountered depending on the filling of the system. Indeed, by analyzing the distributions of both species, severe differences appear as one can note in the top row of fig. 2. For a diluted case, both distributions are typical for a system in a gas regime since particles can be found everywhere in the system with roughly the same probability. In denser cases, one can assist to a migration of the heavy grains towards the center of the cell. Accordingly, their distribution is much more peaked about 0 than for the light particles. A similar phenomenon is encountered in rotating drums where the denser particles travel to the core of the system [35]. This behavior simply corresponds to a minimization of the kinematic energy in the systems. Please note that the segregation goes hand in hand with the formation of a dynamical cluster of heavy particles that coexists with a granular gas of light ones.

### 3.2 Setup B: Grains of same masses but different sizes

By considering the difference of density between the particles of type 2 and 3 , mass will play no more role in the


Fig. 2. Particle Density Function for the three presented driven mixtures of granular material. Large dots stand for large particles and filled dots for heavy ones. a) For grains of identical size, heavy particles gather in the central part of the cell and form a cluster once the filling is high enough. b) If both particle types are of identical mass, increasing $N$ leads to a cluster of small grains. c) If mass and size are different, one can observe the gathering of the large particles as well as a particular clustering of both species for large $N$.
grain-grain interactions and only geometric parameters as cross section and volume will influence the dynamics of the system. Like in case A, the distribution of both particle types depend on $N$ as presented in the central row of fig. 2. For low fillings, both curves are close one to another. However, they are not as horizontal as expected for a gas. This tendency to concentrate in the center of the system is the signature of the dynamical clustering effect. Indeed, since the granular type 3 has a radius that is twice as large as the radius of type 2 , the global packing fraction of the system increases dramatically. Accordingly, for the same total number of grains this setup corresponds to a denser system than the first one. For larger fillings, the distribution of the small grains presents a wide peak in the central region while the large grains spread like in the gaseous case. Both particle types have segregated and one observes a dynamical cluster of small grains surrounded by a gas of large one. Once again, this is the most favorable configuration in terms of kinematic energy. Indeed, given their important cross section, the large particles are slowed down more efficiently than small ones.

### 3.3 Setup C: Grains of different sizes and masses

Since the particles are made of the same material, both the mass and size effects can lead to segregation. It is interesting to note that the effects presented in the setups A and B will counteract in this third version since the largest spheres are also the heaviest. We realized simulations with a mixture of particles of type 2 and 4 and the
corresponding distributions are represented in the bottom row of fig. 2. Opposite to both previous cases, the dilute system presents already a slight difference in the distributions of the small and the large grains. At this state one cannot speak properly of segregation. Nevertheless, it seems that the heavy particles are more likely to be found in the central region of the cell. This behavior can be explained with regards to the setup A. Indeed, in a dilute system, the interaction between particles is low and thus the mass effects overtake the size effects. Increasing the number of particles leads to a more stressed difference between both distributions. Segregation and clustering are observed simultaneously. However, above some critical packing fraction, small particles are also likely to be found in the center of the system. Indeed, in this region, the local density is high and accordingly the size effects become important compared to the mass effects. As in setup B, this configuration leads to a gathering of the small grains in a central region. The system is finally composed of a dense cluster of small and large grains surrounded by a gas of small particles. Consequently, the system is no longer segregated.

## 4 Phase diagram

From now on, we will focus on the setup designed for the SpaceGrains project. The parameters of the system correspond to what has been presented in the subsection C. However, the number of small and large spheres, noted respectively $N_{S}$ and $N_{L}$ can be tuned independently. We


Fig. 3. (Color online) Overview of three typical regimes that are observed. From left to right on can see a gas phase (G), a cluster of only large particles (CL) and a cluster composed by both particle types (CB). Couples of numbers correspond, respectively, to $N_{S}$ and $N_{L}$.

Table 2. Possible outcomes of the Kolmogorv-Smirnov test comparing the particle distributions against a uniform law. $H_{0}$ : the null hypothesis cannot be refuted, the corresponding distribution is accepted as uniform. $H_{1}$ : the null hypothesis is not valid, the concerned granular type presents a spatial inhomogeneity (i.e. clustering).

| Dynamical regime | Small | Large |
| :--- | :---: | :---: |
| (G) gas phase | $H_{0}$ | $H_{0}$ |
| (CL) cluster of only large particles | $H_{0}$ | $H_{1}$ |
| (CS) cluster of only small particles | $H_{1}$ | $H_{0}$ |
| $(\mathrm{CB})$ cluster of both particle types | $H_{1}$ | $H_{1}$ |

realized 150 predictive simulations for couples $\left(N_{S}, N_{L}\right)$ ranging in the interval $[0,4500] \times[0,2100]$ in order to establish a phase diagram recovering the encountered dynamics. Each simulation starts with independent initial conditions. Figure 3 gives an overview of the three typical regimes that are observed. From left to right, one can see a gas phase (G), a cluster of only large particles (CL) and a cluster composed by both particle types (CB).

The detection of each regime can be realized via two Kolmogorov-Smirnov (KS) tests [19], evaluating the uniformity of the distributions of small and large grains along the $z$-axis of the system. Both granular types are tested separately starting with a null hypothesis $H_{0}$ of uniformity that correspond to the gas regime. If $H_{0}$ is rejected, what we note $H_{1}$, the system can no longer be considered to be homogeneously distributed and is qualified as clustered. In addition to this statistical criterion, we also impose a minimum size of one granular layer to a cluster. This last condition verified, table 2 summarizes any possible outcome of the tests.

Applying the above detection method to all our simulations allows us to define the frontiers between the encountered dynamical regimes and to place them on a $\left(N_{S}, N_{L}\right)$ phase diagram. Figure 4 describes with small (respectively, large) triangles the detected transition points relative to


Fig. 4. (Color online) Phase diagram describing the different dynamical regimes of the system. Shaded frontier zones recover the transition points that are detected according to our statistical and geometrical criteria. Dashed lines give the minimum cluster sizes. Simulations corresponding to fig. 3 are represented by grey (green) squares.
the clustering of the small (respectively, large) particles. Dashed lines give the minimum cluster sizes, hollow triangles correspond to a KS test with a level of significance $\alpha=0.05$ and filled to $\alpha=0.01$. Taking account of the dispersion of these points, three transition zones can be obtained. Consequently, the diagram is divided into four subsections corresponding to the different regimes of the system. G is found in the lower left corner of the diagram. CL is present for wide ranges in the centre of the diagram. However, in our configuration, it cannot exist in a pure system so that the presence of small particles is necessary. On the contrary, CS is only present in a pure small grains system for $N_{S}>3250$. Finally, CB comes up even twice. The upper part corresponds to a cluster of large particles surrounding a cluster of small ones whereas the lower part consists in a cluster of mainly small grains containing locally some large ones. The grey (green) squares correspond to the simulations presented in fig. 3. A closer look at this diagram highlights two intriguing transitions. Starting with a small number of large particles and adding more and more small ones into the cell will lead to a dynamical clustering of the large grains. Accordingly, injecting gaseous, hot, granular material into the system will cool it down. Starting with a pure cluster of small particles and adding large ones has the opposite effect. First, both granular types contribute to the cluster but, once enough large grains are present, most of the small ones are forced into the surrounding gas phase. In this configuration, adding cold granular material in the system will warm it up.

As mentioned in the previous section, the formation of CL leads to a demixing of the system. In order to validate this assumption, we measured the segregation intensity $I_{s}$ proposed by Windows-Yule et al. [40] in the constraintfree zone of our system. As expected, the highest values are obtained in the region corresponding to a cluster of large particles. Considering the latest interest of international space agencies and private companies in a possible
mining of asteroid and other near-Earth objects [41] ${ }^{1}$, the understanding as well as the control of segregation in microgravity is of broad interest. Note that, opposite to traditional methods as sieving or sedimentation, we achieve to separate different grain species without the help of gravity or buoyancy.

All the transition lines presented in fig. 4 are guidelines for the eyes. Nevertheless, in the following section we develop an integrative model allowing us to describe the gas-cluster transition.

## 5 Modeling the transition

According to our previous work [30], the formation of a dynamical cluster is strongly linked to the balance between the energy propagation and the energy dissipation during a period of excitation. The energy injected by the pistons, stirs up the granular material and therefore fluidizes the system. On the contrary, the successive collisions between particles lead to a loss of energy and a collapse of the granular gas. Depending on which behavior is dominant, the system is rather in a gas or a cluster regime. In order to determine the impact of these different mechanics, we compared the two typical timescales of the system i.e. the Haff time $\tau_{H}$, which characterizes the cooling of the system [42] and the energy propagation time $\tau_{P}$. Given the poly-dispersity of the granular media, it was not possible for us to obtain an analytical expression for $\tau_{P}$. Nevertheless, we could evaluate the edge between the gas and the cluster regime by numerical integration.

A grain that travels from one side of the cell to the other realizes on average a displacement $\delta$. The number of collisions $n$ that this grain will encounter can be derived from the filling of the system

$$
\begin{equation*}
n=\frac{N_{S}}{N}\left(\gamma_{S S} \eta_{S}+\gamma_{S L} \eta_{L}\right)+\frac{N_{L}}{N}\left(\gamma_{L S} \eta_{S}+\gamma_{L L} \eta_{L}\right), \tag{1}
\end{equation*}
$$

where $\eta_{S}$ (respectively, $\eta_{L}$ ) is the number density of the small (respectively, large) particles and $\gamma_{i j}=\pi \delta\left(R_{i}+R_{j}\right)^{2}$ is the effective collisional volume for a grain $i$ colliding with a grain $j$. The energetic transfer through the system can then be seen as a dissipative chain reaction between $n+1$ grains and the Haff time can be defined by

$$
\begin{equation*}
\tau_{H}=\frac{2 \delta}{v_{0}\left(1-\varepsilon^{2}\right) n} \tag{2}
\end{equation*}
$$

where $v_{0}=2 \pi A f$ is the typical velocity of the grains. Mechanical energy coming from the pistons is also injected into the granular material via those collisions. If the energetic impulses have enough time to travel across the granular whole media and to fluidize it, the system remains in a gas-like state. In order to estimate this propagation time, we generate a random chain of $n+1$ particles in which
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Fig. 5. (Color online) Theoretical phase diagram describing the evolution of the ratio $\tau$ using a linear color scale. The curve corresponding to $\tau=1-3$ is in good agreement with our measures concerning the G-CL transition.
the proportion $N_{S} / N_{L}$ is roughly the same as in the entire system. The first particle of the chain takes off with a starting velocity $v_{0}$. Then, each collision will modify the velocity of the carried impulse by taking into account the coefficient of dissipation $\varepsilon$ and the masses $m_{i}$ and $m_{i-1}$ of the two successive impacting grains. The following relation is obtained:

$$
\begin{equation*}
\tau_{P}=\sum_{i=0}^{n} \frac{\ell_{i}-c r_{i}}{v_{i}}, \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{i}=v_{0} \frac{m_{0}}{m_{i}} \varepsilon^{i} . \tag{4}
\end{equation*}
$$

The corrective term $c r_{i}$, with $c=1.654$, takes account of the finite size of the system in regards to the radius $r_{i}$ of the particles [30]. The distance $\ell_{i}$ is the mean free path between the $i$-th and the $(i+1)$-th collisions and can be defined as follows:

$$
\begin{equation*}
\ell_{i}=r_{i} \delta\left(\sum_{j=0}^{n} r_{j}\right)^{-1} . \tag{5}
\end{equation*}
$$

Note that for a mono-disperse case $\ell_{i}=\delta / n$ for all $i$.
Using the latter method a thousand times for each couple $\left(N_{S}, N_{L}\right)$, the average timescales $\bar{\tau}_{P}$ and $\bar{\tau}_{H}$ are obtained and the transition is possible once their ratio $\tau=\bar{\tau}_{P} / \bar{\tau}_{H}>1$. Indeed, in this configuration the system cools down faster than the granular media is fluidized and consequently a cluster is formed. The transition curve can be visualized in fig. 5 by plotting iso- $\tau$ curves on the $\left(N_{S}, N_{L}\right)$ phase diagram. The red region corresponding to $\tau \in[1,3]$ is in good agreement with our previous measures concerning the gas-cluster transition. Indeed, the transition points between the G regime and any cluster state, which is represented by square symbols, lay all in the predicted region. Once again hollow symbols ( $\square$ ) correspond to a KS test with a level of significance $\alpha=0.05$ and filled ones (■) to $\alpha=0.01$. The small differences and the width of the transition zone can be explained by the fact
that $\tau=1$ is a minimum criterion based on a mean field theory meanwhile only one MD simulation was realized per $\left(N_{S}, N_{L}\right)$ couple. Nevertheless, one can note that the model recovers the fact that CL cannot be observed in a pure system of large particles.

## 6 Conclusion

We investigated numerically the dynamics of a driven binary granular gas within the frame of ESA's SpaceGrains experiment. The respective effects of mass and size differences between both granular species have been highlighted through molecular dynamics simulations and could be explained by simple energetic arguments. In the case of a mixture of bronze particles, for which both effects are present, a gaseous regime as well as two different clustered states can be encountered. We realized a complex phase diagram as a function of the filling numbers $N_{S}$ and $N_{L}$ in which the transitions are detected via statistical uniformity tests of the particle distributions along the vertical axis. For filling parameters corresponding to the central zone, a clustering of mainly large particles can be triggered. This phenomenon leads to a demixing of the granular media and could be used in order to sort out particles in microgravity. Finally, an iterative model based on the balance between the typical times of energy propagation $\tau_{P}$ and energy dissipation $\tau_{H}$ provides a theoretical frontier between gaseous and clustered systems of any kind.

This work has been supported by Prodex (Belspo, Brussels) and the European Space Agency program TT SpaceGrains. We also thank the T-REX Morecar project (Feder, Wallonia) for supporting the development of our numerical model.
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# BRIEF COMMUNICATION OPEN <br> Segregation and pattern formation in dilute granular media under microgravity conditions 

Eric Opsomer ${ }^{1}$, Martial Noirhomme ${ }^{1}$, Nicolas Vandewalle ${ }^{1}$, Eric Falcon ${ }^{2}$ and Simon Merminod ${ }^{2}$


#### Abstract

Space exploration and exploitation face a major challenge: the handling of granular materials in low-gravity environments. Indeed, grains behave quite differently in space than on Earth, and the dissipative nature of the collisions between solid particles leads to clustering. Within poly-disperse materials, the question of segregation is highly relevant but has not been addressed so far in microgravity. From parabolic flight experiments on dilute binary granular media, we show that clustering can trigger a segregation mechanism, and we observe, for the first time, the formation of layered structures in the bulk.


npj Microgravity (2017)3:1 ; doi:10.1038/s41526-016-0009-1

During the past decades space exploration and exploitation has remained in the spotlight of the scientific community and industry. Indeed, landing probes on distant planetoids, extracting rare earth elements on asteroids and 3D printing infrastructures on the Moon is as exciting as it could be lucrative. However, difficulties arise when it comes to the handling of regolith, the granular materials present on the surface of dusty celestial bodies. ${ }^{2}$ The physical ingredients of granular physics in space are straightforward: dissipative collisions, cohesion and electrostatic interactions for fine grains. For inelastic particles, i.e. with only dissipative collisions, a clustering of the granular material can occur. The latter phenomenon has been studied in microgravity since the nineties and was observed experimentally for the first time during a sounding rocket mission. ${ }^{3}$ Since then, many numerical and experimental studies in low gravity ${ }^{4-7}$ were realised mainly with mono-disperse systems. However, recent numerical studies ${ }^{8}$ indicate that the poly-dispersity of the granular media impacts strongly on its behaviour and may lead to segregation in zero $g$ even though the usual mechanisms responsible for this phenomenon rely on the presence of gravity.

Here, we present novel experimental results from the European Space Agency's parabolic flight campaign PFC64 exhibiting spectacular pattern formation within a binary granular system under microgravity conditions. Our experiments were performed within the framework of the VIP-Gran instrument, whose setup consists in a $45 \times 30 \times 5 \mathrm{~mm}^{3}$ rectangular box in which two opposing walls $\left(30 \times 5 \mathrm{~mm}^{2}\right)$ act as pistons. They oscillate sinusoidally in anti phase along the longitudinal axis ( 45 mm ) of the box with a typical amplitude of 3 mm and a typical frequency of 20 Hz . We studied four different granular loadings composed of $N_{s}$ small and $N_{1}$ large bronze beads with respective diameters $d_{\mathrm{s}}=1$ mm and $d_{1}=2 \mathrm{~mm}$. Both species have respective masses $m_{\mathrm{s}}=4.8$ mg and $m_{1}=38.4 \mathrm{mg}$. The restitution coefficient for the different types of collisions were not measured experimentally. However, given the low grain velocities encountered in our experiment, a value of $\varepsilon=0.9$ can be assumed for bronze-bronze interaction ${ }^{9}$.

The initial loading of the cell is 80 large beads; we then inject sequentially two slots of 500 small particles and a slot of 150 large
ones. This leads to volume fractions $\phi$ between $3 \%$ and $17 \%$ corresponding to low-density regimes. The parameter $\phi$ is defined as follows:
$\phi=\phi_{\mathrm{s}}+\phi_{1}=\pi \frac{N_{\mathrm{s}} d_{\mathrm{s}}^{3}}{6 V}+\pi \frac{N_{1} d_{1}^{3}}{6 V}$,
where $V$ is the volume of the cell. While shaking the system in microgravity, four different dynamics are observed: First, the monodisperse system exhibits typical dilute granular gas dynamics. Particles move erratically and are equally distributed everywhere in the container (Fig. 1a). After the injection of 500 small particles, clustering occurs. However, given the dissipative nature of the collisions, the large beads cool down more rapidly than the small ones and migrate toward the centre of the bulk (Fig. 1b). An analogous segregation phenomenon, relying on the gradient of granular fluctuation energy, has been observed in the case of a collisional granular shear flow. ${ }^{10}$ If one continues to increase $N_{s}$, small particles also contribute to the cluster, but the kernel of the bulk remains mainly composed of large grains (Fig. 1c). Once the additional 150 large beads are added into the system, the structure of the bulk changes dramatically. More and more small beads contribute to the cluster and force the large ones towards the interface with the surrounding gas (Fig. 1d). Finally, the system exhibits a complex pattern constituted of successive layers with alternatively high concentrations of small and large particles. Although this particular behaviour was theoretically predicted, ${ }^{11}$ it is the first time that such pattern is experimentally observed in microgravity.
In addition to our experiments, we realised Soft Sphere Discrete Element Method simulations of our setup and established a $\left(\phi_{s}, \phi_{1}\right)$ phase diagram presented in Fig. 2. Normal contact forces are modelled via a linear spring-dashpot. Tangential friction forces are proportional to the sliding velocity and are bounded via Coulomb's criterion. For all types of contacts, the restitution coefficient is fixed to $\varepsilon=0.9$ and the friction coefficient to $\mu=0.4$. As described in Opsomer et al. ${ }^{8}$ the clustering of the individual granular species can be detected via a statistical uniformity test and the frontiers between the different dynamical regimes can be drawn accordingly. Granular gas is found in the lower left corner
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Fig. 1 Snapshots (bottom view) during experiments (top) and simulations (bottom). Large beads are highlighted with coloured circles. In the system with 80 (a) large beads, granular gas is observed. After the addition of 500 (b) and 1000 (c) small particles, segregation occurs and the large beads gather in the central bulk. Then 150 additional large grains (d) are injected and a complex pattern arises. The sinusoidal forcing is along the horizontal axis


Fig. 2 Phase diagram obtained via numerical simulations by varying filling concentrations of $\phi_{\mathrm{s}}$ and $\phi_{\mathrm{l}}$. Clustering of the individual species is detected using a statistical test of uniformity of the particle's positions in the cell. Different colours and symbols are used depending on the detected regime. Solid curves serve solely as guides. Large square symbols correspond to experimental conditions Fig. 1
of the diagram (red). Segregation is observed for a wide range of fillings in the central region of the diagram (orange). Clustering of both particle species is encountered for high numbers of small grains, in the lower right corner (blue). Stripy patterns can only be found for the highest filling values, in the upper right corner (green). Snapshots of all presented experiments as well as corresponding simulations are compared in Fig. 1. Large beads are highlighted with coloured circles. Filling increases from left to right and the sinusoidal driving is along the horizontal direction.
We observed, for the first time, segregation coupled to complex pattern formation in a driven binary mixture of grains under microgravity conditions. Our results are intriguing since the usual mechanisms responsible for segregation, such as convection and percolation, all rely on the presence of gravity. Our work could lead to a better understanding of the surface properties of dusty planetoids and enhance the handling and transport procedures of granular materials in space.
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## Conclusion and perspectives

In this work, we have studied numerically and experimentally the clustering that can occur in excited granular systems. The numerical study was realized using a homemade SSDEM software developed in order to prepare the experiments. The latter, commissioned by the European Space Agency (ESA) under the SpaceGrains project, were carried out using the VIP-Gran-PF instrument during Parabolic Flight Campaigns (PFCs).

Our first goal, which was realized over five years, was to experimentally verify the gas-cluster frontier theoretically and numerically obtained [36] at the very beginning of the project. Five PFCs were necessary in order to reach our objective. During this study, three different dynamical regimes were observed, i.e. granular gases, clusters, and bouncing aggregates, in the images provided by the instrument. We have developed an original image processing method that allows, from the twodimensional images, to reconstruct the three-dimensional density distributions in the system. Comparing these distributions with uniform distributions using a statistical test gave the state of the system for a wide variety of parameters. We were able to validate the phase diagram that had been previously constructed using numerical simulations [36]. Concerning the bouncing aggregate regime, which was unexpected in the VIP-Gran geometry, we modified an existing model [63] thanks to which the emergence of this regime can be predicted.

In parallel to our experimental work, we realized numerical simulations in order to study the growth of clusters. Actually, the granular gas is a relatively well known state but the dynamical cluster, as an entity, still had to be investigated. By varying the number of particles in an excited granular system, we observed different clusters of different structures. We identified these structures first by sorting the grains using a local criterion and then by studying the occupancy of the cell by the clustered particles. We defined this occupancy as the regions of the cell that are often visited by the particles belonging to the cluster. Then, the structures being identified, we turned our attention to the mean packing fraction of the gas and the cluster and showed that the mechanism behind the growth is that the gas has to maintain a constant packing fraction, similar to a kind of saturating vapor pressure in the system. We finally showed that the growth of the cluster was made on its surface by capturing gaseous grains. Unfortunately, this numerical research can not be tested experimentally since the VIP-Gran-PF instrument does not allow to take the appropriate measurements.

Another numerical study concerning the structure of clusters has been performed by mixing two different types of particles, i.e. small and large particles, within the VIP-Gran 3D cell. In this study, the impact of mass and size have been investigated and we found that a segregation between both species can occur, in one case as well
as in the other. We were able to explain the observed segregation patterns by using physical arguments, that is, minimization of the energy of the system. For a system composed of two species of the same mass but of different sizes, the loss of energy is equal for all types of collision. As a consequence, this is the collision rate that has to be the highest as possible. The collisions are promoted if the largest particles remain in the gas, leaving the small ones to agglomerate in the center of the cell. For a system composed of two species of the same size but of different masses, the loss of energy is promoted for collisions between heavy particles. As a consequence, the energetic most stable configuration is the one where the heavy particles collide frequently. The cluster is thus made of heavy particles and surrounded by a gas of light grains. If both masses and sizes are different, both configurations can be observed as a function of the fraction of each species. Finally, by modifying the model for the gas-cluster transition, we have derived a phase diagram showing all different observed regimes.

During PFC 65, we dedicated parabolas to the observation of the segregation. In order to differentiate two different species of different masses and sizes, we performed the experiment within the quasi-2D cell. All the predicted regimes were observed.

In our last numerical study, we studied the dynamics of a cluster, surrounded by an excited granular gas, all of it submitted to an asymmetrical excitation in a parallelepiped or conical cell. We investigated the position of the center of mass of the system (defined as the equilibrium position of the cluster) as well as the natural oscillations of the cluster around its equilibrium position. We developed a mathematical model, based on a momentum balance, that link together the asymmetry of the system to the equilibrium position and to the pulsation of oscillation of the cluster. The latter was found to also depend on the mass of the cluster (i.e. the number of particles it contains) and the frequency of the driving. This momentum based model is only valid for the parallelepiped box. The modeling for the cones is still under development.

We performed a lot of experiments, recording about 16 Terabytes of images, which attempt to be treated. These experiments concern the behavior of intruders in a granular gas, the behavior of a mobile wall placed in between two granular gas of different densities, the possibility of creating granular osmosis and the gas cluster transition in the case of elongated particles. Moreover, our experimental work has shown that the level of microgravity achieved in parabolic flights is not sufficient if the cooling or the convection had to be study within the VIP-Gran-PF instrument. Furthermore, we show that the initial conditions of filling could displace the gascluster transition. For these reasons, ESA decided to develop another version of the VIP-Gran instrument which is adapted to the International Space Station. This instrument is currently in development and will be launched in orbit in the very near future.
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