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Abstract

User stories (US) are the most commonly used requirements artifacts within agile methods such as XP and Scrum. They are written in the form of text of maximum two lines in natural language using prose or following a specific template. Traditionally, they are written down on an index card and posted on a wall or whiteboard for analyzing and monitoring the progress of the project. This performs well when the number of US is limited; but not so well when the number of US is large. In practice, many templates have been proposed with no semantic associated to each syntax used in the templates. This leads to a series of issues looking alike different stakeholders interpreting the purpose of the US differently and results in making the whole set difficult to structure and analyze. In the end, this translates in misinterpretation of requirements.

This thesis starts with studying existing US templates in order to build a consistent unified model for their use with, for each keyword, a syntax and associated semantic. Particularly, this thesis studies US templates following the structure: As [WHO], I want [WHAT], so that [WHY]. Additionally, we also build a derived graphical representation for representing a US set to better analyze dependencies and alternatives of US. This notably allows building a view of the system-to-be on multiple aggregation level. A coarse-grained view can help the development team to better manage the life cycle of the application development by selecting relevant US to be developed within the coming iteration(s). Additionally, a fine-grained view allows dealing with the details of the functions to be developed.

This thesis is organized as follows. Part I introduces the work. Part II presents the related literature review—i.e., agile software development, requirements engineering and requirements engineering in agile methods. Part III exposes the unified model for US template which is the pillar of the thesis and is used as a foundation for the other contributions of the thesis. The unified model was constructed based on empirical data collected from the web and scientific literature. The adopted concepts are the Role in the WHO dimension; the Capability, Task, Hard-goal and Soft-goal in the WHAT dimension; and, finally, the Task, Hard-goal and Soft-goal in the WHY dimension. We also provide a well-defined semantic associated to each of these syntaxes; most of them come for the i* framework. Part IV presents the Rationale Tree (RT), a goal-based graphical representation for representing US sets. It indeed allows analyzing the dependencies between US set in a US set—this allows us to better understand the implications in terms of business value offered by their development as well as to get a multiple level view of the system-to-be. Basically, a RT is built out
of a US set tagged following the proposed unified model. This part also exposes an empirical study on the ability of understanding the constructs of the unified model for tagging a US set and ultimately building a RT out of a US set. The experimentations were conducted with 3 groups: IT Students, Business Students and Researchers. The results have shown that, when tagging a US, identifying the right concept—especially for functional elements where granularity plays an important role—can only be done when evaluating a consistent US set as a whole and thus not on an individual basis. Part V provides an alternative approach for graphically representing a US set based on the (industry adopted) Use-Case model. The latter model is nevertheless intended to only provide a coarse-grained representation of the system-to-be. Finally, Part VI concludes the thesis and discusses future work.
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Part I

Introduction
Chapter 1

Introduction

This chapter introduces the whole thesis. This chapter is organized as follows. Section 1.1 overviews our research context in software development. Section 1.2 provides the reading map and contributions of this thesis. Finally, Section 1.3 discusses the limitations of the thesis.

1.1 Research Context

For decades software has been developed in order to make use of the full potential of hardware. With the evolution of the ideas and concepts in the Information Technology (IT) field, the potential use of software systems has drastically grown. It is now of vital importance for organizations to have adequate IT tools; these at best bring a competitive advantage and at worse allow to compete with the same tools as competitors. In parallel, the complexity of the working environment has significantly evolved and continues to evolve leading to the necessity of having the right methodological tools within a defined IT adoption situation. Large software developments can indeed hardly be developed in an ad-hoc manner. Therefore, professionals need to follow a defined set of practices grouped in a development methodology. Nevertheless, if the latter is too rigid in its Project Management (PM) or poorly defines adequate Engineering Practices (EP), its application may lead to an incapacity to adapt to requirements changes coming directly from the user or from the software environment.

In order to properly deal with scalability without killing all the potential for changes and innovations along the development life cycle, a right balance has thus to be found within the amount of PM activities as well as the relevant EP and their level of formality. Too rigid PM practices hamper communication with stakeholders (such as the ability to detect changes that need to be made) as well as the management of the implementation of the changes identified. On the opposite, no PM at all leads to chaos. Similarly, well designed requirements, design, implementation, test, ... models (part of the method’s EP) allow to represent complex software problems and solutions in relevant manner. Ideally, these should allow an adequate and aligned representation of what users are truly expecting from the system. If such models are expressed in natural language, everything can be said or expressed. If they are expressed in a very formal manner, they lose part of their expressiveness but will be more
straightforwardly to use (or even possibly automated) for forward engineering activities, consistency checking, traceability and other EP. The right balance has thus to be found depending on the nature of the covered software problem.

In software problems of limited size where innovation is important, little or no PM can be performed in order to allow immediate adaptation of the software product when changes occur in the user requests or enterprise environment. The method can then essentially focus on EP. If the software problem is broad(er) in size, the software solution is likely to support (more) complex processes. In such a case, PM activities are necessary in order to coordinate the different parts of the system; formal EP including precise software modeling also increase in importance in order to coordinate (engineering) activities and be able to capture all of the aspects of the software problem and solution. In such a case, iterative and incremental development through sets of short iterations allows PM activities to guide the production of relevant artefacts yet allowing to make changes and learn through user experience. Finally, in huge software projects, PM activities are a must have and advanced EP should allow the representation and realization management of complex processes on multiple levels of granularity. Iterative and incremental development is here also from primary importance but since the software problem is larger in size, the scope elements for each iteration can be broader with a possible impact on the iterations’ duration.

The initial aim of this doctoral thesis is to overview the potential improvements that can be made to agile methods on the basis of their requirement representation artifacts (which is part of its EP). We take the perspective that such improvements can only be identified/shown/proved if one or a set of dependable elements are changed at a time. Existing agile methods have reached various maturity levels and, within the improvements that we suggest in this thesis, the aim is not to evaluate this maturity or redefine entirely a method but rather to be able to anchor to existing methods to inherit its benefits and try to address some of its issues. This means that we intend to plug-in to existing agile software development methods to bring improvements on defined elements (starting from EP but also with an impact on PM).

More precisely, starting from the discussed findings and this research point of view, this doctoral thesis studies how we can improve an agile software development methodology starting from one of its core EP namely user story-based modeling. User Stories (US) are known for decades in the world of agile software development, they are simple sentences written in natural language possibly following a defined template. More specifically, we focus on the ones following a template that relates a WHO, WHAT and (possibly) WHY dimension to depict user requirements. These are typically found in the eXtreme Programming (XP) and Scrum agile methods. The willingness is to improve the requirements engineering stage by better managing US in order to deal with scalability issues often reported as problematic in the world of agile methods.

For this purpose, US models and their structure need to be carefully analyzed and rationalized in order to exploit them in a systematic manner. The opportunity for more structuring of US and their constituting elements make sense only if filtering can be done on the basis of elements granularity. This is
the purpose of defining precise semantics associated with accurate syntaxes for tagging US elements. This way we can distinguish the nature and granularity of US elements to reach the first objective of this thesis unifying US-based modeling.

When unified US-based modeling can be reached, the opportunity for a graphical representation of US can be studied. Goal-Oriented Requirements Engineering (GORE) with its advanced representation abilities is chosen, in the doctoral thesis, for building a graphical representation of US elements in the form of a Rationale Tree (RT). The interpretation of the US elements nature and grain is tested among groups of students and researchers. In parallel of US modeling, the industry has also adopted UML Use-Case models for the representation of coarse-grained requirements. Bridging those views is promising on the condition that they may be kept consistent. Together, these contributions aim at fulfilling the second objective of the thesis improving the requirements engineering stage of agile methods through graphical representation of structured US elements.

Finally, all these contributions, once applied within an agile method, have an impact on the overall PM of the agile project. More specifically, the graphical requirements models (i.e., through the RT or the Use-Case approach) built-up can be used for life cycle management. Indeed, scope elements can be identified graphically. They then can be used as scope elements for iterative planning within the planning game. Along the contributions, we will thus discuss the third contribution of the thesis improving the life cycle management of agile methods through requirements models.

1.2 Reading Map and Contributions

This thesis consists of six parts and nine chapters. Figure 1.1 provides the structure and reading map of the thesis. Between the parentheses of some chapters is the name of the conference in which the content of the chapter is published.

This doctoral thesis starts with a general literature review; Chapter 2 positions the domain of agile software development methods, Chapter 3 provides a basic overview on requirements engineering, and Chapter 4 overviews the requirements engineering techniques used in agile methods. The purpose of each of these chapters is to develop a general overview of the subject without relating each element of theory to a specific scientific contribution of the thesis.

The dissertation has, indeed, been built as a set of individual contributions presented individually from Chapter 5 to 8. For each of these chapters, the specific contributions, related work and research method are systematically discussed in the chapters themselves.

Chapter 5 overviews the different US templates available in formal (i.e., scientific publications) and informal (e.g., blogs, web sites, ...) sources. It associates semantics from GORE framework to each of the keywords (syntaxes) found. After a selection process, a unified (meta-)model for US templates is built. This contribution is validated on sets of examples. It constitutes the main pillar (foundation) onto which all the other contributions are built.
Chapter 6 overviews how a RT can be built using the US unified model. The tagging of US elements gives information about the nature and granularity of elements; with the use of that information a first graphical representation can be made. Then by domain analysis, US elements can be graphically linked for analysis. Consistency, alternatives, scope elements for PM, etc. can be studied from the graphical representation. The feasibility of the proposal is shown on an illustrative example in the field of carpooling.

Chapter 7 overviews the perception of software modelers of the RT built up in chapter 6. Modelers are made of groups of students and researchers; their perception of the elements’ granularity and the links they identify between the US elements is evaluated through their overall performance on two modeling exercises. The performance is then balanced through their modeling experience.

Chapter 8 overviews another graphical notation for US models. GORE models are, on the opposite of UML Use-Case models, far from being industry adopted. That is why we consider using the US template meta-model in order to build a UML Use-Case diagram serving as a complementary (and not concurrent) graphical view to the US set. The feasibility of the proposal is shown on an illustrative example in the field of carpooling.

1.3 Limitations

Once again, the limitations for each of the developed contributions are depicted on a case by case basis in the relevant chapters; we will here overview the limitations of model driven development based on US in the fashion of the contributions of the thesis.
1.3 Limitations

The adoption of the contributions of the thesis in real life cases widely depends on the consistency of the input US sets as well of the adequate tagging and domain analysis performed on the basis of the US elements. The consistency in requirements can be evaluated using the RT but a completely inconsistent US set will require a lot of further domain analysis activities; this has a strong impact on the cost of applying that contribution.

We also highlight that:

- All the contributions developed in this thesis need to gain maturity through their use. In this dissertation, we indeed have applied most of the elements just on one to a few cases. However, it should be tested on more case studies so that the knowledge of the issues related to the practical application can be highlighted. This is particularly true for building the RT where only an accumulation of empirical data can lead to better guidelines and a higher level of automated support;

- We have several times identified scope elements for managing the iterative development life cycle but did not furnish a whole method in order to manage them. Custom work could be done in order to give ways to identify critical requirements to be prioritized first for prototyping in the iterative development life cycle;

- The contributions of this thesis are mostly designed for software problems not aiming to support heavy industrial processes with lots of realization paths. To such an end, other processes allowing workflow based modeling are often better suited.
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Literature Review
Chapter 2

Agile Software Development

This chapter provides a brief and basic introduction to agile methods. The latter constitutes the software development methodology’s family in which the contributions of the thesis take place.

This chapter is structured as follows. Section 2.1 provides historical background on agile methods and their evolution. Section 2.2 exposes the agile manifesto and a recent survey on most adopted agile methods. Section 2.3 exposes two agile methods—i.e., eXtreme Programming and Scrum. Finally, Section 2.4 concludes the chapter.

2.1 The Emergence of Agile Methods

Since the emergence of software in the 50s, many software development methodologies have been proposed and developed in order to reduce software cost and produce software satisfying user needs with an adequate level of quality [83, 93]. Agile Methods have emerged in 2001 as a reaction to traditional development methodologies lacks; AgileManifesto [94] acknowledges the “need for an alternative to documentation driven, heavyweight software development processes”. Generally speaking, the traditional methodologies are characterized as plan-driven, document-oriented, process-oriented and based on formal communication [2, 81, 116, 131]. In ‘traditional’ software development methodologies, the new software is built using a predefined and extensive plan that is strictly followed during the development cycle [86]. In addition, each phase finishes with well-defined documents so that they can be used in the next phase by the same or another team [81, 121]. Just to name a few, traditional methodologies include the V-model [54], the Spiral Model [18], the Rapid Application Development (RAD) [95], or the Rational Unified Process (RUP) [78].

The waterfall model proposed by Royce in the 70s is the oldest development life cycle in the software engineering history [81]; it provides the basis for software development activities. The waterfall model consists of a series of sequential activities and each activity must be finished before the next one can start. It begins with elicitation and documentation of the complete set of requirements followed by software design, implementation, and testing; the software is fully delivered at once at the end of the project. In addition, each
step is planned in detail with formal documentation and strictly followed during the development [131].

The waterfall model works well for projects where requirements can easily be determined in advance, but does not perform well for the development of user-intensive software projects and/or for key innovative projects. Indeed, according to Larman and Basili [81], many waterfall-based projects reported failure during the 80s and recommended that software should be developed iteratively and incrementally. The perceptions of requirements as well as the requirements themselves are likely to evolve [48, 81, 119]. In addition, customers have difficulty in stating their needs at the beginning of the project and expect more from their software [81, 131, 153].

Developing software iteratively induces producing an executable release at the end of each iteration. Customers are thus able to evaluate a concrete product in order to provide feedback leading to refining or add new requirements for the next iteration. Meanwhile, developing software incrementally allows the same requirement to be addressed into multiple iterations starting with basic support and progressively developing into full workable software. Therefore, strictly defining and fixing requirements early on into the project is not a relevant practice in user-intensive software development. Several methodologies such as Spiral, V-model, RAD and RUP were later proposed to fix the problem of the waterfall model. However, these methodologies are still process-oriented, document-oriented and plan-driven [2].

Meanwhile, practitioners in the industry were also seeking for new ways for developing software due to the aforementioned flaws of the waterfall approach. They made experimentations with real software development teams using iterative and incremental development and other best practices in engineering field [2, 35]. As the result, many initiatives such as Scrum [126], eXtreme Programming (XP) [14], Dynamic Systems Development Method (DSDM) [133], Crystal [34], Feature-Driven Development (FDD) [107], etc. have been proposed under the name lightweight methodologies and later known as agile methods after the creation of the agile manifesto (see Section 2.2.1). These are iterative, incremental, less-documented and people-oriented. The latter methods are in fact inspired from the best practices of Toyota [59] which are described in the paper entitled “The new new product development game” [135].

Since the creation of the agile manifesto, many methods have been proposed under the category of ‘agile’. There are different views on what agility and agile mean. Nonetheless, most of agile methods are, in practice, a collection of different practices (or techniques) that share the same values and basic principles [35]. Figure 2.1 provides an overview of the evolution of agile methods; other agile methods exist in literature and practice. This figure has built from the presentation of Gaetano Mazzanti [ref2] and based on the research of Abrahamsson et al. [4].

1http://www.slideshare.net/mgaewsj/agile-principles-agile-people
2.2 Agile Methods

In this section, we explore the agile manifesto and discuss agile methods in practice. Section 2.2.1 exposes the agile manifesto and Section 2.2.2 provides the state of the art of agile methods in practice.

2.2.1 The Manifesto for Agile Software Development

The agile manifesto is the result of the meeting that took place at Utah, 2001 and made of seventeen software developers who are “representatives from eXtreme Programming, Scrum, Dynamic Systems Development Method (DSDM), Adaptive Software Development (ASD), Crystal, Feature-Driven Development (FDD), Pragmatic Programming (PP), and others sympathetic” [94]. The main goal of this meeting was to discuss the practices of each methodology that were successful in software development in the late 90s and to try to understand the common ground of each methodology. According to Sommerville [131], the manifesto is “a set of principles encapsulating the ideas underlying agile methods of software development”. The manifesto for agile software development consists of four values and twelve principles.

As can be derived from Figure 2.2, agile methods focus on individuals and interactions more than on processes and tools. Hunt [66] states that project success relies mostly on the people involved and the way in which they communicate more than on the processes, methodologies and tools that are used. In these methodologies, producing a working piece of software is more important than producing comprehensive documentation. This second principle entails three main implications for agile approaches [62]. First of all, since the project team focuses on the development of a system, only those documents that are actually required for the development process are produced. Secondly, the actual development of the system (i.e., coding) is started as soon as possible
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**Manifesto for Agile Software Development**

*We are uncovering better ways of developing software by doing it and helping others do it. Through this work we have come to value:*

- **Individuals and interactions** over processes and tools
- **Working software** over comprehensive documentation
- **Customer collaboration** over contract negotiation
- **Responding to change** over following a plan

That is, while there is value in the items on the right, we value the items on the left more.

Fig. 2.2 Agile manifesto values.

to improve the understanding of both developers and clients concerning the end product that has to be developed. The third and final implication concerns the certainty for the users that they get a bugless software solution that meets all their needs. The two other values comprise the intensive customer involvement and participation and the ability to respond to change.

The twelve principles of the manifesto are listed below. These principles are used for guiding the software development to support the four values of the manifesto. Table 2.1 shows dependencies between agile manifesto values and principles.

1. “*Our highest priority is to satisfy the customer through early and continuous delivery of valuable software*;
2. *Welcome changing requirements, even late in development. Agile processes harness change for the customer’s competitive advantage*;
3. *Deliver working software frequently, from a couple of weeks to a couple of months, with a preference to the shorter time scale*;
4. *Business people and developers must work together daily throughout the project*;
5. *Build projects around motivated individuals. Give them the environment and support they need, and trust them to get the job done*;
6. *The most efficient and effective method of conveying information to and within a development team is face-to-face conversation*;
7. *Working software is the primary measure of progress*;
8. *Agile processes promote sustainable development. The sponsors, developers, and users should be able to maintain a constant pace indefinitely*;
9. Continuous attention to technical excellence and good design enhances agility;

10. Simplicity—the art of maximizing the amount of work not done—is essential;

11. The best architectures, requirements, and designs emerge from self-organizing teams;

12. At regular intervals, the team reflects on how to become more effective, then tunes and adjusts its behaviour accordingly [94].

Table 2.1 Dependencies of agile manifesto values and principles (from [75]).

<table>
<thead>
<tr>
<th>Principle</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individuals and interaction over process and tools</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Working software over comprehensive documentation</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Customer collaboration over contract negotiation</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Responding to change over following a plan</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(x)</td>
<td></td>
</tr>
</tbody>
</table>

2.2.2 Agile Methods in Practice

Methods for agile software development consist of a set of practices and principles for software development that have been created by experienced practitioners. Agile methods can be seen as a reaction to plan-based or traditional methods which emphasize “a rationalized, engineering-based approach” [49].

Since the creation of the agile manifesto in 2001, agile methods have gained a lot of popularity due to their success in software development. According to the 2015 CHAOS report [61] published by the Sandish Group, agile methods are more successful and less failing comparing to waterfall-based ones. Figure 2.3 exposes the result of the CHAOS report related to success and failure of using agile and waterfall methods in software project.
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Fig. 2.3 The 2015 CHAOS report conducted by Sandish Group (from [61]).

According to the report conducted by the VersionOne in 2016 [143], Scrum has become the most popular agile methodology with a use of 58% in overall agile projects and XP has become unpopular with a use of only 1% (see Figure 2.4). XP has nevertheless been famous in the world of agile methods; it encompasses a lot of relevant engineering practices of software development like for example the User Stories, Pair Programming, Planning Game, Open Workspace, Continuous Integration and Collective code ownership. These techniques are still popular and used in many other agile methods. This can be seen in Figure 2.5; however, some names have been slightly changed but consist of the same practice. In addition, a practice as user stories does not appear but in fact, user stories are the main artifacts for performing Story Mapping. Therefore, user stories are also part of the most used techniques.
2.2 Agile Methods

Agile Methodologies Used
When asked what agile methodology is followed most closely, nearly 70% of respondents practice Scrum (58%) or Scrum/XP hybrid (10%).

Agile Techniques Employed
Continued...

Fig. 2.4 Survey of most adapted agile methods (from [143]).

Fig. 2.5 Survey of most adapted agile practice (from [143]).
2.3 Overview of the Main Agile Methods

Within this section, we provide an overview on the two agile methods—i.e., eXtreme Programming (XP) and Scrum. Interested readers about other agile methods could refer to [3, 4, 35, 49, 59]. Section 2.3.1 reviews the XP methodology and Section 2.3.2 reviews the Scrum methodology. The XP has been chosen because it focuses on relevant engineering practices for agile development while the Scrum integrates project management in the same family of methods.

2.3.1 eXtreme Programming

XP could be considered as a primary methodology that made agile software development get public attention; it was a dominant methodology in the late 90s to 2000 before the rise of Scrum [ref2]. XP had been developed by Kent Beck during his consulting time with Smalltalk projects in the late 80s and early 90s [15, 24]. It was created as an answer to the long development cycle of the waterfall model. XP focuses on software quality improvement and responsiveness to vague or rapid changes in customer’s requirements [4]; it has been built based on values of simplicity, communication, feedback, courage and respect [15]. The characteristics of XP are short development cycles, incremental planning, continuous feedback, reliance on communication, and evolutionary design [15]. It promises to reduce project risk, improve responsiveness to business changes, improve productivity throughout the life of the system, and add fun to building software in teams—i.e., all at the same time [24].

2.3.1.1 XP Roles

Following Beck and Andres [15], XP defines seven roles for running the XP project:

- **Programmer**: Programmers write the code and ensure it is simple to the best of their knowledge. They normally work in pair for writing the code;
- **Customer**: Customers write user stories, give the priority to each user story and set the scope of the implementation. Then, they write the test scenarios for each user story and make the acceptance tests;
- **Tester**: Testers help customers write the test scenarios and do the testing of the project progressively;
- **Tracker**: Trackers help programmers and customers better estimate their efforts for implementation by giving feedback on each iteration;
- **Coach**: Coach is the person who is responsible for the whole XP process. The coach guides programmers and customers to be in the XP process;
- **Consultant**: Consultant is an external person who possesses the specific knowledge that could help programmers when they encounter technical problems;

---
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- **Manager (Big Boss):** Manager takes the final decisions during the XP process.

2.3.1.2 XP Artifacts

Following Beck and Andres [15], the artifacts produced within an XP project are:

- **User Story Card:** It is an index card that contains a requirement in form of a user story. It also contains the short description of requirements, priority, effort, and test scenarios. Programmers use it for implementation, discussion and planning;

- **Task List:** It is a listing task that programmers need to build in order to accomplish a user story. This helps programmers to estimate the effort and planning;

- **CRC Card:** CRC stands for Class-Responsibility-Collaboration. It contains the responsibilities and collaborators of classes (Object-Oriented) that allow the team to do the design of the system;

- **Customer Acceptance Test:** The test scenarios that customers write in order to validate the implementation. Normally, it is writing on the user story card;

- **Visible Wall Graphs:** It is a graphical board on which the progression of the team is displayed—e.g., how many user stories are under development, tested and accepted? It allows the team to communicate and see the progress of the project. It is displayed publicly to everybody in the team.

2.3.1.3 XP Practices

Following Beck and Andres [15], the 13 practices of XP are:

- **Planning:** This practice represents the meeting between customers and programmers for the planning; it happens once per iteration. The planning game consists of two steps. First, programmers estimate the effort needed for implementation of each user story, second customers decide on the scope of the iteration. Finally, they together determine the release date;

- **Small/short release:** This practice encourages programmers to build small and workable parts of the system for customers in a short period of time. As a result, customers are able to give feedback early. If the release is accepted, it is ready to go-live. If not, a new version will be built in the next iteration;

- **Metaphor:** A metaphor is “an object, activity, or idea that is used as a symbol of something else” [ref3]. Instead of a formal architecture, XP uses a metaphor as a simple common vision of how the system works. It is simple, so everybody understands it and can use it to guide their design;

3http://www.merriam-webster.com/dictionary/metaphor
• **Simple design**: The team is recommended to produce the simplest possible solution that is implementable for now. The complex and extra code is not necessary and it needs to be discarded immediately. Programmers regularly ask themselves, *is it the simplest solution they have got?*

• **Testing**: Every function needs to be tested. The test plans are written by customers before the implementation. The test of each function has to be conformed to the test scenarios;

• **Refactoring**: At the end of each iteration, the team needs to restructure the system by removing duplication, improving communication, simplifying and adding flexibility. However, the behaviors or functionalities of the system are kept unchanged;

• **Pair Programming**: Two programmers work together, sitting side by side, on the same code on a single computer. One writes the code and the other reviews it. This results in better design, better testing, and better code;

• **Collective ownership**: The code in XP is not belonging specifically to any pair programmers, but to everybody in the team. Anyone is able to change any part of the code. This practice could be dangerous to some extent if someone works blindly on code (s)he does not understand;

• **Continuous integration**: The new code is integrated into the current system as soon as it is ready. The system is thus built many times a day; the integration test must pass for each new build. This ensures that the system keeps running properly;

• **40-hours week**: XP limits the working hour for programmers to only 40 hours maximum per week. No two overtime weeks in a row are allowed;

• **On-site customer**: The XP methodology requires customers to sit with programmers to answer questions, resolve disputes, and set priorities. It is not necessary with the real customers, but it could be proxy-customers;

• **Just rule**: Programmers need to respect several rules defined by the team. It is not a standard and rigorous rule. Teams can change rules to adapt to the culture of the team members. What is important is that everybody in the team understands and accepts to use these rules;

• **Open workspace**: It is preferable for the XP team to work in an open space. The configuration of the room should enable face-to-face communication of developers and direct discussion.

2.3.1.4 **XP Process**

Following Abrahamsson et al. [3], the XP process could be viewed as divided in six phases of which Figure 2.6 gives a graphical representation. These phases are:
• **Exploration**: During this phase, customers write requirements in the form of user story cards—i.e., function or functionality they want for the system. Each user story card consists of one and only one function or functionality. It is not necessary to have a complete list of the user stories in this phase, they can be added afterwards when the project evolves;

• **Planning**: Developers and customers, together, do the planning—i.e., the developers estimate the efforts for implementing each user story and customers, on their side, give the priority to user story and set the scope of the iteration;

• **Iterations to release**: Developers start to build the architecture of the system for the first iteration and then followed by a subsequent iteration of coding, testing and integration. Every new piece of function is tested and validated with customers before go-live. It is important in XP to keep the system running during the development;

• **Productionizing**: More integrated tests need to be done during this phase. The team members have to make sure that the system runs well with new functions. Developers have to repair the problem as soon as possible. Changes are still found during this phase and it could be treated in the next iteration;

• **Maintenance**: Customers use the system while developers keep developing and improving the system. If customers find a malfunction or unsatisfied function, they can inform developers team. It is possible for them to add new user stories. Developers, on their side, try to treat new user stories as early as possible in the following iteration;

• **Dead**: It is the final phase of the project. This phase could be happen in two different ways. If customers are happy with the system and have no more user stories to add. The system keeps running and generates business value for customers; it is a successful project. Therefore, the
team members produce some documentation for the system. If customers are not happy with the implementation they decide to stop the project; it is a failure project.

2.3.2 Scrum

The Scrum methodology was introduced for software development by Jeff Sutherland and later got the interests from Mike Beedle and Ken Schwaber in the early of the 90s. This methodology is inspired from the paper entitled “The new new product development game ” [135]. The term ‘scrum’ comes from a strategy in the game of rugby where it denotes “getting an out-of-play ball back into the game” with teamwork [134].

Following Abrahamsson et al. [4], Scrum focuses on the project management aspects for software development. It does not provide software development techniques, methods, and practices for the implementation process; it is free to developers to use any specific practice. Scrum works well together with XP and also with other agile methods [ref]. The three pillar concepts of Scrum are transparency, inspection, and adaption [136]. Another important aspect of Scrum is to have a common definition on what is defined as a completed item [136]. Basically, Scrum is an iterative and incremental method based on short time-box iterations (known as the black-box) of maximum 30 days which is known as a ‘sprint’; each sprint produces a piece of workable software.

Originally, Scrum only consists of practices. Later, the authors were inspired by the values of agile manifesto and finally came out with five values. Following Schwaber and Beedle [126], the five Scrum’s values are commitment, focus, openness, respect and courage.

2.3.2.1 Scrum Roles

Following Abrahamsson et al. [3], and Tsui et al. [136], the Scrum methodology principally consists of the three following roles:

- **Scrum Master**: Scrum Master is a new role in software development that was introduced by Scrum. This role ensures and keeps track of the team to follow the values and practices of Scrum, and facilitates every event of Scrum to keep the team productive. The Scrum Master is not a manager role, but it is rather a coach of the team; it is also part of the development team. The Scrum Master interacts with the development team, customers and also the management during the project;

- **Product Owner**: This role represents officially the voice of customers and ensures that the team delivers value to the business; the latter role is normally selected by the Scrum Master, customers, and management. The product owner is responsible for creating and prioritizing the Product Backlog, setting the scope of the sprint, and reviewing and accepting the software at the end of each sprint;

4https://www.scrumalliance.org/community/spotlight/mike-cohn/april-2014/scrum-xp-better-together
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- **Development Team or Scrum Team**: It is the development team of the project; it is usually constituted of 3 to 10 developers. It is a self-organizing team that is involved in estimating, creating the Product Backlog (described in the next section), decomposing task for implementation of each Product Backlog item, and reviewing Product Backlog, etc.

### 2.3.2.2 Scrum Artifacts

Scrum defines three main artifacts to be used for controlling the project [136, 156]; sometimes, they are also called as practices of Scrum [3]. These artifacts are openly accessible by everybody in the team [156] and are the following:

- **Product Backlog**: It is a list that stores the current requirements of the product; it does not constitute the complete requirements set of the software because the items that have already been implemented are discarded from the Product Backlog and other items can be added afterwards. An item of the Product Backlog normally consists of a feature, a functionality of the system and its priority; sometimes, it is a user story card;

- **Sprint Backlog**: It is like to the Product Backlog, but it is for a sprint; it is the subset of the Product Backlog. The Product Owner decides and selects which Product Backlog item should go into the current Sprint Backlog for the implementation; normally, it will produce a workable software at the end of the sprint. Every item in the Sprint Backlog is further decomposed in a set small task and each task is assigned to specific developer;

- **Burndown Chart**: It is the chart that displays the remaining efforts of the project. It is a tool for measuring the progress in software development [ref5]. It is updated at the end of each sprint by the Scrum Master. Figure 2.7 exposes the Burndown Chart.

![Burndown Chart](http://www.mountaingoatsoftware.com/agile/scrum/release-burndown)

Fig. 2.7 The burndown chart (from [ref6]).
2.3.2.3 Scrum Practices

Following Tsui et al. [136], the Scrum consists of four practices, sometimes called Scrum Events. These practices are:

- **The Sprint Planning Meeting**: It is happened before each new sprint starts; it involves Product Owner, Scrum team and Scrum Master. They define a general goal of each sprint which is a high-level success criteria for that sprint. The Product Owner gives the priority to the items in the Product Backlog and selects the items that are valuable for the current business and driven by the sprint goal; these items are later stored in the Sprint Backlog. The Scrum Team decomposes the Sprint Backlog items into small tasks and reorganizes the team for accomplishing the Sprint Backlog. Requirements changes and re-prioritizations are not allowed during the sprint;

- **Daily Scrum**: It is a short meeting (maximum 15 minutes) that occurs every day during the sprint. It is often called ‘Scrum’. The goal of the meeting is to make sure that the team members are on the track. It is a session of asking three famous questions: 1) What have you done since the last Scrum? 2) What will you do between now and the next Scrum? 3) What got in your way of doing work? If a member encounters a problem, (s)he can ask for help from others. This meeting is normally organized by the Scrum Master;

- **Sprint Review**: It is held one or two days before the end of the sprint. It is achieved for presenting the result of the sprint to the Product Owner, and customers; however, this event is informal. The participants review and assess the new release. During this review, participants determine what is finished and what is not; this results in productivity of the team which is measured as velocity, then the Scrum Master can update the Burndown Chart. The result of this review could bring out the new requirements—i.e., the Backlog items, and sometimes change the direction of the system being built;

- **The Sprint Retrospective**: It is held immediately after the Sprint Review; it does not take a long time. The Scrum Master and Product Owner are recommended to join this meeting. The team considers three things: What went well? What didn’t? and What improvements could be made for the next sprint? It is essential for the team to have this meeting for the self-evaluation and self-improvement.

2.3.2.4 Scrum Process

Following Abrahamsson et al. [3], the Scrum process could be viewed as divided in three phases of which Figure 2.8 gives a graphical representation. These phases are:

- **PreGrame**: Scrum starts with the requirements gathering by creating the Product Backlog. It is not required to have a complete Product
Backlog; the Product Backlog can be updated after each sprint. This phase is separated into two sequential steps: Planning and Architecture. During the planning, each item in the Product Backlog is estimated with priority and efforts for implementing that item, and the scope of the sprint is set—i.e., moving the selected items from Product Backlog to Sprint Backlog, with schedule and cost. The architecture defines how the items in the Sprint Backlog are implemented; it involves the system architecture modification and high level-design;

- **Development**: This phase is also called Game Phase. It is the phase that is known as the ‘black-box’; the team commits to the implementation of the Sprint Backlog. Any change including requirements, priority, efforts, etc. are not allowed;

- **PostGame**: It is the end of the project. The project can enter into this phase when there are no new requirements and clients agree on the system. It is time for the integration the whole system, global testing and documentation.

**2.4 Conclusion**

This chapter has presented the state of the art of the agile methods. Agile methods are a collection of methodologies that follow the four values and twelve principles of the agile manifesto. The manifesto aims at guiding agile methods rather than being a methodology on its own. Statistically speaking, agile methods are more successful than traditional methods. As a consequence, many agile methods have been proposed over the years. The agile methods are
generally characterized as iterative, incremental, less-document and people-oriented. In addition, this chapter has reviewed two agile methods—i.e., XP and Scrum—which are relevant to this thesis.
Chapter 3

Requirements Engineering: an Overview

This chapter defines, positions, and overviews the different aspects of the Requirements Engineering (RE) discipline. Basically, it focuses on relevant concepts of RE related to our research context.

This chapter is structured as follows. Section 3.1 positions RE with respect to the overall software engineering field. Section 3.2 discusses different levels of abstraction of requirements. Section 3.3 explores the dynamic dimension of requirements—i.e., the RE process. Section 3.4 exposes different categories of requirements. Section 3.5 explains the advantage of using natural language for writing requirements. Section 3.6 overviews the modeling approach for documenting requirements. Finally, Section 3.7 concludes the chapter.

3.1 Requirements Engineering Basic Notions

This section aims at providing general concepts related to RE. Section 3.1.1 defines the requirement concept, while Section 3.1.2 discusses different definitions of RE.

3.1.1 Requirement: Definition

The Merriam-Webster defines a requirement as “something that is needed or that must be done” or “something that is necessary for something else to happen or be done” [ref1]. This general definition of requirement highlights the notions of need and necessity. We will further overview the notion in the field of software development in the rest of the section.

The standard definition of requirement is provided by the Institute of Electrical and Electronics Engineering (IEEE standard 610—Glossary of Software Engineering Terminology) [69]. It is defined as “(1) A condition or capability needed by a user to solve a problem or achieve an objective. (2) A condition or capability that must be met/possessed by a system or system component to satisfy a contract, standard, specification or other formally imposed documents. (3) A documented representation of a condition or a capability as in (1) or (2) above”.

Following Hull et al. [65], IEEE24765-2010 [71], Pohl [113] and Van Lamsweerde [139], requirements can be defined as *unambiguous, testable and measurable statements*—based on the system-as-is and new technologies—that comprise a set of objectives, conditions, properties, capabilities, qualities, constraints and assumptions concerning the system-to-be. Within this context, the system-as-is comprises the current system that (partially) needs to be replaced by a new one (i.e., the system-to-be) for several possible reasons.

### 3.1.2 From Requirement to Requirements Engineering

RE is an emerging field that becomes a subarea of software engineering. The goal of RE is to make the requirements stage in software system development more systematic and disciplined [159]. The concerns of RE are the elicitation, modeling, evaluation, specification, analysis, communication, documenting and evolution of the objectives, functionalities, qualities and constraints of the system to be developed [63, 139]. Nowadays, a lot of definitions for RE are available in literature.

One of the oldest definition of RE is provided in [161]; RE is defined as “... **the branch of software engineering concerned with the real-world goals for, functions of, and constraints on software systems. It is also concerned with the relationship of these factors to precise specifications of software behavior, and to their evolution over time and across software families**”.

Van Lamsweerde [139] defines RE as “**a coordinated set of activities for exploring, evaluating, documenting, consolidating, revising and adopting the objectives, capabilities, qualities, constraints and assumptions that the system-to-be should meet based on problems raised by the system-as-is and opportunities provided by new technologies**”.

Based on a wide range of other definitions in literature, RE is a process where stakeholders and their needs concerning the system-to-be (i.e., requirements) are discovered, defined and that subsequently are modeled, analyzed, negotiated and documented.

### 3.2 Abstraction Levels for Requirements Representation and Management

This section focuses on the abstraction of requirements. Section 3.2.1 exposes the three dimension of RE. Section 3.2.2 overviews the three level abstraction of requirement.

#### 3.2.1 Dimensions in Requirements Engineering

According to Van Lamsweerde [139], the problem world can be divided into three different dimensions. RE is responsible for finding out why a system-to-be is necessary (i.e., the WHY dimension), what problems need to be solved (i.e., the WHAT dimension) and who has an interest in the system-to-be (i.e., the WHO dimension). These different dimensions are represented in Figure 3.1.
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The system-to-be is intended to address those problems based on technology opportunities. It will do so only if the software-to-be and the organizational and physical components defining the environment will cooperate effectively. In the UWON library system-to-be, the new software has to cooperate effectively with environment components such as patrons, staff personnel, anti-theft devices, digital libraries, and external library systems. In the WAX train system-to-be, the train control software has to operate in conjunction with environment components such as track sensors, train actuators, passengers, information panel devices, and so forth. In the meeting scheduling system-to-be, the scheduler software has to cooperate effectively with environment components such as meeting initiators and participants, e-mail systems, e-agenda managers, the communication network, and so forth. In the end, what really matters is the satisfactory working of the software-environment pair. The problem world then may be structured along three dimensions. We need to figure out why a system-to-be is needed, what needs must be addressed by it, and who in this system will take part in fulfilling such needs (see Fig. 1.2).

The WHY-dimension
The contextual reasons for a new system version must be made explicit in terms of objectives to be satisfied by it. Such objectives must be identified with regard to the limitations of the system-as-is and opportunities to be exploited. This requires some careful analysis. What are those objectives precisely? What are their ramifications? How do they interact? How do they align with business objectives?

As we will see it more thoroughly in subsequent chapters, such analysis along the WHY dimension is in general far from simple.

Acquiring domain knowledge. We need to get a thorough understanding of the domain in which the problem world is rooted. This domain might be quite complex in terms of concepts, regulating laws, procedures, and terminology. If you are not sufficiently convinced by the complexity of library management or meeting scheduling, think of domains such as air traffic control, protontherapy, power plants, or stock exchange. (Chapter 2 will present techniques to help us acquire domain knowledge.)

Evaluating alternative options in the problem world. There can be alternative ways of satisfying the same identified objective. We need to assess the pros and cons of such alternatives in order to select a most preferable one. (Chapters 3 and 16 will present techniques to support this task.)

3.2.2 Modeling Requirements
Requirements in software development can be represented at various levels of abstraction—i.e., different levels of abstraction and detail [131]. Good separation of requirements abstraction provides a better mean for communicating among various types of stakeholders [131]. Following Sommerville [131], and Wiegers and Beatty [155], software requirements could be classified into three levels of abstraction: business requirements, user requirements, and system requirements. This is shown in Figure 3.2.

3.2.2.1 Business Requirements
Business requirements are high-level requirements. They describe why the organization is implementing the system—i.e., “the business benefits the organization hopes to achieve” [155]. Requirements are normally expressed in term of visions, goals, and business’ objectives.

3.2.2.2 User Requirements
User requirements specify what services the system is expected to provide and the constrains under which it must operate so that end-users can perform their
tasks or archive their goals [131, 155]. They are the result of the requirements elicitation task with clients and end-users. User requirements can be materialized as statements written in natural language with formal and informal digrams [79, 131]. In practice, the IEEE-830, Use-Cases, User Stories, and event-response tables are used for writing user requirements [155].

### 3.2.2.3 System Requirements

System requirements are derived from user requirements; they are therefore more detailed than user requirements and describe what exactly has to be implemented [131]. The system requirement’s documents (sometimes called functional specification [131]) are the result of the analysis of developers or software analyst during the design phase. A mathematical model or a graphical model such as data-flow diagrams, object class hierarchies, etc. are generally used for system requirements [131]. An appropriate analysis allows a good derivation of system requirements from the user ones which is important to ensure that the design of the system always fulfills client’s needs [92].

The terms system in this sense is not just any information system. It can be referred to all software or it can include both software and hardware subsystems. Van Lamsweerde [139] further distinguishes this concept into system requirement and software requirement. A system requirement is a statement formulated in terms of environmental phenomena that prescribes something that has to be implemented in the system-to-be in a cooperation with other system components. For example, “All train doors shall always remain closed while a train is moving” is a system requirement and “The doors’ state output variable shall always have the value ‘closed’ when the measured speed input variable has a non-null value” is a software requirement. The latter kind of requirements comprise statements that are to be enforced solely by the system-to-be and these requirements are only formulated in terms of phenomena that are shared between the software and its environment. In this thesis, we do not distinguish both concepts and we use them interchangeably.

### 3.3 Requirements Engineering: Dynamic Perspective

This section focuses on the activities involved in RE and its process. Section 3.3.1 exposes the activities involved in RE. Section 3.3.2 presents the RE process.

#### 3.3.1 Basic Stages and Areas in Requirements Engineering

Following Wiegers and Beatty [155], RE could be divided into two mains areas: requirements development and requirements management. The purpose of requirements development is to identify, analyze, agree upon, and record requirements. This discipline is further composed of four activities: requirements elicitation, requirements analysis, requirements specification, and requirements validation. The purpose of requirements management is simply to manage changes in requirements. Figure 3.3 depicts the relationship between different RE activities; these activities are explained in this section.
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Fig. 3.3 Requirements engineering disciplines (from [154]).

### 3.3.1.1 Requirements Elicitation

The requirements elicitation activity is concerned with understanding the application domain, services the system should provide, system performance, hardware constraints, etc. [131]. The clear understanding of the needs of stakeholders, the system constraints as well as the limitations and deficiencies of the system-as-is are of critical importance [13, 32, 52, 102]. Information that has been gathered during this activity often has to be interpreted, analyzed, modeled and validated. That is also the reason why this activity of eliciting requirements is often related to the other activities of the RE process [102]. According to Chemuturi [31], Paetsch et al. [106], Pohl [113], Van Lamsweerde [139], and Wiegers and Beatty [155], there are, in practice, many techniques that can be used for eliciting requirements from stakeholders; these include interviews, Use-Cases, scenarios, user-task elicitation, user stories, observation and social analysis, focus groups, brainstorming sessions, prototyping.

Many authors describe the elicitation of requirements as being the start of the RE process, Van Lamsweerde [139] nonetheless describes another task prior to this activity of eliciting requirements as being the first RE activity: *the domain understanding*. This task consists of analyzing the strengths and weaknesses of the system-as-is and the identification and understanding of the ‘problem domain’. Consequently, the domain understanding is concerned with the rationale and motives for developing and implementing a new system. During this activity it is of primary importance to get a clear view on the relevant stakeholders that need to be involved in obtaining a good understanding of the business environment in which the system-as-is is situated. The importance of a good domain understanding in RE is actually also recognized by [32, 52, 106], but, unlike Van Lamsweerde, these authors describe the domain analysis as being part of the elicitation activity.
3.3.1.2 Requirements Analysis

During the requirements analysis activity, requirements gathered in the elicitation activity are analyzed and modeled. It consists of checking and analyzing requirements for necessity, consistency, completeness and feasibility. Furthermore, conflicting, overlapping and omitted requirements are identified. Conflicting stakeholder concerns, that result in inconsistent requirement specifications, are solved through prioritization. Through dialogue with customers, a priority is attributed to the requirements. An analysis of both risk and impact of requirements is also included in this activity [52, 106].

Within this activity, modeling tasks are also performed. Models make requirements easier to understand because they imply the possibility of collecting, processing, organizing and analyzing smaller amounts of relevant information. In practice, there are many techniques, modeling notations and languages. The most popular ones are Unified Modeling Language (UML) [44], Specification and Description Language (SDL) [132], Structured Analysis Structured Design (SASD) [157], Petri Nets [99], Goal-based techniques [139, 159], etc.

3.3.1.3 Requirements Specification

Requirements specification is aimed at communicating the requirements between stakeholders and developers by means of the requirements document which directly results from activities performed within the different processes in the RE cycle. In this activity, requirements and features of the system-to-be, which are the result of the previous activities, are detailed, structured and documented [155]. The resulting requirements document is used in different activities of software development as shown in Figure 3.4.

Fig. 3.4 Requirements in software development (from [139]).

In practice, requirements could be documented in three forms: informal, semi-formal and formal [114, 131, 139]. The informal form consists of using natural language or ad-hoc diagrams for documenting requirements. The formal form consists of using a rigorous mathematical basis or well-defined graphical notation with well-defined semantic for documenting requirements. Finally, the semi-formal consists of using natural language augmented with some (graphical) notations in formal approach [79]. Following Van Lamsweerde [139], the semi-
formal approach remains the most used technique for documenting requirements in software projects.

### 3.3.1.4 Requirements Validation

Requirements validation aims at validating and verifying requirements. It ensures that all gathered, modeled and documented requirements actually fulfill the need of all different stakeholders in an accurate and complete way. This activity is performed by using the requirements document, organizational standards and organizational knowledge as input [106]. According to Bourque and Fairley [22], techniques used for requirements validation are requirements reviews, prototyping, model validation and acceptance tests.

### 3.3.1.5 Requirements Management

Requirement management is a process in itself. It comprises all activities that are associated with change control, version control, requirements tracing, and requirements status tracking [155]. Traceability is a technique used to keep the relationships between requirements, design, and implementation of a system in order to manage changes.

### 3.3.2 Towards a Requirements Engineering Process

According to Van Lamsweerde [139], there are *data dependencies* among the four activities of *requirements development*. This means that requirements analysis requires input from requirements elicitation; requirements specification requires inputs from requirements analysis and requirements validation requires inputs from requirements specification [139]. In practice, these activities are very often intertwined and interrelated with possible overlap; therefore, these activities should not be applied in a strict sequence [131, 139, 155]. The process used for requirements development is widely dependent on the software process and methodology used for project [155]. In traditional software development with a waterfall life cycle, these activities are also categorized as *phases* since every activity has to be completed before the next one can be started.

In practice, the RE process is often iterative [131]. Van Lamsweerde [139] and Sommerville [131] represent the RE process with all its activities as being driven by a spiral model (see in Figure 3.5). Every iteration—as presented in Figure 3.5—is caused by a need of revising, adapting or extending the requirements that have already been identified, documented and validated. This trigger for a new iteration can either occur during the RE process itself, during other phases in the software development or even after the new system has been released and implemented.
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Requirements are traditionally classified into two kinds: Functional and Non-functional requirements [79, 131]. Recently a new category has been added and studied in the RE research community: the Quality requirements [139]. This section is structured as follows. Section 3.4.1 overviews the functional requirements. Section 3.4.2 describes the Non-functional requirements. Section 3.4.3 provides descriptions of quality requirements. In addition, we provide the characteristics of high-quality of requirement in Section 3.4.4.

3.4.1 Functional Requirements

Functional requirements describe services the system should provide, how the system should react to particular inputs and how the system should behave in particular situations [131]. These requirements address the "what" aspects depicted in Figure 3.1. They describe what the developers must implement to enable users to accomplish their tasks [155]. In addition, functional requirements can be high level and general (user requirements) or they can be detailed, expressing inputs, outputs, exceptions, and so on (system requirements) [79].

3.4.2 Non-functional Requirements

There are various definitions for non-functional requirements. The basic definition refers to them as statements for quality aspects of the system such as "-ilities" (e.g., usability) or "-ities" (e.g., integrity) or some others (e.g., performance, user-friendliness, coherence). Sommerville [131] defines non-functional requirements as "constraints on the services or functions offered by the system. They include timing constraints, constraints on the development process, and
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Constraints imposed by standards. Non-functional requirements often apply to the system as a whole, rather than individual system features or services.”

Van Lamsweerde [139] defines non-functional requirements as “constraints on the way the software-to-be should satisfy its functional requirements or on the way it should be developed”. He also provides the taxonomy classification for non-functional requirements (see Figure 3.6).

![Figure 3.6 A taxonomy of non-functional requirements (from [139]).](image)

In addition, the difference between functional and non-functional requirements is that a functional requirement is completely satisfied and non-functional requirements are only satisfied up to a certain level.

3.4.3 Quality Requirements

According to Van Lamsweerde [139], quality requirements complement the what aspects with how well aspects of requirements. He defines quality requirements as “additional, quality-related properties that the functional effects of the software should have”. Quality requirements are previously known as ‘quality attributes’ of non-functional requirements; they appear on the left-hand side of Figure 3.6.

3.4.4 Features of High-Quality Requirements

Concerning high-quality requirements, there are various lists of criteria for writing good requirements provided by different authors; and most of them are similar. According to Bijan et al. [17], Hull et al. [65], IEEE29148:2011[72], Roman [120], and Van Lamsweerde[139], high quality requirements must be complete, precise, pertinent and adequate so that the system-to-be satisfies all objectives and actually tackles all problems that have been identified using the system-as-is as input. Unambiguity and consistency are two other important features of good requirements. It should not be possible to interpret a requirement in more than one way and all requirements should be compatible (i.e., non-contradictory). For the sake of sound project management, requirements have to be measurable and have to be implemented within a certain budget and schedule (i.e., feasible). Requirements also have to be testable since they are used to check whether or not the designed software product provides a solution for the defined problems and needs. Furthermore, requirements should be specified in a structured way so that they are comprehensible for all stakeholders involved in the software development project. Requirements should be written in short
sentences and short paragraphs in an active voice and only one process verb per sentence and each sentence possesses only one requirement [114].

However, it is not possible to fulfill all the aforementioned characteristics in practice. For example, it is hard to have complete requirements at the beginning of the project [53]. Stakeholders have their bounded rationality to express their needs during a limited time frame; new needs always appear when stakeholder see and use system [153].

3.5 Using Natural Language for Requirements

In this section, we provide an overview of using Natural Language (NL) in RE. Section 3.5.1 discusses the basic characteristics of NL in RE. Section 3.5.2 explains the use of structured NL to overcome some challenges of prose NL.

3.5.1 Natural Language: Pros and Cons

NL, particularly prose, has been wildly and commonly used for writing requirements since the beginning of software engineering [114, 131]. It consists of using our daily language such as English, French, Dutch, German, etc. for formulating and documenting requirements [114].

According to Pohl [114], Sommerville [131] and Van Lamsweerde [139], the prose provides several advantages over other approaches for expressing and writing requirements. It is expressive, intuitive and universal. The latter means that NL can be used for writing requirements in any area and domain. Intuitive refers to NL is basically an every-day language; therefore requirements can be understood by any stakeholder without additional training [114, 139]. Finally, expressive refers to the fact that NL provides no limitation for writing any kind of requirements [139].

On the other hand, NL are notoriously prone to many problems [114, 155, 139]; basically, it can be an obstacle to get good requirements (see Section 3.4.4). The drawback could result in risks and/or possible pitfalls in succeeding a software project [43]. The major disadvantage of NL is ambiguity—i.e., ambiguities are adherent to NL. Ambiguity in NL refers to the possibility to interpret them in more than one way; this can be harmful for a software project [97, 139]. When using NL for documenting requirements as a whole, additional drawbacks appear. The most frequent ones are forward references and remorse. Forward references refers to “requirements document item making use of problem world features that not defined yet” and remorse refers to a “requirements document item stating a problem world feature too late or incidentally” [97, 139]. Moreover, it is also hard to localize specific information in a long list of requirements. Last but not least, it is hard to build a supporting tool allowing to do automated analysis due to the absence of formalization.

Sommerville [131] recommends simple guidelines for writing requirements in order to reduce the aforementioned problem; they are described as follows:

- Build a standard format and ensure that all requirements definitions adhere to that format;
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- Use language consistently to distinguish between mandatory and desirable requirements. For example, use ‘shall’ for mandatory requirements and ‘should’ for desirable requirements;
- Use text highlighting (e.g., bold, italic, or color) to pick out key parts of requirements;
- Do not assume that reader understands a technical software engineering language. The jargon, abbreviation and acronyms must be avoided for writing requirements;
- Try to associate a rational with each requirement. The rational should explain why the requirements have been included.

3.5.2 Use of Structured Natural Language

According to Sommerville [131], Structured Natural Language (SNL) “is a way of writing system requirements where the freedom of the requirements writer is limited and all requirements are written in a standard way”. Following Van Lamsweerde [139], there are two rules that have to be respected when writing and documenting requirements: the global and the local rule.

The global rule is concerned with how the requirements documents should be organized as a whole. Basically, these include rules for grouping related requirements and a global template for standardizing the requirements structure; this is commonly known as Software Requirements Specification (SRS). In practice, we use the template proposed by the standardization institute such as IEEE-830 Standard [68]. Figure 3.7 is an example of requirement document template. However, this thesis is not concerned by the global rule; it is more concerned on the local rule.

<table>
<thead>
<tr>
<th>Table of Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Introduction</td>
</tr>
<tr>
<td>1.1 Purpose</td>
</tr>
<tr>
<td>1.2 Scope</td>
</tr>
<tr>
<td>1.3 Definitions, acronyms, and abbreviations</td>
</tr>
<tr>
<td>1.4 References</td>
</tr>
<tr>
<td>1.5 Overview</td>
</tr>
<tr>
<td>2. Overall description</td>
</tr>
<tr>
<td>2.1 Product perspective</td>
</tr>
<tr>
<td>2.2 Product functions</td>
</tr>
<tr>
<td>2.3 User characteristics</td>
</tr>
<tr>
<td>2.4 Constraints</td>
</tr>
<tr>
<td>2.5 Assumptions and dependencies</td>
</tr>
<tr>
<td>3. Specific requirements (See 5.3.1 through 5.3.8 for explanations of possible specific requirements. See also Annex A for several different ways of organizing this section of the SRS.)</td>
</tr>
<tr>
<td>Appendices</td>
</tr>
<tr>
<td>Index</td>
</tr>
</tbody>
</table>

Fig. 3.7 IEEE Std 830 document structure (from [68]).

The local is concerned about how each requirements statement is written. There are several techniques allowing writing each requirements statements
As an example, we can use tables for writing complex requirements, programming languages, or even predefined templates. Our research is more concerned about using predefined templates. Pohl [114] defines a requirement template as a “blueprint for the syntactic structure of individual requirements”. Figure 3.8 is an example of a template of how each requirement should be strictly written; more templates could be found in [114].

A requirement template has several advantages to overcome the flows of NL described in Section 3.5.1. According to Pohl [114], Sommerville [131] and Van Lamsweerde [139], this technique is helpful for presenting requirements in a standardized form and so to build high quality requirements. The template increases the expressiveness, understandability, uniformity, and traceability. In addition, by using a template, the problem of ambiguity of requirements and variability of requirements can be reduced.

It is nevertheless sometimes difficult to write requirements by respecting a template for some particular problems [131]. For example, it is difficult to write requirements about how the system state changes, how users interact with the system, and how sequences of actions are performed. Other techniques such as graphical models can better explain the problem. Following Pohl [114], using a template can be an obstacle to the creativity of the development team so that Pohl recommends to use requirement templates complementarily to other tools.

### 3.6 Using a Graphical Model for Representation Requirements

This section aims at reviewing the relevance of requirements graphical modeling languages. Specifically, we focus on the Use-Case model and the i* framework. Section 3.6.1 provides background of graphical modeling languages. Specifically, we discuss on the advantages of Goal-Oriented Requirements Engineering (GORE) over the traditional RE. The next two sections focus on reviewing the basic notions of the both techniques. Section 3.6.2 briefly revises the Use-Case model. Finally, Section 3.6.3 provides the basic notions of the (GORE) i* modeling framework.
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3.6.1 Overview

Graphical modeling is a kind of modeling that uses a graphical notation in a model [131]. According to Wiegers [155], due to the limitation of short-term human memory, people have difficulty in analyzing long lists of requirements for inconsistencies, duplication, and extraneous. He argues that visual requirements models, in the sense of graphical models, can help us to identify missing, extraneous, and inconsistent requirements. Pohl [114] defines a model as “an abstract representation of an existing reality or a reality to be created”. Van Lamsweerde [139] defines a model as “an abstract representation of the target system, where key features are highlighted, specified and inter-related to each other”. The latter author states that a ‘good’ system model may act as a driving force for the RE process, because:

- “It provides a comprehensive structure for what needs to be elicited, evaluated, specified, consolidated and modified;
- It allows us to abstract from multiple details of focus elicitation, evaluation, specification, quality assurance and evolution on key system aspects;
- It defines a common interface between those various RE activities, each acting as a producer or consumer of portion of it;
- It provides a basis for early detection and fixing of errors in requirements, assumptions and domain properties;
- It facilitates the understanding of complex systems and their explanation to stakeholders;
- It provides a basis for making decisions among multiple options and for documenting such decision;
- It defines the core RE artifact from which the requirements document can be generated” [139].

According to Pohl [114], a graphical model is normally defined by two elements—i.e., syntax and semantic. Syntax refers to “the syntax of a modeling language defines the modeling elements to be used and specifies the valid combinations thereof” and semantic refers to “the semantics defines the meaning of the individual modeling elements and serves therefore as a foundation for the interpretation of the models”. The model could be informal, formal, and semi-formal depending on the degree of formalization of each model.

There are many graphical models existing in software engineering literature and requirements engineering literature [114, 131, 155]. Basically, we can classify those graphical models into two types: conventional and goal-oriented. Goal-oriented or GORE consist in using the goal concept as modeling element. The conventional model does not include the goal concept. Van Lamsweerde [139] define a goal as “a prescriptive statement of intent that the system should satisfy through the cooperation of its agents”. The most used conventional diagram are Use-Case model, activity diagram, state machine, data flow diagram, etc. Among
these most are industry adopted. GORE model nevertheless remain research frameworks that are not industry adopted. KAOS [139] and i* framework are examples of GORE framework.

GORE framework have emerged due to the lacks of traditional RE [80, 140]; it has been gaining interest and attention in the literature during the last decades [138]. According to Anton [10], Lapouchnian [80], Pohl [114], and Van Lamsweerde [138, 139], GORE has several advantages over traditional RE. In the traditional approach we can only capture WHAT and WHO dimensions, while GORE also deals with the WHY dimension. This allows GORE to build a deeper rationale behind a requirement which leads to a better understanding of the system-to-be. In addition, GORE can also improve the requirements process, better identify irrelevant requirements, provide more stable requirements, assure the completeness of project, and ease of communication among stakeholders.

3.6.2 The UML Use-Case Model

Use-Case modeling was originally proposed by Jacobson et al. [73] in the early 90s for modeling requirements in Object-Oriented software development and has been widely used as a technique to support requirements elicitation and analysis [23, 131]. The model aims at capturing the interaction between actors and the system. Fundamentally, the Use-Case model is based on two concepts that are used in conjunction with one another: the Use-Case diagram and the Use-Case specification. The Use-Case diagram has become a fundamental feature of the Unified Modeling Language (UML) [104]. In this thesis, we specifically review the UML Use-Case [104].

3.6.2.1 The UML Use-Case Model Elements

Figure 3.9 exposes the most essential modeling elements of the UML Use-Case model which are related to this research; the interested reader can refer to the OMG Unified Modeling Language Specification [104] for more information.

According to Pohl [114], the most important Use-Case model elements are:

- **Use-Case**: A Use-Case specifies some behavior that a subject can perform in collaboration with one or more Actors;
- **Actor**: An Actor models a type of role played by an entity that interacts with the subjects of its associated Use-Case. Actor may represent roles played by human users, external hardware, or other systems;
- **System boundary**: System boundaries within a Use-Case diagram separate the parts of the Use-Case that are part of the system from the parts (people or systems) that are outside the system boundary;
- **Extend relation**: An extend is a relationship from an extending Use-Case to an extended Use-Case that specifies how and when the behavior defined in the extending Use-Case can be inserted into the behavior defined in the extended Use-Case;
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- **Include relation**: Include is a directed relationship between two Use-Cases, indicating that the behavior of the included Use-Case (the addition) is inserted into the behavior of the including Use-Case.

### 3.6.2.2 The UML Use-Case Diagram

The Use-Case diagram is a composition of actors and Use-Cases with links to each others by the means of relation (see Figure 3.10). It allows to document the interrelations of the functionalities of a system and the relations between these functionalities and their environment from a user’s perspective.

Figure 3.10 presents an example of Use-Case Diagram of a Navigation System. The model comprises of the Use-Cases Navigate to destination, Download traffic information, Retrieve current position, and Input navigate.
to destination and the actors Driver, Traffic information server, and GPS satellite system.

Specifically, the include relations are used to link the Use-Case Navigate to destination with the Use-Cases Input destination and Retrieve current position. The relationship depicts that the interaction steps defined in the Use-Case Navigate to destination adhere to the interaction steps defined in the Use-Cases Input destination and Retrieve current position.

The Use-Case Download traffic information is related to the Use-Case Navigate to destination with the extend relation. The relationship depicts that the interaction steps defined in the Use-Case Download traffic information are included in the interaction steps of the Use-Case Navigate to destination when the condition Avoid congestion is attained. The extension point Avoid congestion depicts the steps in the Use-Case Navigate to destination at which the additional interaction steps are being executed.

### 3.6.2.3 Use-Case Specifications

Basically, the Use-Case diagram provides an overall view of the system—i.e., the system’s relevant functionalities from a user’s perspective and specific relationships between the functionalities of the system or between functionalities of the system and aspects in the system’s context. Nevertheless, the detail of interactions of a Use-Case are not documented in the Use-Case diagram; they are documented in other form, for example, by using a simple text description or a structured description in a table or a sequence diagram [131].

In general, the details of a Use-Case are documented in a textual specification with a defined template. There are many templates available in the literature; we specifically present, in Table 3.1, a reference template for writing a Use-Case Specification. An explicit example of Use-Case specification can be found in [114, 131, 155].

Essentially, the Use-Case Specification template contains the following attributes:

- Attributes for unique identification of Use-Cases (rows 1 and 2);
- Management attributes (rows 3 through 7);
- Attribute for the description of the Use-Case (row 8);
- Specific Use-Case attributes—e.g., the trigger event (row 9), actors (row 10), pre- and post-conditions (rows 11 and 12), the result of the Use-Case (row 13), the main scenario (row 14), alternative and exception scenarios (rows 15 and 16), and cross references to quality requirements (row 17).
Table 3.1 Template for textual Use-Case documentation (from [114]).

<table>
<thead>
<tr>
<th>N.</th>
<th>Section</th>
<th>Content / Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Designation</td>
<td>Unique designation of the Use-Case.</td>
</tr>
<tr>
<td>2</td>
<td>Name</td>
<td>Unique name of the Use-Case.</td>
</tr>
<tr>
<td>3</td>
<td>Authors</td>
<td>Names of the authors that were involved in this Use-Case description.</td>
</tr>
<tr>
<td>4</td>
<td>Priority</td>
<td>Importance of the Use-Case according to the applied prioritization technique.</td>
</tr>
<tr>
<td>5</td>
<td>Criticality</td>
<td>Criticality of the Use-Case, e.g., with respect to how much damage a failure of the Use-Case may cause.</td>
</tr>
<tr>
<td>6</td>
<td>Source</td>
<td>Designation of the source from which the Use-Case was elicited ([stakeholder</td>
</tr>
<tr>
<td>7</td>
<td>Person respon-</td>
<td>The stakeholder who is responsible for this Use-Case.</td>
</tr>
<tr>
<td></td>
<td>sible</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Description</td>
<td>Brief description of the Use-Case.</td>
</tr>
<tr>
<td>9</td>
<td>Trigger event</td>
<td>Name of the event that triggers this Use-Case.</td>
</tr>
<tr>
<td>10</td>
<td>Actors</td>
<td>List of all actors that are involved in this Use-Case.</td>
</tr>
<tr>
<td>11</td>
<td>Pre-conditions</td>
<td>List of all necessary constraints that must be met before the Use-Case can begin execution.</td>
</tr>
<tr>
<td>12</td>
<td>Post-conditions</td>
<td>List of all states the system can be in immediately after the execution of the main scenario.</td>
</tr>
<tr>
<td>13</td>
<td>Result</td>
<td>Description of the results that are produced during Use-Case execution.</td>
</tr>
<tr>
<td>14</td>
<td>Main scenario</td>
<td>Description of the main scenario of the Use-Case.</td>
</tr>
<tr>
<td>15</td>
<td>Alternative sce-</td>
<td>Description of the alternative scenarios of the Use-Case or list of the trigger events of alternative scenarios. Often, post-conditions different than those described in (12) may hold.</td>
</tr>
<tr>
<td></td>
<td>narios</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Exception scen-</td>
<td>Description of the exception scenarios of the Use-Case or list of the trigger events of exception scenarios. Often, post-conditions different than those described in (12) may hold.</td>
</tr>
<tr>
<td></td>
<td>narios</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Qualities</td>
<td>Cross references to quality requirements.</td>
</tr>
</tbody>
</table>

3.6.3 The i* Framework
The i* framework is a GORE framework that was originally proposed in [159]. The framework attempts to articulate a notion of distributed intentionality: actor depends on other actors for goals to be achieved. This has shift the requirements modeling and analysis towards one that is based on analyzing and describing social relationships among actors [159]. In addition, the framework focuses on providing an answer to the why-question behind the what and how aspect of a project [160]. This framework has been adapted and adopted in many fields including requirements engineering, business redesign, business organization, security, etc. Typically, this framework has become the prime
requirements model for agent-oriented software engineering, though the Tropos methodology [29]. Since November 2008, the i* framework has become part of ITU Standard\(^2\).

Fundamentally, the i* framework is composed of two models: the Strategic Dependency (SD) and the Strategic Rationale model (SR) ones [159]. The SD model is used for representing the dependency relationships between the different actors within the organization. The SR model represents the rationales of the different actors concerning the different organizational processes. We review both models in the following sections. We do not however review all of the feature of i* framework but only the basic features that are relevant to this thesis; the interested reader can find more information in [159].

3.6.3.1 The i* Framework Elements

This section provides the syntax and semantic of the i* framework elements used in both the SD and SR models. Figure 3.11 shows the graphical representation of the elements; following Yu et al. [159], the elements are:

- **Actor**: “An actor is an active entity that carries out actions to achieve goals by exercising its know-how”;
- **Role**: “A role is an abstract characterization of the behavior of a social actor within some specialized context or domain of endeavor”;
- **Hard-goal**: “A hard-goal is a condition or state of affairs in the world that the actors would like to achieve”;

\(^2\)http://www.itu.int/rec/T-REC-Z.151/en

![Fig. 3.11 The i* elements.](image-url)
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- **Soft-goal**: “A soft-goal is a condition or state of affairs in the world that the actor would like to achieve. But unlike a hard-goal, there are no clear-cut criteria for whether the condition is achieved, and it is up to the developer to judge whether a particular state of affairs in fact achieves sufficiently the stated of soft-goal”;

- **Task**: “A task specifies a particular way of attaining a goal”;

- **Resource**: “A resource is the finished product of some deliberation-action process”;

- **Dependency Link**: It represents a dependency relation between two actors. There are four types of dependency within the i* framework: Hard-goal, Soft-goal, Task, and Resource; the detail of each dependency is described in the following section;

- **Decomposition Link**: A task element is linked to its component nodes by decomposition links. A task can be decomposed into four types of elements (i.e., subgoal, subtask, resource, and/or a Soft-goal) which correspond to the four types of elements. The task can be decomposed into one to many of these elements. These elements can also be part of dependency links in SD model(s) when the reasoning goes beyond an actor’s boundary;

- **Means-end Links**: The Means-end links indicate a relationship between an end and a mean for attaining it. The ‘mean’ is expressed in the form of a task, since the notion of task embodies how to do something, while the ‘end’ is expressed as a goal. In the graphical notation, the arrowhead points from the means to the end;

- **Contribution Links**: The Contribution link can be used to link any of the elements to a soft-goal to model the way any of these elements contribute to the satisfaction or fulfillment of the soft-goal.

3.6.3.2 Strategic Dependency Model

The SD model aims to capture the intentional structure of a process instead of the usual nonintentional and nonstrategic process models of activities and entities. The SD model is actually a graph representing network of actors with intentional dependency relationships among actors; the dependency is known as strategic dependency. A dependency (called dependum) describes the need of participation or agreement in order to accomplish a particular goal of the depender actor from the dependee actor. This model particularly allows identification of stakeholders, the analysis of opportunities and vulnerabilities and the identification of relationship patterns.

Basically, there are four types of dependum: Hard-goal, Soft-goal, Task, and Resource. Therefore, Yu et al. [159] highlight that the SD model has four types of dependencies, these are:

- **Hard-goal dependency**: The depender depends on the dependee to bring about a certain state in the world. The dependee is given the freedom to choose how to do it;
• **Soft-goal dependency**: A *depender* depends on the *dependee* to perform some task that meet a softgoal;

• **Task dependency**: The *depender* depends on the *dependee* to carry out an activity. A task dependency specifies *how* the task is to performed but not *why*;

• **Resource dependency**: One actor (the *depender*) depends on the other (the *dependee*) for the availability of an entity (physical or informational). By establishing the dependency, the depender gains the ability to use this entity as a resource.

![Diagram](image_url)

**Fig. 3.12 Strategic Dependency model for Meeting Scheduling (adapted from [159]).**

The Figure 3.12 presents an example of SD model for *Meeting Scheduling* with the support of *Meeting Scheduler* system. The main functionality of *Meeting Scheduler* is to find the best date in order to maximize the number of participants from ranges of date provided by the *Meeting Initiator* for organizing a meeting. The system systematically communicates with *Meeting Participants* for their availabilities on those dates range and the system chooses the best date for the meeting.

The *Meeting Scheduling*’s SD model consists of two human actors—i.e., the *Meeting Initiator* and the *Meeting Participant*; and one system actor—i.e., the *Meeting Scheduler*. The *Meeting Initiator* depends on the *Meeting Participant* for the goal *Attends Meeting*. The *Meeting Initiator* depends on the *Meeting Scheduler* for the goal *MeetingBeScheduled*; while the *Meeting Scheduler* depends on the *Meeting Initiator* for the task *Enter DateRange*. Once the dates range are entered, the *Meeting Scheduler* depends on the *Meeting Participant* for the task *Enter Available Date*. Then, the *Meeting Scheduler* merges all availability dates provided by the participants.
for the best date with maximum number of participants and communicate that date to participants and wait for their agreements. Therefore, the Meeting Participant depends on the Meeting Scheduler for the resource Proposed Date and the Meeting Scheduler depends on the Meeting Participant for the resource Agreement.

### 3.6.3.3 Strategic Rationale Model

The SR model aims at capturing intentional elements of actors and their rationale behind each dependency relationship. It allows visualizing the intentional elements into the boundary or an actor in order to refine the SD model to add reasoning ability. This model is based on the elements of SD model.

The SR model basically consists of four main elements—i.e., hard-goal, soft-goal, task and resource—and three type of links—i.e., means-end link, decomposition link and contribution link. Figure 3.13 exposes an example of SR model for the Meeting Scheduler described in the previous section.

![Fig. 3.13 Rationale Dependency model for Meeting Scheduling (adapted from [159]).](image)
Figure 3.13 shows an example of an SR diagram refined from the SD diagram presented in Figure 3.12; we partially describe it here. We can see that the strategic dependencies are linked to the intentional elements. We observe that the Meeting Scheduler has a main task ScheduleMeeting. This task is decomposed with a task decomposition link into the hard-goal Find Agreeable Slot and two tasks Obtain AvailableDate and ObtainAgreement. The hard-goal Find Agreeable Slot is the end achieved by the mean task MergeAvailableDate. Likewise, the Meeting Initiator has the main task OrganizeMeeting which is decomposed into two soft-goal Quick and Low Effort and a hard-goal MeetingBeScheduled. The latter is the end for the task ScheduleMeeting and LetSchedulerScheduleMeeting. The task ScheduleMeeting contributes negatively to both soft-goals Quick and Low Effort. The task LetSchedulerScheduleMeeting contributes positively to the soft-goal Low Effort.

3.7 Conclusion

This chapter has presented a basic overview on RE. It focuses mainly on RE activities and requirements artifacts such as the use of NL for writing requirements as well as graphical models for modeling requirements. More precisely, it has overviewed two graphical models that are relevant to this thesis, the i* framework and the Use-Case model.

Since its critical and fundamental importance has gradually been recognized, RE has gained a lot of interest in both literature and software industry during the last decades. Missing, poorly communicated, inconsistent, incomplete and ambiguous requirements are major threats for the success of a software project in that it increases the likelihood of developing a wrong system. This could potentially lead to huge losses. Without RE, software developers should not know what to develop, users should not know what to expect and, more importantly, project teams should be unable to verify if the designed system meets the initial business needs.

The complexity of (large) software systems leads to the necessity to use advanced development methodologies allowing to increase the level of understanding of the problem continuously over the Software Development Life Cycle (SDLC). In this, waterfall based SDLC fail to furnish a constant reevaluation of the current software problem understanding as well as the capacity to embrace identified requirements changes. RE should thus not be considered as a phase achieved once and for all in the SDLC but repeated iteratively along the software development like in agile methods. This is studied into the next chapter.
Chapter 4

Requirements Engineering in Agile Methods

Requirements Engineering (RE) is an essential discipline for any software development methodology. However, the approach for modeling requirements of each methodology might be different from one to another. The waterfall model addresses RE as a single phase. Requirements are modeled and documented before the other phases of software development are tackled. In agile methods, on the other hand, RE activities are continuous along the development life cycle. RE activities take place just before each iteration starts. In addition, agile methods have proposed User Stories (US), the main requirements artifact for conducting RE activities. Most of RE activities in agile methods that have been proposed adhere to US artifacts. The main focus of this chapter is to study the US within agile methods. Particularly, we concentrate on reviewing different techniques for visualizing US, but also models that are often used by agile practitioners next to US. Furthermore, we briefly overview planning within agile methods.

This chapter is structured as follows. Section 4.1 discusses the relationship between RE activities and agile practices for conducting requirements. Section 4.2 discusses requirements artifact proposed by agile methods—i.e., the US. Section 4.3 reviews different visualizing techniques for US and models used by agile practitioners next to US. Section 4.4 provides a brief overview on planning within agile methods based on US artifacts. Finally, Section 4.5 concludes the chapter.

4.1 Requirements Engineering Activities in Agile Methods

RE and agile methods are often seen as being incompatible since RE is frequently conceived as a phase heavily relying on documentation for sharing knowledge [106]. However, the study in [146] reveals that RE is critical for project success in agile methods. According to Ramesh et al. [117], agile RE practices generally do not follow the RE principles. Nonetheless, agile methods do address all the RE activities (see Section 3.3.1) [13, 91, 117]. Table 4.1 provides the mapping of XP’s and Scrum’s practices with RE activities.
### Table 4.1 Requirements engineering implementation in XP and Scrum (from [91]).

<table>
<thead>
<tr>
<th>RE activity</th>
<th>XP’s practice</th>
<th>Scrum’s practice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requirements Elicitation</td>
<td>• Requirements elicited as stories;</td>
<td>• Product Owner formulates the Product Backlog;</td>
</tr>
<tr>
<td></td>
<td>• Customers write user stories.</td>
<td>• Any stakeholder can participate in the Product Backlog.</td>
</tr>
<tr>
<td>Requirements Analysis</td>
<td>• Not a separate phase;</td>
<td>• Backlog Refinement Meeting;</td>
</tr>
<tr>
<td></td>
<td>• Analyze while developing;</td>
<td>• Product Owner prioritizes the Product Backlog;</td>
</tr>
<tr>
<td></td>
<td>• Customer prioritizes the user stories.</td>
<td>• Product Owner analyzes the feasibility of requirements.</td>
</tr>
<tr>
<td>Requirements Specification</td>
<td>• User stories &amp; Acceptance tests as requirements documents;</td>
<td>• Face-to-face communication.</td>
</tr>
<tr>
<td></td>
<td>• Software products as persistence information;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Face-to-face communication.</td>
<td></td>
</tr>
<tr>
<td>Requirements Validation</td>
<td>• Test Driven Development (TDD);</td>
<td>• Review meetings.</td>
</tr>
<tr>
<td></td>
<td>• Run acceptance tests;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Frequent feedback.</td>
<td></td>
</tr>
<tr>
<td>Requirements Management</td>
<td>• Short planning iteration;</td>
<td>• Sprint Planning Meeting;</td>
</tr>
<tr>
<td></td>
<td>• User stories for tracking;</td>
<td>• Items in Product Backlog for tracking;</td>
</tr>
<tr>
<td></td>
<td>• Refactor as needed.</td>
<td>• Change requirements are added/deleted to/from Product Backlog.</td>
</tr>
</tbody>
</table>

Agile methods are often applied in an environment where requirements are unstable or unknown and change is the norm. In such situations, it is hard to build high-quality requirements documents as recommended by RE (see Section 3.4.4). These have lead to some agile RE practices. Particularly, XP has proposed US for writing requirements. US have become fundamental in agile methods. We will discuss about the latter in the next section.

### 4.2 User Stories: the Requirements Artifacts of Agile Methods

This section studies US in detail. Section 4.2.1 provides an overview of US, Section 4.2.2 provides different frameworks for writing quality US, Section 4.2.3 explores the US templates. Section 4.2.4 presents several concepts used.
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next to US. Section 4.2.5 provides the differences between US and some other requirements artifacts. Finally, Section 4.2.6 provides the advantages and disadvantages of using US in an agile project.

4.2.1 User Story Overview

US are the main requirements artifacts of agile methods. US have initially been proposed by Kent Beck in eXtreme Programming (XP) for the value of simplicity [16]. It has, since then, been adopted by other agile methods (e.g., Scrum, AgileModeling [7], ...). Beck and Fowler [16] argue that “the [user story] is the unit of functionality in an XP project. We demonstrate progress by delivering tested, integrated code that implements a [user story]. A [user story] should be understandable to customers and developers, testable, valuable to the customer, and small enough so that the programmers can build half a dozen in an iteration”. In addition, they describe US as “a chunk of functionality (some people use the word feature) that is of value to the customer”. Cohn [38] describes US as “a short, simple description of a feature told from the perspective of the person who desires the new capability, usually a user or customer of the system”.

Basically, US are written by end-users; this implies the end-user to be part of the software development process like in End-User Development (EUD) [84]. It is a text of maximum of two lines written in the everyday or business language (thus natural language) by the end-user of a system. According to Beck and Fowler [16], the best US should describe something important to the end-user, and, the shorter the US the best. Traditionally, US are written down on index cards (see Figure 4.1) but nowadays also through the use of specially designed Computer Aided Software Engineering (CASE) tools (i.e., software such as Excel, JIRA1, etc.) allow us writing and managing US [48].

![User Story Index Card](image)

Fig. 4.1 User story index card (from [8]).

4.2.2 Features of High-Quality User Stories

Beck and Fowler have initially provided several principles of how US should be written in [16]. These are: (1) **US must be understandable to the customer**; (2) **Each US must provide something of value to the customer**; (3) **Developers do

---

1https://www.atlassian.com/software/jira
not write US; (4) US need to be of a size that several of them can be completed in each iteration; (5) US should be independent of each other, and finally; (6) Each story must be testable. Nevertheless, several explicit models for high-quality US have been developed for improving requirements in agile methods. We describe the INVEST model, the INSERT model and the Quality User Story Framework in the following subsections.

4.2.2.1 INVEST Model

The INVEST model was proposed by Bill Wake [36, 83, 145]. According to Wake, a good US must respect the six attributes of the INVEST model. These attributes are Independent, Negotiable, Valuable, Estimable, Small, and Testable; these attributes constitute the INVEST acronym. Following Cohn [36], Leffingwel [83], Patel and Ramachandran [108], and Wake [145], we describe these attributes as follows:

- **Independent**: This means that each US must not depend on any other US; it means that a US can be prioritized, developed, tested and, potentially, even delivered on its own. Dependency between US leads to prioritization, estimation and planning difficulty;

- **Negotiable**: US should be written to capture the essence of requirements and not their details. The details of US are later co-developed by developers and end-users. By doing this, we can keep US negotiable. According to Leffingwel [83], a US should not serve as a contract; it is rather a placeholder for requirements to be discussed, developed, tested, and accepted. Ideally, US contain one to two phrases that act as a reminder in order to have a conversation and possibly some notes about issues that are to be solved during the conversation with the end-user;

- **Valuable**: US are written in such a way that provides benefits and value to end-users. That is why, in agile methods, it is recommended that end-users write US instead of developers. It allows them to better prioritize the different US within the development schedule;

- **Estimable**: It is important that, for each US, the development team is able to provide an estimation of its complexity, amount of work and time required to transfer it into a working software code. The estimation is based on the team’s experience; a good estimation has a positive impact on team’s predictability;

- **Small**: US should be small enough so that they can be implemented in one iteration; therefore, they provide value to customer. When US are too big or too broad it becomes hard to estimate, so that they are useless in planning activities. These types of US are known as Epic US; they need to be spitted into smaller and estimable US [39]. Conversely, there can also be too small; these are also problematic for the planning. These US should be combined with each other to make a bigger one [39], Theme US;
• *Testable:* Each US should be written in such a way that it is possible to test whether or not the desired functionality is successfully implemented and transferred into working code.

### 4.2.2.2 INSERT Model

As for the INVEST model, Patel and Ramachandran [109] proposed another acronym for representing quality features of US in XP which is known as the INSERT model. INSERT stands for *Independent, Negotiable, Small, Estimable, Representation of user functionality, and Testable.*

The differences between the INSERT and INVEST models are the *Representation of user functionality* and *Value* characteristics. Following Patel and Ramachandran [109], it is difficult to have tools or documents proving that US are valuable to the customer. In addition, the authors claim that their model improves the requirements elicitation process of US in XP and results in writing higher quality US.

### 4.2.2.3 Quality User Story Framework

Recently, Lucassen et al. [89] have proposed a framework for writing quality US. Figure 4.2 exposes this Quality User Story Framework. The qualities of US are defined at three levels: **Syntactic, Semantic, and Pragmatic.** Following Lucassen et al. [89], the syntactic quality level is concerned with “the textual structure of a user story without considering its meaning”. The semantic quality level is concerned with “the relations and meaning of (parts of) the US text”. Finally, the pragmatic quality level is concerned with “choosing the most effective alternatives for communicating a given set of requirements”.

![Fig. 4.2 Quality user story framework (from [89])](image-url)

TABLE I

<table>
<thead>
<tr>
<th>Criteria Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Syntactic</strong></td>
</tr>
<tr>
<td><em>Atomic</em> A user story expresses a requirement for exactly one feature.</td>
</tr>
<tr>
<td><em>Well-formed</em> A user story does not contain ambiguity or complexity in the textual, we classify each quality criteria according to three aspects (parts of) the user story text;</td>
</tr>
<tr>
<td><em>Conflicting-free</em> A user story avoids terms or abstractions that may lead to multiple interpretations.</td>
</tr>
<tr>
<td><em>Conceptually sound</em> A user story only specifies the problem, not the solution to it.</td>
</tr>
<tr>
<td><em>Problem-oriented</em> A user story includes at least a role and a means.</td>
</tr>
<tr>
<td><em>Complete</em> A user story should concern only one feature.</td>
</tr>
<tr>
<td><strong>Semantic</strong></td>
</tr>
<tr>
<td><em>Explicit dependencies</em> Each US should be written in such a way that it is possible to test whether or not the desired functionality is successfully implemented and transferred into working code.</td>
</tr>
<tr>
<td><em>Full sentence</em> A user story expresses a requirement for exactly one feature.</td>
</tr>
<tr>
<td><em>Independent</em> A user story is self-contained, avoiding inherent dependencies on other user stories.</td>
</tr>
<tr>
<td><em>Scalable</em> User stories do not denote too coarse-grained requirements that are difficult to plan and prioritize.</td>
</tr>
<tr>
<td><em>Uniform</em> Link all unavoidable, non-obvious dependencies on user stories.</td>
</tr>
<tr>
<td><strong>Pragmatic</strong></td>
</tr>
<tr>
<td><em>Testable</em> Each US should be written in such a way that it is possible to test whether or not the desired functionality is successfully implemented and transferred into working code.</td>
</tr>
</tbody>
</table>
4.2.3 User Story Templates

Kent Beck, the main artisan of US states that “the best user story is a sentence or two that describes something important to customer”. He adds that US should be written in “plain English” [16]. He also provided an example of a US—e.g., “The system should check the spelling of all words entered in the comments field.” This US structure is very similar to the IEEE-830 style (see Section 4.2.5). In [36], the way of writing US has been changed; Cohn writes it as “A user can post her resume”. We can observe that US are written from the perspective of the customer rather than of the system. In addition, he also suggests to include ‘user role’ into the US. Therefore, instead of writing a US as “A user can post her resume” this US can be written as “A Job Seeker can post her resume”. By respecting this way of writing, developers have the feeling of fulfilling real customer needs.

Later, Cohn took lesson from the work performed at Connextra and widespread the template used by that company. Figure 4.3 exposes the US that was written at Connextra [ref2]. According to Cohn [36], the template is structured as follows: I as a <role> want <function> so that <business value>. Cohn has proposed another template in [57], namely As a <type of user> I want <capability> so that <business value>. He has proposed many templates structured similarly but the key words of each segment are changed. His latest template is structured as follows: As a <type of user>, I want <some goal> so that <some reason> [ref3]. Following Cohn, the ‘so that’ clause is optional.

![Fig. 4.3 Connextra user story card.](http://agilecoach.typepad.com/photos/connextra_user_story_2001/connextrastorycard.html)

Other agile practitioners have suggested and published their own template. For example, Jeff Patton has proposed a US template structured as follows: As a <type of user> I want to <perform some task> so that I can <achieve some goal> [ref4]. Nonetheless, those templates are structured like those of Cohn. Generally, the US template is structured as follows: As [WHO], I want [WHAT] so that [WHY]. A collection of this kind of template is presented in Appendix B. Significantly, there are two templates which are structured differently. The first

---

2http://agilecoach.typepad.com/photos/connextra_user_story_2001/connextrastorycard.html
3https://www.mountaingoatsoftware.com/agile/user-stories
4http://jpattonassociates.com/
one was proposed by Chris Matts in 2011 [ref6]. The template is structured as follows: *In order to <receive benefit> as a <role>, I want <goal/desire>* (see [27]). This template allows us to emphasize on the ‘value’. The second one, is the 5Ws template and it is structured as follows: *As [WHO] [WHEN] [WHERE], I [WHAT] because [WHY]* [ref6].

According to our observation on the different ways for writing US, we would classify US templates into five categories. Table 4.2 provides the five templates with descriptions and examples.

Table 4.2 The five templates for writing user stories.

<table>
<thead>
<tr>
<th>Template</th>
<th>Description and Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kent’s Template</td>
<td>It refers to the way of writing US proposed by Kent Beck in [16]. US are written in prose. E.g., <em>The system should check the spelling of all words entered in the comments field.</em></td>
</tr>
<tr>
<td>Cohn’s Template 1</td>
<td>It refers to the way of writing US proposed by Cohn in [36]. US are written in prose but explicitly include the ‘user role’. E.g., <em>A Job Seeker can post her resume.</em></td>
</tr>
<tr>
<td>Connextra’s Template or Cohn’s Template 2</td>
<td>It refers to the template proposed by Connextra and later made publicly available by Cohn. The US consists of three parts (i.e., [WHO], [WHAT] and [WHY]) and in general it is structured as follows: <em>As [WHO], I want [WHAT], so that [WHY].</em> E.g., <em>As a creator, I want to upload a video so that any users can view it.</em></td>
</tr>
<tr>
<td>Chris’s Template</td>
<td>It refers to the template proposed by Chirs in his blog. Similarly to Connextra’s template, this template also has the same three parts but they are structured differently. The template is structured as follows: <em>In order to &lt;receive benefit&gt; as a &lt;role&gt;, I want &lt;goal/desire&gt;.</em> E.g., <em>In order to increase the number of sales of our print consumables, as a marketing manager, I want customers to register their e-mail addresses.</em></td>
</tr>
<tr>
<td>5Ws Template</td>
<td>US is composed of five parts—i.e., [WHO], [WHAT], [WHERE], [WHEN], and [WHY]. The US can be structured as follows: <em>As [WHO] [WHEN] [WHERE], I [WHAT] because [WHY] or [WHO][WHAT][WHEN][WHERE][WHY]</em> [ref7]. E.g., <em>WHO: As an Instructor WHAT: Selects multiple students (at once) and adds them to a discussion group WHEN: After determining what students go in which groups</em></td>
</tr>
</tbody>
</table>

5http://antonymarcano.com/blog/2011/03/6_stories/
6http://www.ambitiousmanager.com/user-stories-explained/
7http://blog.agilejedi.com/2008/03/writing-user-stories-5-ws-way-writing.html
WHERE From the student listing screen
WHY: To get students into discussion groups

Table 4.3 provides the coverage of each US template regarding the three dimensions of RE (see Section 3.2.1). The complexity of writing US using each template is also provided.

Table 4.3 User story coverage and complexity.

<table>
<thead>
<tr>
<th>US Template</th>
<th>RE Dimension Coverage</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WHO</td>
<td>WHAT</td>
</tr>
<tr>
<td>Kent’s Template</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cohn’s Template 1</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cohn’s Template 2</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Chris’ Template</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>5Ws Template</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

4.2.4 User Story, Epic, and Theme

Within agile methods driven by US, the Epic and Theme concepts are often used to facilitate the planning, prioritizing and organizing of US [36, 122].

Some US are large in size and cannot be implemented in one iteration. Cohn [39] defines such US as Epics. Following Cohn [39], there is no clear defined size of US to be called Epic or not. An Epic US is simply referred to a US that cannot be implemented in one iteration. The Epic US needs to be decomposed into sets of smaller US. In some cases, some Epics are too large and they can be subdivided into sub Epics [39].

According to Cohn [39], Theme is a collection of logically related US. Unlike an Epic US that is not decomposed into enough detail yet, a Theme is a collection of multiple pieces of smaller US.

4.2.5 User Story versus others User Requirements Artifacts

There are several requirements artifacts in the RE literature. Some are seen as overlapping with US and some can be seen as complementary. This section aims at comparing US with IEEE-830 documents, Use-Cases, Scenarios, Personas, and finally, User-Task Models. According to Alexander and Maiden [6]; and Wiegers and Beatty [155] there are some confusions between US with IEEE-830 documents, Use-Cases, and Scenarios. However, US, Personas, and User-Task Models are commonly used within User-Centered Design [130]. Sections 4.2.5.1, 4.2.5.2, 4.2.5.3, 4.2.5.4, and 4.2.5.5 provide a brief description of each aforementioned models while Section 4.2.5.6 provides the comparison of US with all of these models.

4.2.5.1 IEEE-830 documents

The IEEE-830 is a template standardized by the Institute of Electrical and Electronics Engineers (IEEE) in 1998 for documenting software requirements.
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specification [68]. As briefly depicted in Section 3.5.2, it provides global rules for structuring requirements documents and local rules for specifying requirements. The latter recommends to write requirements following the template “The system shall ...”; Figure 4.4 provides examples of requirements written following IEEE-830 style.

```
1. The system shall allow a company to pay for a job posting with a credit card.
   1.1. The system shall accept Visa, MasterCard and American Express cards.
   1.2. The system shall charge the credit card before the job posting is placed on the site.
   1.3. The system shall give the user a unique confirmation number.
```

Fig. 4.4 Requirements in IEEE-830 style (from [36]).

According to Cohn [36], a US and an IEEE-830 statement are different in nature. Indeed, the IEEE-830 statement focuses on writing a software attribute whereas a US focuses on describing a user goal. By focusing on user goals for new software rather than on a list of attributes of new software, we are able to design a solution that better fulfills the user needs [36].

4.2.5.2 Use-Cases

As previously described in Section 3.6.2, the Use-Case model aims at capturing the interaction between actors and the system. According to Cohn [36], a Use-Case is “a generalized description of a set of interactions between the system and one or more actors, where an actor is either a user or a system”. Use-Cases can be either modelled in a diagram, the Use-Case diagram, or written as text in a template, the Use-Case specification (see Section 3.6.2). Within the latter, there are two sections for writing the main and alternative scenario of a Use-Case; these scenarios are referred to as Use-Case scenario and they are different from the scenario in Human-Computer Interaction Design (see next section).

According to Cohn [36], and Alexander and Maiden [6], the main difference between US and Use-Case is their scope. The scope of a US is smaller than the one of a Use-Case. A US is intentionally kept small so that it can be executed and developed in at most an iteration. However, a US can be compared or aligned with a Use-Case scenario [36].

Contrarily, customized Use-Cases like essential Use-Cases [40] are comparable to US. An essential Use-Case is “a use case that has been stripped of hidden assumptions about technology and implementation of detail” [36]. According to Cohn [36], the user intentions of the essential Use-Case could be directly interpreted as a US. Similarly, Wiegers and Beatty [155] argue that a US sometimes covers the same scope as an entire Use-Case but, in other cases, a US represents just a single Use-Case scenario. We share the same view of the latter. This subject is also studied in Chapter 8.
4.2.5.3 Scenario

We refer to the concept of scenario which is defined in *Human-Computer Interaction Design* (see [28] for details). According to Cohn [36], a scenario is “a detailed description of a user’s interaction with a computer”. Following Carroll [28], scenarios include the following characteristic: a setting, actors, goals or objectives, as well as actions and events. Figure 4.5 depicts an example of a scenario.

Fig. 4.5 Scenario in Human-Computer Interaction Design (from [36]).

According to Cohn [36], the main difference between a US and a scenario lies in their scopes and details. Scenarios are more extensive and detailed than US. In fact, scenarios could be seen as large Epics containing a lot of possible US. In addition, a US is generally written in a structured sentence while a scenario is written in a free style.

4.2.5.4 Personas

Persona is a *User-Centered Design* technique proposed by Alan Cooper [41]. Personas are not users, nor roles and nor actors of the system [ref⁸], they are neither the real people. Personas are rather hypothetical archetypes of actual users; they represent real people throughout the design process and they are described as if they were real people—i.e., they are defined with significant rigor and precision [41]. Unlike user, role and actor, a persona is described by a name, a photo, a long narrative text describing its personalities, its needs, its goals, etc. in a single page. There are many ways for writing personas, some templates use US in personas for describing personas’ needs and vice-versa—i.e., use persona in the WHO dimension of US [64]. The latter refers to the persona stories which are not in the scope of this thesis. Figure 4.6 provides an example of a persona using US (but they do not follow any US templates) for describing their needs.

---

⁸http://www.agilemodeling.com/artifacts/personas.htm
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Personas and US are different in nature. Personas are used to model real users of a system; whereas, US are used to express user requirements or needs. As mentioned before, US can be used to describe personas’ requirements. Cohn [36] suggests to use personas for writing US; they allow to discover new requirements.

4.2.5.5 User-Task Models

User-Task Models, or task models, are commonly used to model the interaction between users and systems in User-Centered Design [85]. The task models are often used for describing the tasks that users can perform with a system. A task represents a specific action that a user can undertake in order to reach a goal; a goal “is either a desired modification of state or inquiry to obtain information on the current state” [98]. Many task models have been proposed in the literature [47]. Each task model addresses different aspects of user interface design, and has different formalities, expressivenesses and complexities [85]. In this thesis we rather compare US to the Hierarchical Task Analysis (HTA) [9]. Indeed, according to Limbourg and Vanderdonckt [85], the HTA task model has a lower complexity than other task models. Figure 4.7 exposes an example of an HTA task model.

The main difference between task models and US is their nature. US are rather requirements artifacts; whereas, task models are analysis artifacts. This means that they are built from others artifacts such as scenarios, US, etc. [130]. Another difference is the models themselves—i.e., US are text-based while task models are generally graphical hierarchical trees. However, US can be used as inputs for constructing task models [130]. A US can be transformed into a task of task models.
4.2.5.6 Comparison between User Story and other User Requirements Artifacts

Despite the differences discussed in the previous sections, we further compare US with the aforementioned models regarding to five dimensions in order to justify our choice of studying in US for this thesis. The five dimensions are Length, Scope, Lifespan, Expressiveness, and Degree of agility. The length refers to the length of the text used for naming elements of the models. The scope refers to the scope of the model—i.e., business value, user requirements, software specification, etc. The lifespan refers to the usage of the models along the software development cycle. The expressiveness refers to the ability of representing or describing any information that users want to express within the requirements by using these models. Finally, the degree of agility refers to the ease and flexibility in changing the models. We give more priority to the latter.

We use US as the baseline for the comparison; we use this symbol “+/-” for the neutral. The symbols “–”, “- -”, “+”, and “++” for representing lower, lowest, higher and highest respectively. The given scores are based on our won interpretation.

Based on the results in Table 4.4, we can see that the scope, level of detail and expressiveness of US are lower than other models. The length of US, on the other hand, has a better score compared to some models. Importantly, the degree of agility of US is higher comparing to other models. We argue that by using graphical models for modeling US or using graphical models complementarity to a written US set allows to reduce some drawbacks in level of detail and expressiveness. These subjects will be addressed in Chapters 6 and 7.

Fig. 4.7 An example of Hierarchical Task Analysis (from [9]).
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Table 4.4 The comparison between user story and other user requirements artifacts

<table>
<thead>
<tr>
<th></th>
<th>Length</th>
<th>Scope</th>
<th>Level of Detail</th>
<th>Lifespan</th>
<th>Expressiveness</th>
<th>Degree of Agility</th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
</tr>
<tr>
<td>IEEE-830</td>
<td>+/-</td>
<td>-</td>
<td>+/-</td>
<td>-</td>
<td>+/-</td>
<td>-</td>
</tr>
<tr>
<td>Scenario</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Use-Cases</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>+/-</td>
<td>-</td>
</tr>
<tr>
<td>Persona</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>User Task</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>-</td>
</tr>
</tbody>
</table>

4.2.6 Pros and Cons of using User Stories

This section provides the advantages and disadvantages of using US in software development. Section 4.2.6.1 exposes the advantages of US while Section 4.2.6.2 provides the drawbacks of using US in software development.

4.2.6.1 Benefits of using User Stories

The first advantage of US is the emphasizes on verbal communication for gathering requirements [36]. The goal of US consists in writing down desired pieces of functionality in only a few sentences. Consequently, the written US do not contain the required level of detail. In order to be able to develop the different US, the development team has to step into conversation with the customer in order to gather the remaining details that are missing on the story cards. This shifts from writing document in ‘traditional’ methods to verbal communication. Therefore, it allows and promotes rapid feedback cycles that result in a better understanding of the required functionalities of the system.

Since requirements are written by the customer rather than developers in daily language (i.e., natural language), a second advantage is the comprehensibility of the US. The absence of an abundant use of both technical and business jargon results in a better understanding of the different US for both developers and users/customers. Furthermore, Cohn [36] claims that US are the right size for planning activities. Another advantage of US is that they encourage the team to defer detail [36]. This can be beneficial for the project because a lot of high-level US can be written at the start of the project, what might give the customer and users the opportunity to get a clearer look and feel with the system to be developed. The remaining required level of detail can then be gathered subsequently. US also stimulate the accumulation of tacit (i.e., hidden and intangible) knowledge across the team. The more conversations that are held between developers and the on-site customer, the more knowledge that builds up within the development team.

US also contain the major advantage of being compatible with iterative development, what makes them ideal for usage in agile methods. This benefit is, among other things, reflected in the fact that not all US have to be written at the start of the project. Furthermore, the use of US allows to start with an Epic
US that is split into smaller US later on the project. Since US heavily focus on conversation and contain the ability to be written and rewritten in various levels of detail at any moment during the project, they support opportunistic and agile development. By using US as requirements artifacts, project teams get rid of the I’ll know it when I see it (IKIWISI) syndrome where users have difficulties in providing a clear view on what they want and expect from the system to be developed. Additionally, the US approach contains the possibility to embrace changing requirements during the project cycles. Since US are used within agile methods, a US driven process encourages participatory design where one or more customer representatives become part of the development team. Several studies have shown that user involvement is an important success factor in software development.

4.2.6.2 Drawbacks of User Stories

Opposed to the benefits of using US as requirements artifacts in agile methods, there are some critical drawbacks related to their usage. First of all, using US in large projects can become difficult and complex. In such projects it can become hard to maintain a clear view on the relationships between the different US. Secondly, when traceability is required, some additional documentation might be required. Latter necessity in situations where traceability is required conflicts with the values and principles of the agile manifesto that encourages the use of a minimal amount of documentation within the project. Furthermore, US are not adequate artifacts to use with an organization in which management style and culture mandates more formal documentation. Another set of drawbacks are the ones that also correspond to those of natural language requirements in general. Natural language (and thus also US) can be interpreted ambiguously what makes the project prone for communication errors. However, using US templates like that ones exposed previously could overcome the latter drawback (see Section 3.5.2). Following Pichler, US are “not able to express relationships between different features and to describe workflows”. Last but not least, US driven projects depend on the availability of the customer; in some projects it is hard to always have the customer on ones side.

4.3 Visualizing and Modeling Requirements with User Stories

Traditionally, US are written on physical index cards (or sticker notes) and stored on a whiteboard. Nonetheless, with the CASE-Tool they are rather stored in the form of a list. As evoked requirements analysis in agile methods are based on these artifacts. A US is moved around the US set during the analysis. The understandability of the requirements depends on how the US set are physically distributed on the whiteboard or in the list. On the other hand, from the perspective of requirements engineering, modeling requirements visually plays an important role for better understanding requirements; however, agile methods consider formal models as harmful to agile principles.

\[9\text{http://www.romanpichler.com/blog/user-story-modelling/}\]
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In practice, we observe that some agile practitioners are using visual models to improve the analysis of US [146]. Therefore, this section aims at reviewing different techniques for visualizing US sets and more formal models used by agile practitioners for requirements analysis within agile methods. This section is structured as follows. Section 4.3.1 provides the overview on User Role Modeling. Section 4.3.2 presents the conventional representation of US in agile methods—i.e., the storyboard, product backlog, etc. Section 4.3.3 overviews the User Story Mapping technique. Finally, Section 4.3.4 exposes some modeling techniques for complementing US.

4.3.1 User Role Modeling

User Role Modeling is a simple practice suggested by Cohn [36]; it is aimed to be conducted prior to the US writing workshop. It is important to identify different user roles before writing US. According to Cohn, writing US from the perspective of a single user type can be harmful—i.e., the US of a specific user role are missing. Modeling different roles and writing US from the different perspectives of these roles can prevent the latter. Cohn defines user role as “a collection of defining attributes that characterize a population of users and their intended interactions with the system”. Modeling user role follows these following steps: (1) brainstorm an initial set of user roles; (2) organize the initial set; (3) consolidate roles; (4) refine the roles (for details see [36]). Additional techniques such as Persona and Extreme Characters can be also used in addition to the user role. Following Cohn [36], by using these techniques new US can be discovered.

4.3.2 The Product Backlog

The common and conventional practice for visualizing US with agile methods is to write US physical index cards as sticker notes and attach them on a wall or a whiteboard and make them visible to everyone in the team. Figure 4.8 shows the Scrum board (sometimes called storyboard) for visualizing US in Scrum. This board can also be served as a monitoring tool to see the progress of the US. The column on the very left of the board is used for storing the US to be implemented; it is known as the Product Backlog column. The column on the very right of the board is used for storing finished US; it is known as the Done column. In between the two columns, there are the To Do and In Progress columns; these constitute the basic elements and it is possible to have more columns depending on how detailed the team wants to monitor the progress. The US are moved from the left to the right on the board to indicate their progress. The order of implementing US depends on the priorities set by the customer. When there are new US, new sticker notes are added to the backlog; the team follows the same process until the backlog is empty. This could also be done by using list tools such as Excel [48].
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This approach works well when the number of US is small; the customer always has the ability to provide priorities correctly to the US set. When the number of US is important, it becomes difficult for the customer to visualize the US set and often the customer (but also the developer) loses its vision on the backlog [111]. The prioritization of US set has turned to be hard and resulted in incorrect prioritization and it rapidly turns to chaos. Cohn [39] suggests to keep the number of US lower than 150 in the backlog to ensure they are kept manageable. To achieve this, Cohn proposes to keep some US in large size—i.e., Epic US, and sometimes we need to group some small US into Themes [39]. Only the US for next iteration have to be decomposed into an implementable size—i.e., in one iteration. The organization of the US is as follows. The small and high priority US are located at the top of the backlog and the large and low priority US are located at the bottom of the backlog; Cohn calls this the product backlog iceberg. This is also known as a Prioritized Product Backlog. Figure 4.9 exposes the structure of the prioritized backlog.

Fig. 4.8 User Stories on Scrum Board.

Fig. 4.9 Prioritized product backlog (from [122]).
In order to keep the backlog prioritised and structured, it requires additional efforts and practices for agile teams. Cohn [39] has proposed the *product backlog grooming* practice for maintaining the backlog. This practice is also known as *product backlog refinement*. The goals of product backlog grooming are (i) to ensure that the backlog remains populated with items that are relevant, detailed and estimated to a degree appropriate with their priority, and (ii) maintain the current understanding of the project or product and its objectives. Product backlog grooming is normally conducted before each iteration; it is also part of the planning game. Following AgileAlliance [ref 10], the product backlog grooming consists of:

- removing US that no longer appear relevant;
- creating new US in response to newly discovered needs;
- re-assessing the relative priority of US;
- assigning estimates to US which have yet to received one;
- correcting estimates in light of newly discovered information;
- splitting US which are high priority but too coarse grained to fit in an upcoming iteration.

### 4.3.3 User Story Mapping

*User Story Mapping (USM)* is a *user-centric* approach for visualizing and modeling US. It has been proposed by Jeff Patton [112]. USM consists of organizing US along two axes. The horizontal axis is used for arranging US with respect to the order of involvement of the user with the system. In other words, it refers to the process of the user’s involvement with the system. The vertical axis is used for arranging US with respect to their priorities and abstractions. The US located at higher position have higher priority than the ones at the lower position. In addition, the vertical axis is divided into three layers; each layer refers to a level of the granularity of US. A US at the higher layer covers the scope of those under its hierarchical structure at the lower layer. The three layers are: the *Backbone*, it refers to the *User Activities*; the *Walking Skeleton*, it refers to the *User Task*; and finally, the lowest granularity is the US. Figure 4.10 exposes the template of the USM.

Following Patton [112] and Rogalsky [ref 11], using USM for representing product backlog provides several advantages over the normal and prioritized product backlog. The advantages are as follows:

- It provides the ‘BIG PICTURE’ of the product backlog; therefore, a better understanding of the system to be developed;
- It provides a better tool for making decisions about refining and prioritizing the product backlog;

---

10https://www.agilealliance.org/glossary/backlog-grooming/
11http://winnipegagilist.blogspot.be/2012/03/how-to-create-user-story-map.html
• It promotes silent brainstorming and a collaborative approach to generating US;
• It provides a visual alternative to traditional project plans;
• It provides a useful model for discussing and managing scope;
• It provides a visual dimensional planning and real options for the project.

4.3.4 Models and User Stories

The shift from well documented requirements to the simple use of US has resulted in neglecting requirements modeling activities within agile methods [131]. This can be seen by examining the values and principles of the agile manifesto—i.e., there is no principle nor value of the agile manifesto focusing on modeling requirements. Conversely, from the perspective of RE, modeling is important: it allows developers to better and easier understand the problems [7, 13], and help the customer in prioritizing requirements [7, 131]—for example, we can identify the interrelated requirements that need to be implemented in the same iteration. Following Ambler [7], modeling activities provide positive impacts in discovering flows in the system; but it is a time consuming activity which is harmful to agile principles. In addition, modeling can slow down the development process.

To the best of our knowledge, Ambler is the first one who has tried to include modeling activities in agile methods. He has proposed an agile method called Agile Modeling [7] in 2002 which is compatible with other agile methods. It provides practices and guidelines for other agile methods to elaborate the modeling activities without violating the agile principle. He proposes to model just enough to explore the system but not too much. The recent research conducted by Wang et al. [146] revealed that modeling is the second used method
for requirements elicitation after US within agile methods. “Requirements Analysis preferred to use model as models can show their ideas easily and quickly” [146].

Following Wang et al. [146], Pichler [ref12] and Ambler [7], most of models used for requirements activities in agile methods are rather serving as a complementary view to US with the customer (in order to improve the US writing) than modeling US themselves. In other words, models are used for validating requirements or stimulate the latter to write missing US. This means that US are normally generated from the model but not inversely. In this thesis, we attempt to produce models from a US set and the models themselves can also serve for validating requirements or discovering missing US. This model can also be served as an input for the planning game.

Following Wang et al. [146], the possible modeling techniques used in requirements analysis within agile methods are the business process model, the goal model, the Use-Case model, the Role Card, and the organization model. We also did an informal research. We used Google as a tool for searching. We used these two keywords ‘modeling and agile methods’ and ‘modeling user stories’ for doing the search; we only take into account the first one hundred pages for each keyword. Moreover, we only consider blogs and personal websites rather than forums. Our results informally confirm the research of Wang et al. Figure 4.11 provides some models used for/with US. For example, Pichler suggests to use a context diagram for depicting user roles and Epic US, large and coarse-grained US. He argues that the diagram can provide an overview of the product’s functionalities. In addition, he also suggests to use activity diagrams to capture sequences and workflows by connecting individual US. Furthermore, a modeling tool such as Visual Paradigm [105] also provides the possibility to describe US within a Use-Case and a business process diagram.

12http://www.romanpichler.com/blog/user-story-modelling/
Fig. 4.11 Possible modeling techniques used as a complementing view to user stories.

4.4 User Story Based Planning in Agile Methods

This section aims at presenting the basic US planning techniques found in agile methods. Section 4.4.1 exposes the two strategies for doing iterative planning.
Section 4.4.2 provides some practices for selecting US to be implemented in an iteration.

### 4.4.1 Iterative Planning with User Stories

Basically, there are two types of planning within the agile approach: release planning and iteration planning. Iteration planning consists of doing a plan for a selected US set to be developed during an iteration. Whereas, the release planning consists of determining how many US can be accomplished by what date [37]. This can be done by two strategies. In the first case, we set a date and we determine how many US can be accomplished by that date. In the second case, we can set the number of US and determine when these US can be accomplished. Most agile methods adopt the first when doing release planning.

Figure 4.12 provides a general planning process within agile methods. The process involves the following steps [37]:

- **Determine the conditions of satisfaction**: It consists of determining the criteria of success or failure (business value, the amount of money saved, ...) of each iteration;

- **Estimate the US**: It consists of estimating the size of the US in terms of efforts, duration of implementation, user story point, price, ...;

- **Select an iteration length**: It consists of selecting the length of the iteration. For example, the iteration length in Scrum is 2 to 4 weeks;

- **Estimate velocity**: The velocity refers to the amount of user story points (see in [37]) that a team is able to implement within an iteration. Thus, estimate velocity consists in determining the amount of user story points to implement based on the performance of last iteration;

- **Prioritize US**: It consists of prioritizing each US. Normally, the priorities are given by the customer;

- **Select US and release date**: It consists of selecting a set of US to be implemented for the next iteration and defining the release date.

Following Cohn [37], a release plan is important for a number of reasons. First, it helps the product owner and the whole team to decide how many US to be developed and how long will take to deliver a workable software. The sooner the software can be released the better; the organization can start earning a return on its investments. Second, a release plan conveys expectations about what is likely to be developed and in what timeframe. Many organizations need this information because it feeds other strategic planning activities. Third, a release plan serves as a monitoring tool to see the progress of the team.

### 4.4.2 Selecting User Stories for an Iteration

Selecting a US set to be implemented for the next iteration is somehow changeling; it can significantly impact when and with what functional and
Determine the Conditions of Satisfaction

Before starting to plan a release, it is important to know the criteria by which the project will be evaluated as a success or a failure. For most projects, the ultimate scorecard is the amount of money saved or generated. As leading indicators of whether a project is likely to achieve these financial goals, most projects use the triumvirate of schedule, scope, and resources. For most projects, this means that the product owner’s conditions of satisfaction are defined by a combination of schedule, scope, and resource goals.

The product owner will bring desired targets for each of these factors into almost every release planning meeting. A product owner may want four themes: 

1. Prioritize user stories
2. Select stories and a release date
3. Select an iteration length
4. Estimate velocity
5. Do in any sequence
6. Iterate until the conditions of satisfaction for the release can best be met

Fig. 4.12 General process for iterative planning in agile methods (from [37]).

nonfunctional quality levels software is delivered. The common strategy used for selecting US for an iteration is to select the set of US located at the top of the product backlog. The main idea is to implement the US with highest priority early in the project so that the customers can realize the most business value [117]. The highest priority means that those US are important for delivering business value.

The above strategy works well when all US in the product backlog are independent from each other—i.e., every US can be implemented on its own and can deliver business value. In some cases, the functionality of some implemented US cannot provide its value to the customer because they depend on other functionalities of other low priority US to make it fully valuable for the customer [27]. This leads to reprioritizing of US so that relevant US can be selected for the next iteration. This can delay the value delivery to the customer. To optimize such a situation, it is better to select a coherent set of US to be implemented in the same iteration. This means that it is better to select some high priority US and some low priority US that are functionally depending on each other to be implemented in the same iteration. Following Rubin [122], there are always dependency between US. Cardinal [27] suggests to use the visual aid like USM for selecting coherent US set. Nonetheless, from the requirements engineering perspective, modeling US can discover dependencies between US [155].

### 4.5 Conclusion

This chapter has presented the state of the art of RE activities in agile methods. It more specifically focuses on US—the most used requirements artifacts in agile methods.

RE and agile methods are often seen as being incompatible because the former induces producing a formal documentation through a model of the system-to-be and the latter specifically points to producing as few documentation as possible. The RE process of agile methods is continuous over the project life cycle so that it may lead to many changes and putting into question the already modeled requirements. At the inception of the project some RE activities are
conducted in order to get an understanding of the boundaries of the system as well as an evaluation of its critical features. Then, in later iterations, more details about the requirements are collected to build a finer representation of the system-to-be. Last but not least, since simplicity is one of the core agile principles, very operational and easy to understand requirements artifacts such as US have been adopted in agile methods.

US are indeed used as primary requirements artifacts in agile methods, especially in XP and Scrum. Within this chapter, the role of US in agile methods has been discussed. They are more than only small pieces of functionality represented on story cards and form the fundamental basis of communication between the development team and the customers. In addition, US differ from other requirements artifacts such as IEEE-830 documents, Use-Cases, Scenario, Personas, and User Task Models. The US gathered at the beginning of the project, at the beginning of a release or at the beginning of an iteration are used as guidance within several conversations and discussions between developers and customers/users. A US driven approach starts with gathering the different US and writing them on so-called story cards. Some US of the project backlog are then the scope elements of the coming iteration, and, at the end of each iteration agile practitioners proceed to a re-prioritization of requirements as well as a re-evaluation of the criteria used in the prioritization.

The way of writing US is diverse—i.e., agile practitioners create their own US templates following their sensibility and do not associate precise semantics to their practices. This leads to difficulty in interpreting US templates. The nature of the elements present in the US can be interpreted differently since readers of each US template can be misled when using the US template. This motivates the research of the next chapter which defines a unified model for US templates. That contribution is then further used as a supporting pillar for the other contributions of the thesis.
Part III

Towards More Formality in Agile Methods’ Requirements Engineering
Chapter 5

Unifying and Extending User Story Models

Within Agile methods, User Stories (US) are mostly used as primary requirements artifacts and units of functionality of the project. The idea is to express requirements on a low abstraction basis using natural language. Most of them are exclusively centered on the final user as only stakeholder. Over the years, some templates (in the form of concepts relating the WHO, WHAT and WHY dimensions into a phrase) have been proposed by agile methods practitioners or academics to guide requirements gathering. Using these templates can be problematic. Indeed, none of them define any semantic related to a particular syntax precisely or formally leading to various possible interpretations of the concepts. Consequently, these templates are used in an ad–hoc manner, each modeler having idiosyncratic preferences. This can nevertheless lead to an underuse of representation mechanisms, misunderstanding of a concept use and poor communication between stakeholders. This chapter studies templates found in literature in order to reach unification in the concepts’ syntax, an agreement in their semantics as well as methodological elements increasing inherent scalability of US-based projects.

The research exposed in this chapter has been realized in collaboration with Y. Wautelet, M. Kolp, and I. Mirbel. Results have been published in the proceeding of the 26th International Conference on Advanced Information Systems Engineering (CAiSE 2014, [148]).

This chapter is organized as follows. Section 5.1 provides the research context. Section 5.2 provides some related works. Section 5.3 explains the research methodology in detail. Section 5.4 exposes how each syntax and semantic are selected. Section 5.5 presents the meta-model of the US template. Section 5.6 provides the evaluation of the model based on two case studies. Section 5.7 discusses the validity of our model. Finally, Section 5.8 provides the conclusion of the chapter.

5.1 Research Context

US constitute the main key artifact serving for requirements engineering in agile methods; this is particularly the case in eXtreme Programming (XP)
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[15]. US are very operational documents describing user functionalities on a low-level basis. Basically, a US is made to be written in natural language even if initially a few templates have been proposed. With the years, practitioners developed more templates which they used at their best convenience (e.g., [76, 83] for formal sources and [8, 38, 77, 101] for informal ones). The US template is structured in the following way: As [the WHO], I want/want to/need/can/would like [the WHAT], so that [the WHY]. In other words, US allow inherently to address the three following fundamental elements (called the dimensions in this research) of requirements engineering: WHO wants the functionality, WHAT functionality end-users or stakeholders want the system to provide and the reason WHY the end-users or stakeholders need the system for. These dimensions are materialized by a syntax in a US template, like the elements between angle brackets in: As a <role>, I want <goal> so that <benefit>.

With practically no definition (called semantics in the rest of the chapter) associated with the elements constituting the US templates, the interpretation is often hazardous. This leads to a need of accuracy, precision and unification. We consequently propose to build a unified model defining a set of US templates. We therefore started from frameworks issued of Goal-Oriented Requirements Engineering (GORE). The use of GORE frameworks, inherently high-level, is our deliberate choice. Indeed, to the best of our knowledge, they include the richest sets of modeling constructs for system analysis. Alternative choices could have been made and the priority among GORE frameworks within the research could have been different leading to build a different model. The aim is, however, not to evaluate each possible unified model but to build one that could allow to associate a single (one option only) syntax/semantic to every (no lack) dimension of a US template. For this purpose, the unified model is evaluated empirically onto sets of US issued of real life projects.

Finally, we argue that a unified syntax coupled with precise semantics would allow to enhance the potential of these requirements artifacts. Indeed, the use of a well-defined set of non-redundant terms would:

- Reduce communication issues between the agile project stakeholders;
- Reduce scalability issues of US-based agile methods (see [110]). Indeed, by furnishing constructs that can be better structured, hierarchized and grouped on the basis of their nature, the (iterative) planning of the software development could be based on elements with a higher abstraction level (i.e., broader scope). It will allow to divide the software problem into pieces better manageable for huge software developments;
- Ease the querying and reasoning onto US.

5.2 Related Work

Patton [110] highlights the difficulties of agile practitioners to deal with a project involving a huge number of US for implementing the information system of a hospital. Indeed, when dealing with about 800 US, the hierarchy was rather
difficult to determine and the big picture of the system while performing the planning game. Scalability is thus definitely an issue in agile projects with US as poor requirements engineering artifacts. He decided to introduce the US template “As <User>, I want <Task>, so that <Goal>” in order to define a hierarchy in the form of Goal, Task and US but with no semantic associated.

Series of papers have proposed enhancements to handle the requirements engineering process into agile software development, most of them focus on scalability issues and granularity of elements; however, to the best of our knowledge none has proposed a unified model with associated semantics. Leffingwell [83], Vlaanderen et al. [144], and Vihčinitty and Rautiainen [137] identified issues in the usage of backlog items alone. Backlog items are US or non US-based but still a text based requirements sets. It does indeed not allow to represent the business strategy (or the long-term business goals). They highlight the project should thus include not only the backlog items, but also Epics, Themes, Visions. The backlog items are the lowest requirement items and respectively Epic, Theme and Vision are elements representing the software problem through higher level entities. They however did not provide any explanation on how to map the backlog items to the upper levels.

5.3 Research Method

Figure 5.1 illustrates the research process. First, the dataset has been built; on that basis we have defined a candidate model which has finally been validated on two real life case studies. These steps are depicted in this section.

5.3.1 Building the Dataset

Initially, the way of writing US was rather fuzzy; it mostly consisted of a small text of maximum 2 lines to describe some functional expectation or scenario involving the final user. Even if Cohn [36] proposed an initial way of writing
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US, many users of agile methods have been suffering from the lack of guidance in how to write an effective US [110]. Some of them thus proposed their own solutions and plenty of templates used in an ad-hoc manner appeared. In line with this, the research sources that have been taken into account are of two types:

- Academic: which consisted in overviewing the US templates found in ‘formal’ or semi-formal sources (published scientific articles or books);
- Practice: which consisted in overviewing the US templates found in ‘informal’ sources (mostly websites and blogs).

The aim was to list and basically classify the US templates that are used in practice. No higher importance was given to formal sources, even if Table 5.1 explicitly shows the number of syntaxes issued of both types of sources.

Basic references for agile development as well as sources found using scientific publications search engines where primarily taken into account. Then, a web search on Google allowed us to fill the set of US templates with others issued of the daily use of agile methods practitioners. The search included informal sources like websites, blogs, etc. (i.e., html pages); only sources considered relevant (i.e., referring to a practical use) were taken into account. The search included: (1) ‘User Story Template’; (2) ‘User Story’ ∧ ‘XP’; (3) ‘User Story’ ∧ ‘eXtreme programming’; (4) ‘User Story’ ∧ ‘Agile’; (5) ‘Agile Requirement’ ∧ ‘User Story’. The first ten pages (i.e., 100 links since 10 pages multiplied must be multiplied by 10 sources by page) provided were taken into account. All pages were carefully scrutinized; relevant US templates were included. We finally included 20 US templates issued of formal sources and 65 of informal ones (see Appendix B); this constitutes our first research material.

Unfortunately, no semantic description associated with any of the syntax (except for the Business Value syntax for which we found a vague definition, see Section 5.4.3) was ever found in literature, this made any direct semantic evaluation impossible. Nevertheless, in nearly all the cases, examples associated to the proposed US templates were provided. We collected 237 examples; this constitutes our second research material (see Section 5.3.3).

1The data was collected by a junior researcher (PhD candidate) onto the Belgian French Google version. Another local version or its consultation at another moment of time can lead to the collection of other templates. However, since we have collected a significant number of them, it would have impacted redundancy or brought genuine occurrences in a non-significant amount with no impact on the model.

2We only considered the US templates structured around a WHO, WHAT and (possibly) WHY dimension; other forms of US templates were not taken into account for this study. In addition, we only used basic search option of the search engine for doing search.

3The addition of the figures in Table 5.1 within one dimension surpasses the number of collected templates. Indeed, into one template we can find several syntaxes for a dimension; e.g., the US template As a <type of user>, I want <capability or feature> so that <business value or benefit> generates 2 occurrences for the WHAT and the WHY. The input material for our research was based on a Google search at the mid of 2013. Later generation of a Google search based on the same keywords is likely to produce a different research input with a possible consequence on the research output.
5.3 Research Method

5.3.2 Descriptive Concepts in User Stories

In order to be able to study the relevant concepts within US templates, we first decompose these to keep the syntaxes and their related dimensions only. Such an element is, for the sake of uniformity, characterized as a Descriptive_Concept (D_C) in the present study. Figure 5.2 shows the D_C in the form of a class. When building the dataset, each element that we find in a US template and that relates to one of the 3 dimensions will be an instance of that class. As an example, for the template As a <role>, I want <goal> so that <benefit>, we will have 3 instances of the D_C class, one for role, one for goal and one for benefit. The attribute dimension thus compulsorily takes one of the values WHO (e.g., for role), WHAT (e.g., for goal) or WHY (e.g., for benefit) and the attribute syntax takes the syntax found within the dimension. Finally, the attribute semantic will eventually be instantiated later through the use of GORE frameworks.

<table>
<thead>
<tr>
<th>Descriptive_Concept</th>
</tr>
</thead>
<tbody>
<tr>
<td>dimension : ENUM{WHO,WHAT,WHY}</td>
</tr>
<tr>
<td>syntax : String</td>
</tr>
<tr>
<td>semantic : String</td>
</tr>
</tbody>
</table>

Fig. 5.2 The Descriptive_Concept class.

5.3.3 Building the Candidate Model

Three sets of D_C instances can be distinguished: one for the WHO, one for the WHAT and one for the WHY dimension. For each dimension, a table was built including each of the D_C instances found and their number of occurrences.

Then, the syntax of each instance of the D_C class was associated to a semantic issued of GORE, business modeling or general requirements engineering literature. More precisely, we used the following sources:

- The i* modeling framework [159], an agent and goal-oriented framework which has been applied in many fields including requirement engineering, software process development, business redesign, business organization, security, etc. [158]. The framework was taken at large since it includes the contributions of the whole Tropos [29] methodology. [159] was used as a main source since it encompasses significant work done around the framework;
- The KAOS framework [139], a requirements engineering framework based on goal modeling. [139] was used as a main source since it encompasses significant work done around the framework;
- The Business Process Model Notation (BPMN) framework [103], a well-known and industry adopted framework for representing business processes;

---

*Tropos is the software development methodology using i* in the requirements stages.
A glossary of requirements engineering terminology [56], which collects, defines and translates most of the concepts used in software engineering.

In order to build the model, each instance of the $D_C$ class leads to consult these sources in a sequential order. Indeed, the syntax of each instance was compared to the different syntaxes proposed in the frameworks. When a match was found between the syntax issued of a US template and one issued of the consulted framework, we proceeded to a preliminary adoption. This means that the semantic issued of the framework was associated to the $D_C$ so that we dispose of a couple syntax/semantic that can be further evaluated later. We can take the example of the $D_C$ associated with the syntax $<\text{role}>$: the $i^*$ framework was firstly taken into account. Within this framework, the syntax role was present. A match was thus directly found and the semantic associated to the role in the $i^*$ framework was adopted for the $D_C$ attribute semantic. If it was not the case, we would have done the same process for the second framework (KAOS), and so on. If finally no match could be established in any of the evoked frameworks, it was left out of the study. This stage is referred to as Syntax Included and Semantic Association in Section 5.4. A list of definitions of each syntax are exposed in Appendix D.

After the process depicted in the previous paragraph was performed for each $D_C$ instance of a particular dimension, each semantic was firstly compared to the other ones of the same dimension in order to evaluate possible redundancy/overlap/mismatch. When issues were identified, some of these instances were left out for the semantic evaluation onto US examples. This stage is referred to as Comparison of Associated Semantic in Section 5.4.

Each remaining $D_C$ was then compared to each of the set of US examples (known as second research material). The goal was to find how many examples could be related to the semantics of each $D_C$ to evaluate its relative importance. This stage is referred to as Semantic Evaluation on Examples in Section 5.4.

The model was built by a senior researcher (PhD graduate). After, it was evaluated by a junior and two other senior researchers. Elements that lead to discussions were carefully evaluated and discussed until a consensus was found.

### 5.3.4 Validation

Once the final model has been built, it has been evaluated onto two sets of US issued of two real-life projects. This has been done by a junior researcher then cross checked by a senior one. We started from the US sets and evaluated to what class of the unified model it belongs in order to determine coverage and completeness. Results are discussed in Section 5.6.

### 5.4 Selected Semantic Associated to the $D_C$ Class Instances

Table 5.1 summarizes the different syntaxes that we have found for the WHO, WHAT and WHY dimensions. The reader can find between brackets next

---

5We always respected the defined framework hierarchy to ensure higher internal consistency of the produced model.
to each syntax, the respective number of occurrences found in US templates (number of occurrences found in formal sources + number of occurrences found in informal sources). The syntaxes in bold are the ones that were associated with a semantic; the other ones were left out of the process of building the candidate model before a semantic was associated. Full rationale for each of these dimensions is given in the rest of this section.

Table 5.1 Instances for Descriptive_Concept and related syntax.

<table>
<thead>
<tr>
<th>WHO</th>
<th>WHAT</th>
<th>WHY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Role (13+31)</td>
<td>Goal (4+18)</td>
<td>Business Value (7+18)</td>
</tr>
<tr>
<td>Type of User (8+15)</td>
<td>Something (3 + 10)</td>
<td>Benefit (7+18)</td>
</tr>
<tr>
<td>User (0+10)</td>
<td>Action (4 + 7)</td>
<td>Reason (4+14)</td>
</tr>
<tr>
<td>Actor (0+6)</td>
<td>Feature (4+7)</td>
<td>Goal (3+6)</td>
</tr>
<tr>
<td>System Role (0+1)</td>
<td>Function (1 + 7)</td>
<td>Achievement (0+4)</td>
</tr>
<tr>
<td>Persona (0+1)</td>
<td>Desire (0+6)</td>
<td>Rationale (0+2)</td>
</tr>
<tr>
<td>‘x’ (0+1)</td>
<td><strong>Functionality</strong> (1+4)</td>
<td>Desire (0+2)</td>
</tr>
<tr>
<td>Capability (3+1)</td>
<td>Outcome (0+1)</td>
<td></td>
</tr>
<tr>
<td>Task (1+2)</td>
<td>Result (0+1)</td>
<td></td>
</tr>
<tr>
<td>Activity (1+2)</td>
<td>‘y’ (0+1)</td>
<td></td>
</tr>
<tr>
<td>Outcome (0+2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behaviour (0+1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Description (0+1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>What (0+1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘y’ (0+1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.4.1 The WHO Dimension

5.4.1.1 Syntax Included and Semantic Association

As shown in Table 5.1, we found six different syntaxes into the WHO dimension. We decided to group *User* and *Type of User* into a single instance of the *D_C* class since a *User* inherently refers to a *Type of User* through its instantiation. In the same way, we have preliminarily left out the syntaxes *System Roles*, *Persona* and ‘x’ because the number of their instances found was not significant and only supported by informal sources.

Using the method depicted in Section 5.3.3, the semantics associated to the remaining syntaxes were:

- **Role**: “A role is an abstract characterization of the behavior of a social actor within some specialized context or domain of endeavor” [159];
- **User**: “A user is a person who uses the functionality provided by a system” [56];
- **Actor**: “An actor is an active entity that carries out actions to achieve goals by exercising its know-how” [159].
5.4.1.2 Comparison of Associated Semantic

As explained in the research method, the semantics we have associated to the syntax of Role, User and Actor have been compared to each other. We first emphasize that the semantics associated to Role and Actor are issued of the i* framework and, as such, can thus be evaluated complementarily. Concretely, i* includes both concepts because the framework distinguishes Actors at a high-level of abstraction and, as mentioned in their definition, Roles are used into a specific context. Concretely, this high-level of abstraction is not present in the WHO entities into the US examples that we have studied and each of them always refer to a specific context. Consequently, none instances would be qualified as an Actor but rather as a Role with respect to the semantic issued of i*. The D_C with syntax Actor is thus judged non-relevant and eliminated from the candidates to be integrated in the unified model.

5.4.1.3 Semantic Evaluation on Examples

The semantics associated to Role and User were further compared to the list of examples built-up as a research dataset. In every of the studied US examples, we found either the word User used as example (so not instance of D_C) within the WHO dimension, or a specific role played by a user of the system. At this stage, User can thus be the syntax of an instance of the D_C class or the syntax of a US example. This is misleading so that we suggest to only keep the instance of the D_C class associated to the syntax Role; the syntax User can be used in a US but only as an instance of Role. Figure 5.3 thus only owns one class related to the WHO dimension; the Role.

5.4.2 The WHAT Dimension

5.4.2.1 Syntax Included and Semantic Association

*Something* was directly left out of the study. Indeed, even if the number of occurrences is high (3 + 10), no semantic could be found in the source frameworks and it is inherently too vague/imprecise/broad to be taken into account. No semantic could be associated to Action and Function. The only semantic we found for Action ("... an auxiliary operation associated with a state transition" [139]) is in the context of UML [104] state chart diagrams, which are design diagrams documenting the states of the object so non relevant for the present purpose. Similarly, we also only found a semantic related to Function in the context of object-oriented design which was stated as non relevant for the present context. They were thus left out before evaluation. No direct semantic for Desire was found into the envisaged frameworks, we nevertheless can point to the Belief-Desire-Intention (BDI) model [45] for a semantic related to Desire. The BDI paradigm nevertheless refers to the design stage of an agent paradigm and, when integrated with i* elements, the desire explicitly refers to an actor goal. So the concept is redundant with the goal concept and located specifically into a design context; we have thus decided to leave it out of the evaluation. Finally, we have preliminarily left out the syntaxes Outcome, Behavior, What and “y” because the number of their occurrences was
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not significant (1 or 2 informal sources only). Using the method depicted in Section 5.3.3, the semantics associated to the remaining syntaxes were:

- **Goal:** we decided to include semantics of hard- and soft-goals to evaluate the opportunity of including both notions into our unified model for US. More particularly we associated the following semantics:
  
  - Hard-goal: “A hard-goal is a condition or state of affairs in the world that the stakeholders would like to achieve” [159];
  
  - Soft-goal: “A soft-goal is a condition or state of affairs in the world that the actor would like to achieve. But unlike a hard-goal, there are no clear-cut criteria for whether the condition is achieved, and it is up to the developer to judge whether a particular state of affairs in fact achieves sufficiently the stated soft-goal” [159].

- **Feature:** “A feature is a delimitable characteristic of a system that provides value for stakeholders” [56];

- **Functionality:** “Functionalities are the capabilities of a system as stated by its functional requirements” [56];

- **Capability:** “A capability represents the ability of an actor to define, choose, and execute a plan for the fulfilment of a goal, given certain world conditions and in the presence of a specific event” [159];

- **Task:** “A task specifies a particular way of attaining a goal” [159];

- **Activity:** “An activity represents work that a company or organization performs using business processes. An activity can be atomic or non-atomic (compound). The types of activities that are a part of a Process Model are: Process, Sub-Process, and Task” [127].

5.4.2.2 Comparison of Associated Semantic

The **Feature** and **Functionality** could be compared since they both refer to properties (characteristic or capability of a system). This similarity could be problematic. We first of all decided to look for enhancements in the semantics of **Feature** to gain confidence with interpretation/identification onto the set of examples. We notably consulted literature about Feature-Oriented Development. Apel and Kästner [11] define a feature as “a unit of functionality of a software system that satisfies a requirement, represents a design decision, and provides a potential configuration option”. The Feature thus is unique when compared to the other semantics because it refers to part of the system that satisfies a functional or non-functional requirement [21] and thus inherently shapes part of the structure of the system-to-be. Due to the perceived similarity in semantic between the concepts of **Feature** and **Functionality**, we decided to only keep one. We have thus chosen to integrate the **Feature** as a candidate $D_C$ because of the higher presence of the term in the US templates and in the context of agile development in general and the most precise semantics we have.
Then we can legitimately be willing to compare the Capability and Task since both semantics are issued from the i*/Tropos framework and both point, in the chosen semantic, to the achievement of a goal. When comparing them, one can notice that they differ in the way they relate to a subject. While the Task is a particular way of attaining the Goal not related to any subject, the Capability explicitly refers to an ability (define, choose and execute a plan) of a particular actor to fulfill a Goal. Inherently, [159] defines the Capability on a design level rather than on an analysis one. We will nevertheless keep it into the evaluation in order to consider its relevance in the use of US where elements are often expressed at the frontier between analysis and design.

Finally, the Task and Activity must be semantically compared too because the application of these semantics can be conflicting. Within the definition of an Activity, we find an explicit reference to the Task syntax. In BPMN, the Task refers to some atomic behavior which is not compulsorily the case with i*. Both the Task and the Activity refer to behavior in order to achieve a higher level element known as business process for BPMN and Goal for the i* framework. We believe that these elements can thus be seen as overlapping but do not use the same terminology since they belong to different modeling paradigms. Since we give higher priority to i*, we decide to eliminate the Activity from the candidate D_C instances and only keep the Task as candidate.

5.4.2.3 Semantic Evaluation on Examples

Empirically, we were able to find occurrences of each of the D_C instances selected within the studied examples.

Following the used semantics, there is nevertheless an over representation of the Capability (88% of the cases). Indeed, in a lot of cases, the US is expressed in its WHAT dimension as a Capability of a role instance.

We distinguish the Task from the Capability through the way they are expressed; the Task is expressed like a general intention constraining the system while the Capability is expressed as a direct system offering. The Task should thus be kept in order to be able to specify a way of acting to achieve a Goal; it can, in a sense, be seen as a way of constraining the system-to-be for achieving a goal during the requirements stage. For example, the US As ..., I am required to log into the system so that ... represents a Task for the WHAT dimension because it is expressed in the form of a constraint on the system, while As a ..., I can start a new game represents a Capability for the same dimension because it is expressed in a more direct manner.

Instances of the Hard-goal are also present, for example As a borrower, I want to pay off my loan. It nevertheless always concerns an Epic US—i.e., US that need to be refined. Similarly, occurrences of the Soft-goal in the WHAT dimension are also present but are even more rare; we for example find As a player, I want nice looking background art that integrates with the game boards. This shows that elements issued of GORE frameworks are envisaged in the context of US and we can make further use of it in the context of agile development.
We finally discuss the Feature element. Examples such as Search for ..., Undo/redo move, ... are sometimes considered as instances of Feature in the studied US but we do not believe this is in line with the semantic that we have associated to the Feature. It is rather aligned with the one that we have associated to Capability. A Feature is indeed, according to our semantics, a broader aspect of the system requiring to fulfill the 3 conditions set up in [11]. The US As a salesman I want car to be equipped with GPS so that I can easily set my direction could be considered as clearly integrating a Feature into the WHAT dimension. We nevertheless point to the interpretation as a Goal and leave the Feature concept not as a D_C instance but rather an element that can be used at higher level to group US around a central theme. This way of doing is in line with the use of the Feature element in the Scrum method.

5.4.3 The WHY Dimension

5.4.3.1 Syntax Included and Semantic Association

Some information was found into informal literature about agile development related to the syntax Business Value. [5] indeed points out that “business value is a concept that describes the relative worth of any development effort to the business. Business value is often unquantifiable, but often relates to money ... The relative business value of stories can generally be determined by asking questions to get to the root value proposition of each”. We do not really consider this as semantic for evaluation since it is more about the characteristics of Business Value than the description of how Business Value could be expressed in itself. It inherently refers to an umbrella term of a goal or objective to be attained. No Business Value syntax relating to semantics was found in the input frameworks. As we will see in the rest of this section, we do have a set of semantics directly referring to objectives to be attained that are defined in a much more precise manner. Even if the representation of the syntax is very high into the studied templates, we believe that leaving it out of the model to favor precise semantics is the best option.

No semantic associated to the syntax Benefit and Reason was found in the envisaged frameworks. For the same reason Business Value was left out, we decided not to consider them. We have also preliminarily left out the syntaxes Achievement, Rational, Desire, Outcome, Result and ‘z’ because the number of their instances found was not significant.

Using the method depicted in Section 5.3.3, the semantics associated to the remaining syntax, the goal which includes both the Hard-goal and the Soft-goal, are the same as in the WHAT dimension.

5.4.3.2 Comparison of Associated Semantic

The analysis of the WHY dimension will thus firstly be limited to the evaluation of examples with respect to i* hard-goal and soft-goal definitions.
5.4.3.3 Semantic Evaluation on Examples

On the evaluation, most of the examples could not be considered as goals because, even if they are expressed as objectives, they are onto a too low level to be considered as (abstract) i* goals. We indeed could only find alignment with the Hard-goal and Soft-goal semantics on 53% of the cases, leaving the rest without association.

We thus need the inclusion of other $D_C$ instances to cover the WHY dimension. Nevertheless, as evoked earlier in this section, no satisfying instance was found among the collected syntaxes; we thus suggest relaxing the dimension characteristic of the Task element so that it can be used into the WHY dimension. Indeed, we intuitively believe that the semantics associated to the Task element would fit most of the examples found into the WHY dimension because they are expressed as a requisite on a lower level basis. If we take the following example ... so that I know my recent deposit went through. We assume that it cannot be considered as a Hard-goal because it is expressed on a too low-level basis, a corresponding Hard-goal could be for example Make deposits while knowing that the recent deposit went through is only a way of attaining the higher-level Hard-goal (could be to attain a soft-goal too). By including the Task element into the WHY dimension we were able to cover all of the examples.

5.5 A Unified Model for User Story Templates

Figure 5.3 represents the instances of the $D_C$ class that have been selected on the basis of the previous study to be part of the unified model.

Fig. 5.3 Unified model for user story Descriptive_Concepts.

Each instance has become a class itself meant to be instantiated within the requirements gathering stage. The links between the classes represent the possible links between the elements into a US template issued of the model.

The link between the classes conceptually represents the link from one dimension to the other. Concretely, the unidirectional association from the Role to one of the class Capability, Task or Goal implies that the target class instantiates an element of the WHAT dimension (always tagged as wants/wants...
5.6 Validation

The unified US model has been applied to two different case studies in order to evaluate the coverage—i.e., Is each of the elements required?—and completeness—i.e., Are more elements required?—of the model.

The first case study is the development of an application to ease carpooling. Carpooling is the sharing of car journeys so that more than one person travels into the car; it takes increasing importance to save gas, reduce traffic, save driving time and control pollution. ClubCar is a multi-channel application available as an Android application, SMS service and IVR system. Users of ClubCar are riders and/or drivers, they can register by SMS, voice or through the Android Apps. Roughly speaking the software allows drivers to propose rides and submit their details with dates, times, sources and destinations while riders can search for available rides [128]. The project included a total of 28 US.

The second case study is called CalCentral has been developed by the University of Berkeley. CalCentral “... is an online system that delivers a unified and personalized experience to students, faculty and staff, facilitating the navigation of campus resources, delivering personal notifications from key campus systems, and supporting learning and the academic experience” [26]. US are used as requirement artefacts in the project; the list of 95 US that is available at [25].

Figure 5.4 summarizes results of the application of the conceptual model on the two case studies. It notably shows that each of the concepts included into the model has been required to characterize each of the US of the cases (even if the Task concept has not been required in the WHY dimension of the carpooling case). If we consider the two case studies, we thus have full coverage. In other words, each of the elements included in the unified model are necessary for concrete representation of the US found in these two real life projects. This means that, as far as these two projects are concerned, no element is superfluous. Similarly, all of the US of the case studies taken into account could be covered by using the set of elements considered in our model. We thus also have full
completeness. This concretely means that we are able to interpret each US of these projects with the set of US templates that we can derive from our unified model. As such, the US is thus associated with a well defined structure.

Finally, the reader should note that the WHY dimension was not present in each of the US; it was thus only evaluated when it was present in the US.

![Graphical representation of data]

Fig. 5.4 Elements coverage in the Carpooling and CalCentral case studies.

### 5.7 Threats to Validity

One may argue that the choice made in the semantics was arbitrary. The choice has been made to start from GORE frameworks because these are the ones proposing the most advanced concepts for requirements representation and have a significant supporting community. Similarly, one may argue that each couple syntax/semantic of each of the frameworks used as source do form a whole and that we can hardly take a concept from one method and another from another. That is the reason why we proceeded sequentially and gave priority to the best ranked source. We nevertheless admit that the choices of the used framework and their respective priority could have been different leading to some differences in the proposed model and associated semantic.

The number of collected examples for each US template was unequal which could have biased the relative importance of each of the concepts found. We have always been aware of this reality but we do not consider it as an issue since we were studying the whole coverage of the model. Moreover, the validation is aimed to partially solve this issue by showing such a relative importance of the $D_C$ instances onto real life case studies.

One may question about the level of abstraction of the US expressed in agile projects and question whether $i^*$ hard- and soft-goals semantics could be suitable to characterize elements in US by nature operationally oriented. The results that have been presented show that high-level elements are in a few occasions present notably in the form of Epic US.

### 5.8 Conclusion

Various syntaxes with no associated semantics have made the use of US ad-hoc and mostly operational only. This has lead to several problems in the use of agile methods notably in large development projects. This chapter has
provided a set of concepts with syntax and associated semantic for a more precise use of US. The objective is to be able to address larger projects with the same requirements artifacts and to include the overall benefits of GORE into agile methods use. The use of the framework could indeed help—through hierarchization and stepwise refinement—to enhance scalability possibilities of agile methods. Refinement of Goals using Tasks and Capabilities and grouping around Themes, the project can be divided easier into loosely coupled parts that can be developed rather independently within balanced iterations.

The research exposed in this chapter lead to building a unified (meta-)model for US templates but its real use and added value has not (yet) been established. Next chapter makes further use of the meta-model and builds up a graphical notation on its basis.
Part IV

Graphically Representing User Story Elements: Identifying Granularity, Interdependencies and Scope of Requirements
Chapter 6

Building a Rationale Tree for Evaluating User Story Sets

Requirements representation in agile methods is often done on the basis of User Stories (US) which are short sentences relating a WHO, WHAT and (possibly) WHY dimension. They are by nature very operational and simple to understand thus very efficient. The research exposed in the Chapter 5 allowed to build a unified model for US templates associating semantics to a set of keywords based on templates collected over the web and scientific literature. Since the semantic associated to these keywords is mostly taken from the i* framework, we overview, in this chapter, how to build a custom Rationale Tree (RT) on the basis of a US set tagged using that unified template. The RT is strictly speaking not an i* Strategic Rationale (SR) diagram but uses parts of its constructs and visual notation to build various trees of relating US elements in a single project. Indeed, the benefits of editing such a RT is to identify depending US, identifying Epic ones and group them around common Themes. This chapter shows the feasibility of building the RT, then points to the use of these consistent sets of US for iteration content planning. To ensure the US set and the RT constitute a consistent and not concurrent whole, an integrated Computer-Aided Software Engineering (CASE) tool supports the approach.

The research exposed in this chapter has been realized in collaboration with Y. Wautelet, M. Kolp, I. Mirbel and S. Poelmans. Results have been published in the proceeding of the 10th International Conference on Research Challenges in Information Science (RCIS 2016, [149]).

The chapter is structured as follows. Section 6.1 provides the research context of the chapter. Related work is discussed in Section 6.2 while Section 6.3 exposes the research design. Specifically, a meta-model of elements aiming at grouping US (macro-level) as well as decomposing US (micro-level). Section 6.4 explicitly maps the elements of the US template meta-model with the elements of the SR model to use its reasoning techniques with a project’s US. Section 6.5 abstracts the different cases we can face within the edition of US using the reasoning approach of the SR model, how Epic US can be identified in these cases and how US can be grouped around Themes. Section 6.6 discusses its inclusion in the agile software process while Section 6.7 discusses the automation of the approach and its support through a CASE-Tool. Section 6.8 discusses
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the validity, the threats to validity, the scalability of the approach and future works. Finally, Section 6.9 concludes the chapter.

6.1 Research Context

With respect to the model built in Chapter 5, one may indeed question about the utility of such a model for agile practitioners. In the end, why should US be ‘tagged’ to a certain template or keyword and not simply expressed following the WHO/WHAT and WHY structure without more refinement. The main advantage of tagging is that, if done respecting the semantics associated to the concepts, it gives information about the nature of the US element (and thus also its granularity if the element is functional). Such information could possibly be used later on for analysis or structuring of the problem as for example pointed out by [87]. Structuring of US is often done with the User Story Mapping (USM) technique (see [112]); the latter uses Story Maps (SM), which are hard to maintain and read, so that other techniques for visual representation could be welcome.

In this perspective, we suggest to explore the visual representation of US starting from a set of US tagged following the model exposed in Chapter 5. Since the latter unified model is largely inspired by i* semantics, this chapter overviews how one can build a diagram in the form of a tree using the constructs of the i* SR diagram with the elements contained in sets of US. The goal is thus not to use the SR as such, but to build a graphical notation largely inspired by the SR convenient for the representation of the US elements and studying their refinements, compositions and decompositions in order to group them consistently. In the requirements engineering process built out of our contribution, we point to keep up with agile principles and to build the set of US first then to generate a RT on their basis. We indeed do not believe that starting from i* modeling in agile development could, as such, be adopted as an alternative to USM because the approach is very abstract and often starts with as-is requirements representation so is not really in line with what agile modelers are expecting for requirements representation. Nevertheless, an i*-like diagram furnishing a consistent visual representation of an existing US set thus providing a graphical representation of the system-to-be only provides added value and is in line with agile expectations.

Our proposal is illustrated through a running example about carpooling (see Section 5.6).

6.2 Related Work

Our work aims to organize US on the basis of a proper granularity analysis. Among other sources, the need for granularity levels in US-based modeling has been identified in [87]. The problem of poor scalability of agile methods

---

1 In this chapter, we refer to the RT as the diagram that we build in order to visually represent US elements issued of a US set and their links. It is strictly speaking not a SR diagram but uses close notation and constructs (this is built-up and motivated in this chapter). For a complex case this RT is made of several decomposition trees.
because of poor granularity identification in requirements representation has been identified in [82, 100].

The process of transformation from a set of US to RT can be compared to a more formal approach to USM (see [112]). USM is the industry adopted technique that relates the most to our approach. Within a project, USM is intended to produce a SM which is a map of a project’s US according to (i) the level of abstraction, (ii) the sequence (horizontal dimension), and (iii) the priority (vertical dimension).

Basically, USM defines three layers: the backbone which represents an entire user activity (or process), the walking skeleton which represents a user task and the slice US which represents a small, implementable and concrete US. We informally evaluate a possible alignment with elements present in our approach (see Chapter 5 for their definition). The USM user activity—which is an abstract objective—could then be compared to a US containing a Goal in its WHAT dimension while the USM user task—which makes the former objective more concrete—could be compared to a US containing a Task in its WHAT dimension and, finally, the USM implementable US—which is the most concrete and atomic one—could be compared to a US containing a Capability in its WHAT dimension. We could thus say that, by nature, granularity of elements is not what distinguishes our approach from USM. This is rather interesting since the model of Chapter 5 that we base our approach upon has been built from existing sets of US templates and examples and, empirically, also distinguished 3 required granularity levels. Nevertheless, our approach diverges from USM in the use of a graphical notation inducing the use of formal links between US elements while USM uses story cards with a color-coding technique. This allows only limited expressiveness and flexibility in US manipulation. Indeed, one finer-grained US can then only relate to one coarser-grained US where we could define multiple links.

When compared to USM, a bit more effort is required with the technique we propose in this chapter since we split a US in 2 or 3 dimensions and we use the graphical representation of i*®. Nevertheless, this leads to:

- A graphical representation of requirements. SM remain limited to post-its on a board or even on the ground;

- A structuring of requirements where we can:
  - Systematically eliminate redundant US elements. A SM is aimed to achieve a comparable process but with a refinement on the basis of the WHAT and WHY dimensions; our process offers finer possibilities;
  - Study the dependencies of US to other US (thus multiple possible dimensions) notably useful for the identification of Theme US. SM hierarchy is limited since a US can only be under the column (scope) of one Epic US.

We thus argue that with comparable modeling effort we make use of a more precise model to build the system-to-be.

Chapter 8 envisages a transformation approach from sets of US tagged with the same model (see Section 5.5) to a Use-Case diagram. Roughly speaking
we point to the transformation of goal elements as well as some task elements to Use-Cases in a Use-Case diagram. The approach delivers a coarse-grained representation of the system-to-be but fails to bring a decomposition approach necessary to study US inter-dependencies as we build-up in this chapter.

6.3 Research Method

This section exposes the ‘building blocks’ used within this research. Our main goal is to be able to group US on the basis of their interdependencies. A few concepts have been proposed in agile literature\(^2\) from which we have built up a meta-model. At the macro-level, detailed in Section 6.3.1, relationships with US concepts are highlighted. US of various granularity levels require to be composed/decomposed into other US or be grouped with other US around common Themes. Features are also required for the proper fulfillment of US. We also propose to decompose US through their dimensions in so called Descriptive Concepts (see Section 5.5) to allow their analysis. Section 6.3.2 depicts this micro-level.

6.3.1 Macro-level: Ways to Organize User Stories

We first distinguish a US macro-level dealing with the grouping of US into depending (i.e., relating) sets. We thus envisage here the US as potential building blocks serving for project composition/decomposition. US are indeed subject to a process of sorting and dropping early on into the development project [88]; an initial identification of the US hierarchy using precise semantics could help (i) addressing priorities among coherent and non-redundant sets of US and (ii) manage changing requirements by understanding the impact of changes.

Figure 6.1 presents our meta-model of the US concepts in its project environment. At this macro-level, the aim is to identify what elements could be used (i) to group US, (ii) to abstract them or (iii) to see what technical elements should be provided by the system and that they are concerned with.

The User_Story class represents the US characteristics as a whole. Chronologically, US are written by the customer or product owner at the earliest stages of the project and put in the product backlog with an (implementation) priority and an amountOfPoints which refers to the number of User Story Points (USP)\(^3\) [36, 83]. These elements have thus been added as attributes to the User_Story class. Other attributes required for process management are included within the User_Story class. Indeed, US are written onto User Story Cards (USC). To support their implementation, we enrich the User_Story class with a status attribute which contains the status of the US on the USC. The value of the status in the USC can be threefold: Open User Story (O_US), In Progress User Story (IP_US) and Completed User Story (C_US) [110]. In addition, the conversation attribute contains the detailed discussion about the US.

\(^2\)We have focused on the available sources describing the eXtreme Programming (XP) and SCRUM methods.

\(^3\)The amount of USP represents the estimated effort required to implement the US.
6.3 Research Method

The *AcceptanceTest* [36] class encapsulates the set of predefined tests for a US. This is used to validate whether the US satisfies stakeholders’ requirement(s). This can be a normal/abnormal scenario and is defined by the tester.

Some US need to be refined into other ones since they are too abstract (coarse-grained) to be estimated, implemented and tested at once. These are called Epic US [36]. The latter are indeed US with a high-level of abstraction meaning that they must be refined/decomposed into smaller US to describe the requirement more precisely. These US are represented by the class Epic inheriting from the class *User_Story*.

A Theme is a collection of related US [36]. We model it using the Theme class as a grouping of a set of lower level US.

Finally, *Features* inherently relate to technical elements not expressed into US but that must be provided by the system. Indeed, a feature “is a delimitable characteristic of a system that provides value for stakeholders” [56]. This definition can be refined by “… a unit of functionality of a software system that satisfies a requirement, represents a design decision, and provides a potential configuration option” [11]. As highlighted in [21], the feature is unique when compared to the other semantics because it refers to part of the system that satisfies a functional or non-functional requirement and thus shapes part of the structure of the system-to-be. The *Feature* class represents the concept.

6.3.2 Micro-level: Decomposing a User Story in Descriptive_Concepts

Within Figure 6.2, the meta-model of the previous section is enriched with the constituting elements of the US; we refer here to this US view as the micro-level.

Rather than using the US as a whole within the requirements analysis process, we suggest, in our research design, to decompose the US on the basis of their *WHO*, *WHAT* and, when available, *WHY* dimensions. For the sake of uniformity, these elements are all characterized as *Descriptive_Concepts* (*D_C*). When decomposed into a set of *D_C*, the dependency between *D_C* is
intended to be further studied (see Section 6.4). Each element of a US template relating to one of the 3 dimensions is then an instance of the \( D_C \) class. For the template \( \text{As a } \langle \text{role} \rangle, \text{ I need a } \langle \text{task} \rangle \text{ so that } \langle \text{goal} \rangle \), we have 3 instances of the \( D_C \) class: one for \( \text{role} \), one for \( \text{task} \) and one for \( \text{goal} \). The dimension attribute thus compulsorily takes one of the values WHO (for \( \text{role} \)), WHAT (for \( \text{task} \)) or WHY (for \( \text{goal} \)) and the syntax attribute takes the syntax of the concept name (e.g., \( \text{role} \), \( \text{task} \), \( \text{goal} \), ...). The semantic attribute relates to the definition of the \( D_C \). The list of all the possible \( D_C \) is given in the form of a meta-model allowing to define US templates in Section 5.5.

Finally, since different \( D_C \) can be linked together, we introduce the \( \text{Link} \) class that represents the possible different types of links between two \( D_C \). The possible instances of the \( \text{Link} \) class will be studied in Section 6.4.3.

6.4 A Graphical Notation for User Stories Dependency Analysis: Micro-Level Approach

The purpose of this section is to explicitly map the concepts of the unified model of US templates with the concepts taken from the SR model; this would allow to derive a relevant graphical notation to be used for reasoning around a project US.

6.4.1 The WHO Dimension: Graphical Notation

Within the WHO dimension, we only find, in the unified model, the \( \text{Role} \) concept.

The \( \text{Role} \) concept has semantics issued from the \( \text{i}^* \) framework and is thus ‘natively’ supported by the SR model with a defined icon (see Figure 6.3). Similarly, the boundary of the actor is defined as a circle associated to the role as within the SR model. This graphical notation is thus also adopted here within the graphical representation of WHO dimension US elements.
6.4 Graphical Notation for US Dependency Analysis: Micro-Level

6.4.2 The WHAT and WHY Dimensions: Graphical Notation

Within the WHAT and WHY dimensions we find, in the unified model, the Task, Capability and Goal concepts. The latter must be a Hard-goal or Soft-goal so that we in total have 4 concepts that need to be represented in these two dimensions.

All of these concepts, except the Capability, have semantics taken from the i* SR model and are thus supported by a defined icon (see Figure 6.3). These graphical notations are thus also adopted here for these 3 concepts within the graphical representation of WHAT and WHY US elements.

The Capability concept with its associated semantics is not a requirements modeling concept but rather an agent-oriented design one not ‘natively’ supported by the SR model. The relevancy of its inclusion in the unified model has been discussed in Chapter 5 and, as evoked earlier, we keep it for the modeling of atomic Tasks (of course performed by a determined Role). As shown in Figure 6.3, we introduce a genuine icon for this concept. We also add a constraint on this element: it cannot be used as an entire mean in a means-end decomposition (see next section) because it is atomic (i.e., low level and concrete).

![Fig. 6.3 Icons used within the representation of the user story elements using the Strategic Rationale reasoning.](image)

6.4.3 Linking Descriptive Concepts of the Unified User Story Model

Now that we have set-up the icons for the different elements, we need to study the possible types of links between elements of the WHAT and/or of the WHY dimension. Three types of links between elements are specifically defined for the SR model; these are:

- Means-end links which “indicate a relationship between an end, and a means for attaining it. The “means” is expressed in the form of a task, since the notion of task embodies how to do something, with the “end” is expressed as a goal. In the graphical notation, the arrowhead points from the means to the end” [159];
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- Decomposition links are more specifically associated to tasks, indeed “a task element is linked to its component nodes by decomposition links” [159]. Moreover, “a task can be decomposed into four types of elements: a subgoal, a subtask, a resource, and/or a softgoal – corresponding to the four types of elements. The task can be decomposed into one to many of these elements. These elements can also be part of dependency links in Strategic Dependency model(s) when the reasoning goes beyond an actor’s boundary” [159];

- Contribution links for contributions to Soft-goals, indeed “any of these Contribution Links can be used to link any of the elements to a Soft-goal to model the way any of these Elements contributes to the satisfaction or fulfillment of the Soft-goal” [159].

When a WHY dimension is present into a US, we can deduce that there is a link between the elements of the WHAT and the WHY dimensions even if this link is not necessarily a direct one. Intuitively we could think that there is compulsorily a means-end link (the WHAT element is a mean to attain the WHY element) but this cannot be stated as a rule (thus nor automated). Indeed, empirically a lot of cases can be found where the element in the WHY dimension is very coarse-grained and the element in the WHAT dimension atomic. Then, the WHAT element is just a step in the realization scenario rather than an entire mean to achieve the element in the WHY dimension. This means that if the WHAT element is a Capability or a Task located on a low level basis, that is, a step or partial set of steps in the realization of an element expressed in a very coarse-grained manner in the WHY dimension (like a Hard-goal but could also be a Task or a Soft-goal), then there can be, in the diagram representing the set of US, elements between the elements of the WHAT and WHY dimensions of this single US.

The modeler has to create the links between the $D_C$ in function of the requirements/domain analysis. The study and linking of elements lead to a tree hierarchy in a SR diagram fashion. That way an analysis of the alternatives (means-end) and of the possible redundancy (in the decompositions) could also be performed.

Note that a decomposition within our model can cross the boundaries of a single role. This is represented in the form of a dependency within a classical i* SR model. We here focus on decomposition only, so that we do not include dependency associations that would increase the complexity of the diagram (see examples in Table 6.2 and Figure 6.5).

6.5 Towards a Rationale Analysis for User Stories

Hierarchy and Grouping: From Micro to Macro Level

This section is aimed to study how the i* SR models’ constructs can be used to build a custom RT (so it is not strictly speaking an i* SR diagram but it is however largely inspired by it), aligned with a set of US in order to highlight Epic US and group US belonging to the scope of an Epic one (so sharing a same Theme). Indeed, after the graphical mapping of elements made within
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the previous section, the remaining relevant question is to determine how to characterize an Epic US and determine US relating to the same Theme on the basis of a rationale analysis?

Intuitively, we envisage the Epic US as the ones containing elements at the highest level of the hierarchy of a decomposition model. Capabilities can thus not be considered for possible inclusion in the top-level elements category because they should be expressed as role decisions on a very low (atomic) level. Similarly, Soft-goals are by nature non-functional so that they are also not included in the category. Relevant top-level elements can thus be Hard-goals or Tasks. Hard-goals are abstract and need to be operationalized so that we choose to focus on elements with a concrete realization scenario and they will not be considered for being Epic US. Only the Task concept is then remaining and we define a top-level Task as a Task element that is not issued of the refinement of another Task element but that itself needs to be refined in more elements. Decomposition complexity and possible finer grained hierarchization of elements will be further discussed in Section 6.6.

Different possible cases for Epic US and Theme US identification are discussed in the rest of this section.

6.5.1 A Top Level Hard-goal (End), One Mean

6.5.1.1 Description

If, for a top-level Hard-goal, there is only one means-end decomposition (which represents a possible way of satisfying the Hard-goal through a Task), then the US containing the Task at the source of the means-end decomposition as $D_C$ is an Epic US. The rest of the (lower level) elements in the scope of this means-end decomposition belong to US of the same Theme.

6.5.1.2 Example

Table 6.1 presents a set of US issued of the ClubCar application development. The scenario described in this section is represented in Figure 6.4 both in canonical form and instantiated to the US of Table 6.1. The US including the Task “Propose a ride from A to B with the price, location and time of departure, and number of seats available” is thus an Epic US because it is the top-level Task issued of the means-end decomposition of the Hard-goal “Propose a ride to go from A to B”. Moreover, the US containing all the elements refining the top-level Task are part of the same Theme. Also note that the Capability “Select appropriate service” was not initially present into the US set but has been added to ensure the consistency of the rationale analysis. Also note that the presence of the Soft-goal “Rider satisfied of my driver service” has no impact on

Note that the Task could potentially be present in different US in the WHY dimension. We refer here to the US in the WHAT one. It may be that we need to create the Epic US (thus with the Task in the WHAT dimension) because it can be that it is not expressed as such in the set of US of the project.

In our approach, a US containing a Capability element (necessarily in the WHAT dimension, see Section 5.5) can belong to different Theme groupings because these steps are relevant for the execution scenarios of different Epic US.
Table 6.1 US set 1 sample issued of the ClubCar application development.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Element</th>
<th>D_C Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHO</td>
<td>As a DRIVER</td>
<td>Role</td>
</tr>
<tr>
<td>WHAT</td>
<td>I want to register to the service</td>
<td>Task</td>
</tr>
<tr>
<td>WHY</td>
<td>so that I can propose ride to go from A to B.</td>
<td>Hard-goal</td>
</tr>
<tr>
<td>WHO</td>
<td>As a DRIVER</td>
<td>Role</td>
</tr>
<tr>
<td>WHAT</td>
<td>I want to propose a ride from A to B with the price location and time of departure, and number of seats available.</td>
<td>Task</td>
</tr>
<tr>
<td>WHO</td>
<td>As a DRIVER</td>
<td>Role</td>
</tr>
<tr>
<td>WHAT</td>
<td>I want to log in to the platform</td>
<td>Capability</td>
</tr>
<tr>
<td>WHY</td>
<td>so that I can register to the service.</td>
<td>Task</td>
</tr>
<tr>
<td>WHO</td>
<td>As a DRIVER</td>
<td>Role</td>
</tr>
<tr>
<td>WHAT</td>
<td>I want to select the ride characteristics.</td>
<td>Capability</td>
</tr>
<tr>
<td>WHO</td>
<td>As a DRIVER</td>
<td>Role</td>
</tr>
<tr>
<td>WHAT</td>
<td>I want to confirm the proposal.</td>
<td>Capability</td>
</tr>
<tr>
<td>WHO</td>
<td>As a DRIVER</td>
<td>Role</td>
</tr>
<tr>
<td>WHAT</td>
<td>I want the RIDER to be satisfied of my service.</td>
<td>Soft-goal</td>
</tr>
</tbody>
</table>

the rest of the Epic and Theme identification process but its identification and representation can constitute a guidance for designers later on in the software engineering process (the use of Soft-goals in the software architecture and design is however outside the scope of this chapter).
6.5 Towards a Rationale Analysis for User Stories Hierarchy and Grouping

(a) Canonical Model

(b) ClubCar Example

Fig. 6.4 Top-Level Hard-goal, One Means-End decomposition.

6.5.2 A Top Level Hard-goal (End), Several Means

6.5.2.1 Description

If, for a top-level Hard-goal, there are two or more means-end decompositions (which represent possible ways of satisfying the Hard-goal through Tasks), then the US containing the Tasks involved in the means-end decomposition as $D\_C$ are considered as Epic US. The rest of the (lower level) elements in the scope of each particular means-end decomposition belong to US of the same Themes.
Table 6.2 US set 2 sample issued of the ClubCar application development.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Element</th>
<th>D-C Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHO</td>
<td>As a RIDER</td>
<td></td>
</tr>
<tr>
<td>WHAT</td>
<td>I want to pay for the car pooling service in function of the country I’m traveling in.</td>
<td>Role</td>
</tr>
<tr>
<td>WHAT</td>
<td>I want to pay by credit card.</td>
<td>Hard-goal</td>
</tr>
<tr>
<td>WHO</td>
<td>As a RIDER</td>
<td></td>
</tr>
<tr>
<td>WHAT</td>
<td>I want to pay by SMS in my domestic country.</td>
<td>Role</td>
</tr>
<tr>
<td>WHY</td>
<td>I want to be able to select the payment desiderata so that I can pay by credit card.</td>
<td>Task</td>
</tr>
<tr>
<td>WHO</td>
<td>As a RIDER</td>
<td></td>
</tr>
<tr>
<td>WHAT</td>
<td>I want to log in to the platform.</td>
<td>Role</td>
</tr>
<tr>
<td>WHY</td>
<td>I need to defined the amount and the driver so that I can pay by SMS.</td>
<td>Capability</td>
</tr>
<tr>
<td>WHO</td>
<td>As the ClubCar Application</td>
<td></td>
</tr>
<tr>
<td>WHAT</td>
<td>I want to send a confirmation SMS so that when the payment by SMS has been performed.</td>
<td>Role</td>
</tr>
<tr>
<td>WHY</td>
<td></td>
<td>Capability</td>
</tr>
</tbody>
</table>

6.5.2.2 Example

Table 6.2 presents a set of US issued of the ClubCar application development. The scenario described in this section is represented in Figure 6.5 both in canonical form and instantiated to the US of Table 6.2. The US including the Task “Pay by SMS in domestic country” as well as the US including the Task “Pay by credit card” are thus Epic US because these are top-level Tasks issued of means-end decompositions of the Hard-goal “Pay for the car pooling service in function of the country he is traveling in”. Moreover, the US containing all the elements refining these two top-level Tasks are part of the same Themes (so we have two Themes represented in Figure 6.5).
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(a) Canonical Model

(b) ClubCar Example

Fig. 6.5 Top-Level Hard-goal, several Means-End decompositions.

6.5.3 A Top Level Task, a Direct Decomposition

6.5.3.1 Description

For a top-level Task not linked with a Hard-goal through a means-end decomposition, the US containing this Task is considered as an Epic US. The rest of the (lower level) elements in the scope of this Task decomposition belong to US of the same Theme.
6.5.3.2 Example

This scenario is similar to scenario in Section 6.5.1 but without an upper Hard-goal of which the Task represents the means-end analysis. Because of this similarity, it is not illustrated here.

6.6 Impact on the Agile Software Process

This section studies the possible impact of integrating US analysis with the RT into a US-based agile method.

6.6.1 Impact of Changing Requirements

The transformation approach from a set of US to the RT using the constructs of an SR diagram as presented in this chapter is applied to a static set of US. Discovery and ability to deal with changing requirements is nevertheless one of the core willingness of agile methods. When requirements change US are adapted so that the RT is impacted. The impact of a change in a US on other requirements (i.e., US) can be studied on other US. In other words, the impact of a change of a US or several US can be studied on the RT by overviewsing the links of changing US elements with other US elements. This cannot (or hardly) be achieved on the basis of the list of US only or with USM and could thus provide added value at this level. Consistency between the set of US and the RT is ensured by the use of a CASE-Tool (see Section 6.7).

6.6.2 Impact Iterative Planning

One of the main potential use of the RT built out the set of US is as input to the planning game\(^6\). Indeed, as evoked, building trees within the RT allows to distinguish Epic US and group US under a common Theme. Iterative and incremental development precisely requires such information for consistent iteration content planning.

Not all top-level Tasks found in a RT should necessarily be the exclusive focus of one iteration. Indeed, an Epic US grouping a set of common Theme US could require to be treated in multiple iterations (or the opposite). This depends on the couple time/effort that can be/or is willing to be deployed on a single iteration:

- The type of iterative method to be used may vary. An agile method like eXtreme Programming (XP) [15] or Scrum [122] tends to iterate more times than a method like the Rational Unified Process (RUP\(^7\)) [55, 67, 78] which includes 8 or 9 iterations at maximum in the whole life cycle template.

---

\(^6\)The planning game is the process (in agile methods like XP) of selecting the requirements on which the development team will focus during an iteration and aligning these requirements with the available development capacity (see for example [12, 15]).

\(^7\)Note that the RUP is not US driven but Use-Case driven. It is also strictly speaking not considered as an agile method. Its life cycle template could nevertheless be driven by US and used in an agile fashion.
6.6 Impact on the Agile Software Process

Consequently, the time spent on an iteration may vary in function of the used methodology or life-cycle template;

- The amount of available resources to work on a single iteration may vary;
- The preferences of the software development team may vary leading to be willing to do more or less iterations in various amounts of time.

Calibration in the planning of Epic US in the fashion developed in this chapter is thus required in function of the evoked parameters.

6.6.3 Generic Iterative Planning Template

With respect to the elements seen so far and the discussion that preceded in this section, we illustrate a possible decomposition of the i*-like RT for iterative planning. Figure 6.6 shows such a generic diagram in its canonical form. We refer to scope elements as elements that can be used as a basis for iterative planning. As shown in the picture, the scope element can be the entire Epic US meaning that the entire Theme should be prototyped/developed for the iteration or just a decomposed US meaning that we consider just part of the Theme US elements for prototyping/development into that iteration and that the entire Theme elements could be validated over multiple iterations. An approach to determine the right scope element could also be to evaluate the number of US points required for the development of the US containing the potential scope element.

Figure 6.6 presents a generic template that represents a possible approach for iterative content planning of the i*-like RT developed with the transformation method overviewed in this chapter. Prioritization of Epic US for iterative planning can be done on discussion with stakeholders or with a structured approach like in [152], this however remains outside the scope of this chapter.

![Figure 6.6 Portfolio optimization problem.](image)
6.7 A CASE-Tool for Automating the Approach and Round-Tripping Between Views

In order to support the edition of US sets on US cards as well as the RT, we have build an add-on to the cloud version of the Descartes Architect CASE-Tool [46] that, for the present purpose, allows three views:

- The User Story View (USV) to edit US through virtual US cards. Each US element in a dimension must be tagged with a concept of the unified model;

- The Rationale View (RV) to edit RT following the specification made in this chapter. The graphical elements can be automatically generated from the US defined in the USV; the modeler is then in charge of further editing of the links between elements. When changes are made to graphical elements in the RV, the elements are automatically updated in the USV and vice-versa. These do indeed form the same logical element represented in different views;

- The Structural View (SV) to edit a structural agent diagram. This agent architecture is outside the scope of this chapter;

- Next to this, we can also edit classical UML diagrams.

Once again, as a prerequisite, the set of US needs to be tagged to start the transformation and round-trip between the views. The editing process is continuous and intensive over the requirements analysis stage\(^8\) (and to a certain extend over the entire project life cycle). This process is of course fully supported by the tool and leads to automatic updates of complementary views; consistency is ensured by separating the conceptual element in the CASE-Tool memory from its representation in a view.

---

\(^8\)In practice, during requirements analysis some US elements are ‘retagged’ in an ad-hoc manner in later modeling stages. Indeed, the composition of the RT mostly leads to reconsider the nature of some elements (of which the granularity and structure was hard to determine when only seen in an isolated manner in the first stages) like in any modeling method.
6.8 Validity, Threats to Validity, Scalability of the Approach and Future Work

As already evoked, the prerequisite to the use of our approach is to tag the US when setting them up. Nevertheless, in terms of time, the investment is very limited; at maximum a few minutes per US, encoding them in the CASE-Tool included. More time would then be necessary to create and edit the links between US elements in the RV. This is, however, similar to classical modeling.

A few threats to validity could also be evoked and should be clarified in later validation of the work:

- **Accuracy in US tagging could impact the relevancy of the RV.** A study on the perception of US elements’ granularity using the unified model is explained into the next chapter. The study distinguished different groups of users from students to researchers. The results were better with
experienced modelers, but identifying granularity did not lead to major issues in any group with the condition that the set of US was taken as a consistent whole. This indeed allows to evaluate the relative links and hierarchy of US elements leading to adequate granularity identification and thus US elements tagging. As ‘stand alone’ elements, granularity identification makes no sense and is nearly random;

- **The accuracy of the RT with respect to the system-to-be.** In order to assess the validity of the RT in the RV, we will proceed to the following experience. At first, subjects (issued of 3 groups: students, researchers, and business analysts) will be informed about a case and asked to carefully read and tag a set of US. At second, these same subjects will be asked to rank their perceived relevancy of 3 RTs:
  - RT 1 generated and built from their own tagging of US set (so from the first part of the experiment);
  - RT 2 generated and built by the tagging of the US set by researchers participated in this research;
  - RT 3 purely randomly generated and built out of the US set.

The perceived relevancy/validity of the RT will then be evaluated by the subjects. Other metrics for the evaluation of RT will also be envisaged.

Future work also includes the application of the full validation of the technique on more real-life cases. We will notably proceed to a statistical analysis of the stakeholders perception of the relevancy and contribution of the RT for a project they have worked on. Also, they will be interviewed about the value of the use of the RT complimentary to the US sets in the agile requirements process.

The technique of transforming a set of US into a RT is virtually applicable to all sizes of projects. The complexity of the reasoning trees making part of the RT may then vary from project to project and the larger the number of US, the larger the modeling effort required. The tricky question of scalability can thus legitimately be posed. As evoked previously, our technique could be compared to USM; the latter is applied to projects of any size. Splitting US through their 3 dimensions will induce more modeling effort but using the CASE-Tool will save effort by adding flexibility in model management comparing to build a USM on a board or on the ground as it is the case for larger projects. The tradeoff of using our transformation technique with respect to USM must thus be balanced between a stronger US elements links’ identification plus management using a CASE-Tool against a less formal approach where US are written on post-its and presented on a board or on the ground but are organized faster.

Above this, the question of agility may also be raised—i.e., *Are we not hampering agility?* The willingness is not to revolutionize an entire practice but to add a more formal representation of requirements to be able to better manage requirements across the whole development life cycle so with a positive impact on scalability. We argue that the larger the set of US, the most benefit should be the rationale analysis because it proposes a structuring and consistent
6.9 Conclusion

US are often expressed in a very operational manner leading, in huge projects, to an explosion of US' number, consistency issues and consequently an inherent difficulty to define their hierarchy and consistently plan iterations’ content. Building a visual representation where US elements could be sorted, the links between them could be studied and consistent sets of US elements could be built could thus represent a useful guidance for the agile modeler and project manager.

Enhancing on a unified-model for US templates proposed in Chapter 5, we have suggested in this chapter to build a RT largely inspired by the i* SR diagram to dispose of such a graphical notation. Epic US contain top-level Task elements and interrelated elements are grouped around sets of Theme US. As an alternative to USM, this construction allows a more accurate US decomposition analysis leading to an elimination of redundant elements as well as a more accurate study of changing requirements’ impact. We also point to the use of consistent sets of US elements for iterative content planning.

To fully support the edition of models, an integrated CASE-Tool has been built. Thanks to its use a change in one view immediately updates the other views in order to keep the requirements analysis consistent.

This chapter showed how a graphical notation associated to the unified meta-model of US templates allows to further study the granularity, interdependencies and scope of the elements contained in US. The next chapter studies how this graphical notation is interpreted by software modelers facing a particular US set.
Chapter 7

On the Interpretation of Granularity and Interdependencies of User Story Elements with the Rationale Tree

In agile methods, requirements are often written through *User Stories* (*US*). US are generally presented in a flatten list which are difficult to read and to see dependencies among US. Rationale Tree (*RT*) that we exposed in the previous chapter allows us to graphically represent US elements with links in the form of a tree which allows us to see interdependencies among US elements. This also provides a global view of the system to be developed. A RT is basically constructed from a tagged US set which is based on the US unified model proposed in Chapter 5. Tagging US elements, especially, in WHAT and WHY dimension as *Capability*, *Task*, *Hard-goal* or *Soft-goal* is not a univocal despite provided definitions. It is, in fact, depend on the background and knowledge of user. This chapter presents the result of our feasibility study we have conducted with real users to see whether users can use our unified model to tag US elements, the accuracy of tagging US elements and the impact on RT. The results have shown that participants interpreted US elements differently; however, it does not have a big impact on RT at the end.

The research results exposed in this chapter has been realized in collaboration with M. Velghe, Y. Wautelet, I. Mirbel, and Poelmans, [141].

This chapter is structured as follows. Section 7.1 provides the research context. Section 7.2 exposes the research method we followed. Section 7.3 exposes the design of the feasibility study. Section 7.4 explains how data are collected. Section 7.5 provides the analysis of feasibility study. Section 7.6 identifies the limitation of this feasibility study. Finally, Section 7.7 concludes the chapter.

7.1 Research Context

Evaluating the nature and granularity of US elements as well as structuring elements from a software problem a modeler is not familiar with may seem to be a very hard task. In this chapter we will build up and relate the results of an experiment aimed to evaluate the capacity of software modelers to apply the
Theoretical contributions defined in the two previous chapters. The experiment starts with making the subject familiar with the defined semantic domain of our unified model for US templates and the graphical notation of the RT. We will then ask the same modelers to apply this knowledge on a two defined cases to evaluate their interpretation of the US elements and the structuration they would propose.

7.2 Research Method

Figure 7.1 illustrates the research process we followed for the feasibility study. First, we designed the feasibility study. Then, we collected data from different sampling. Finally, we analysed results. These steps are depicted into the next sections of the chapter.

![Fig. 7.1 Research method for feasibility study.](image)

7.3 Feasibility Study Design

This section provides the information on the process of building the feasibility study, the parameters to be measured for the feasibility study and finally the case studies for using within the feasibility study. This section is structured as follows. Section 7.3.1 exposes the process of how the feasibility study has been constructed. Section 7.3.2 discusses on the parameters of the feasibility study to be measured. Finally, Section 7.3.3 provides the descriptions of both case studies used within the feasibility study.

7.3.1 Process for Building the Feasibility Study

Firstly, the different exercises (i.e., US sets to model) in the feasibility study have been designed. Then, we built the first version of the feasibility study. More specifically, the theoretical part in the feasibility study, the instructions for execution of the exercises and the questions to measure some additional
variables have been made up. This feasibility study has been validated by senior researchers who have participated in this research.

One aspect of the feasibility study is to measure the quality of US models produced by participants (i.e., the RT). Therefore, we have created a type solution so that we can make comparison with. To make sure that our type solution is the best one, we have validated our solution with senior researchers who have participated in this studies.

Secondly, we would like to make sure that our feasibility study will be executed smoothly by diverse participants; we therefore made a primarily experimentation with a group research (PhD students and senior researchers) at the Université catholique de Louvain/Louvain School of Management to get some feedback on how the experiment should be executed and also the contents of the feasibility study. Based on their feedback, some aspects in the layout of the feasibility study have been changed. It is important to note that no content-related aspects have been changed whereby the integrity of the evaluation basis between the first and second version of the feasibility study has not been affected. Therefore, we also considered the data collected from this experimentation to be treated for analysing.

The second and final version of the feasibility study has consequently established and been used with other participants.

### 7.3.2 Assignment and Measured Variables

Within the context of this feasibility study, test subjects were asked to produce two separate US models based on two cases. These cases respectively consisted of a set of 4 and 7 US to model. One can thus state that the first US set was less complex compared to the second one in that the RT to build up was less complex due to the difference between the amount of US to model. Both cases are depicted in more detail in Section 7.3.3.

Since US and the production of a US-based model was new to the large majority of test subjects, the assignment has been split up in 5 steps to be executed in order to make it less complex and more executable. These five steps were:

1. Identification of all elements within the WHO dimension of the different US;

2. Identification of all elements within the WHAT and WHY dimension of the different US;

3. Identification of the appropriate concept or tag (i.e., Capability, Task, Hard-goal or Soft-goal) for each element within the WHAT and WHY dimension of the different US;

4. Graphical representation of the different elements of the US set and modeling all links between the WHAT and WHY dimension of every US (if both dimensions were present);

5. Identification and graphical representation of all other possible links between the elements of different US.
With respect to the second and third step in executing the exercises, the solution for the first US has been given to the test subjects as an example. Prior to the actual assignment of producing two US models, the test subjects have been provided with a small theory part containing a brief outline of what US are and how these requirements artifacts are commonly structured. Subsequently, the information required to model both US sets has been provided. More specifically, the different modeling concepts (i.e., Role, Capability, Task, Hard-goal and Soft-goal) and possible links between these concepts (i.e., means-end, decomposition and contribution) have been defined. The ‘theory part’ of the feasibility study has been concluded with an example containing a set of 4 US that has been elaborated in the exact same way (i.e., following the 5 steps) as the assignment had to be executed by the test subjects. A blank form of both, the theory and exercises part in the feasibility study, has been included within Appendix D.

Throughout the feasibility study, additional questions have been asked in order to gather additional variables concerning the educational background, the tacit knowledge and the perception on difficulty of the different test subjects. Before the start of the feasibility study, test persons have been asked for:

- Their educational background (i.e., obtained diplomas);
- Their primary occupation (i.e., student, researcher, assistant, etc.);
- Their modeling knowledge (i.e., the modeling languages they already worked with);
- Whether or not they were familiar with Goal-Oriented Requirements Engineering (GORE);
- Based on rating-scales, their knowledge on the $i^*$ framework and their knowledge concerning US as requirements artefacts within agile methods have been measured.

In between the different assignment steps (i.e., step 1 to 5 as described above), the test subjects were asked to indicate their experience and perception concerning the understandability of the theory and concerning the difficulty of the steps to be executed. Latter elements have been measured using a rating-scale. At the end of the feasibility study, some additional questions were asked in order to find out the global experience of the test subjects concerning modeling the two cases. More specifically, they were asked to indicate which case was seen as most difficult and based on rating-scales, the global understandability of the proposed approach was measured.

### 7.3.3 Case Studies

As mentioned earlier, our experimentation is based on two case studies: the carpooling service and the book factory. The description of the carpooling service has been slightly changed to adapt to the context where the experimentation were conducted. In fact, it consists of the same carpooling system and the same US set described in previous chapters.
7.3.3.1 Case 1: Carpooling Service

The Flemish ministry of mobility wants to introduce an application for stimulating the use of carpooling. After registration, drivers should have the possibility to propose a ride to go from location A to B and to specify a departure location, time of departure and price. Users can book a ride from location A to location B after they have been logged in into the application. The related US set is provided in Table 7.1; it consists of 4 US. The type solution is also provided in Figure 7.2.

Table 7.1 US set in Case 1 of the feasibility study.

<table>
<thead>
<tr>
<th>US ID</th>
<th>Dimension</th>
<th>User Story</th>
<th>D/C Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>US 1</td>
<td>WHO</td>
<td>As a DRIVER I want to register to the service so that I can propose ride to go from A to B.</td>
<td>Role, Hard-goal</td>
</tr>
<tr>
<td></td>
<td>WHAT</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US 2</td>
<td>WHO</td>
<td>As a DRIVER I want to propose a ride from A to B with the price, location and time of departure, and number of seats available.</td>
<td>Role, Task</td>
</tr>
<tr>
<td></td>
<td>WHAT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US 3</td>
<td>WHO</td>
<td>As a RIDER I want to book a ride so that I can get a ride from A to B.</td>
<td>Role, Task, Hard-goal</td>
</tr>
<tr>
<td></td>
<td>WHAT</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US 4</td>
<td>WHO</td>
<td>As a RIDER I have to login so that I can book a ride from A to B.</td>
<td>Role, Capability, Hard-goal</td>
</tr>
<tr>
<td></td>
<td>WHAT</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
7.3.3.2 Case 2: The Book Factory

The Book Factory is a small Belgian retailer that is specialized in selling books, CD’s and DVD’s. The management has decided to invest in an online shopping environment for their customers in order to increase the customer-friendliness of their services. Within this online shopping environment, a user should have the possibility to place their orders online. Before an order is complete, a client should fill his online cart with products. Secondly, the client should have to pay the invoice using an online payment. In order to be able to execute the payment, the system should calculate the invoice amount. Furthermore, the online payments are processed via the Ogone payment platform in order to increase the safety and security of the payment. The related US set is provided within Table 7.2; it consists of 7 US. The type solution is also provided in Figure 7.3.

Table 7.2 US set in Case 2 of the feasibility study.

<table>
<thead>
<tr>
<th>US ID</th>
<th>Dimension</th>
<th>User Story</th>
<th>D_C Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>US 1</td>
<td>WHO</td>
<td>As an owner I want my clients to be able to place orders online so that the customer-friendliness of our services increases.</td>
<td>Role</td>
</tr>
<tr>
<td></td>
<td>WHAT</td>
<td></td>
<td>Hard-goal</td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
<td>Soft-goal</td>
</tr>
<tr>
<td>US 2</td>
<td>WHO</td>
<td>As a client I have to complete an order so that I can place it online.</td>
<td>Role</td>
</tr>
<tr>
<td></td>
<td>WHAT</td>
<td></td>
<td>Task</td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
<td>Hard-goal</td>
</tr>
<tr>
<td>US 3</td>
<td>WHO</td>
<td>As a client</td>
<td>Role</td>
</tr>
</tbody>
</table>
### 7.4 Data Collection

The experiment have been later conducted with *two groups* of expertise. The first group consists of students in economics with an orientation within information management; the latter is known as *Business students* in this thesis. The
second group consists of students in information technology; the latter known as IT Students in this thesis. We argued previously that data collected from researchers need to be included into the analysis; therefore, we have a third group of expertise. The latter is known as Researchers in this thesis. The use of three different groups of population notably allows us to analyze the difference in execution of the assignment and to study whether or not there have significantly differences between the different groups in the ability to produce a graphical model in the form of a RT from a US set.

Since a concrete sample framework is lacking within the context of this feasibility study, a non-stochastic sample method is used to compose the different samples [124]. More precisely, the strategy of convenience samples has been used. Ultimately, three different samples have been composed. For the group of Business Students, the feasibility study has been executed by 21 students within the master Handelswetenschappen/Business Administration at the KULeuven (campus Brussels). For the group of IT Students, the feasibility study has been conducted with 35 students within the second bachelor Applied Informatics at Odisee (campus Brussels). Finally, for the group of Researchers, the experiments have been conducted with 13 members of the academic staff of the Université catholique de Louvain/Louvain School of Management.

7.5 Analyzing the Results

The results of the feasibility study are performed within this section. We perform three analysis to understand different interpretation of the usage of the unified US model from concept elements to the building of graphical representation of US set. This section is structured as follows. Section 7.5.1 provides the information on the background of participants. Section 7.5.2 exposes the interpretation of the different elements constituting a US (i.e., the elements of the WHAT and WHY dimension). Section 7.5.3 presents the analysis of the ability of the test subjects to model a US set; it is concerned with analyzing whether or not the different test subjects were able to produce a US model in the form of RT. Finally, within Section 7.5.4, the individual models themselves are analyzed in some greater detail with respect to the number of elements modeled and the number of links identified, and ultimately, a score on the two US models in both cases has been given.

7.5.1 The Knowledge of Participants in Modeling

Participants response when questioned about their background in Business Analysis shows that nearly the entirety of them have some preliminary knowledge in modeling. Indeed, only 2 out of 69 participants do not have such specific experience (i.e., 1 IT Student and 1 Business Student). They are able to model, at least one model, with the Unified Modeling Language (UML), Business Process Modeling Notation (BPMN) or others modeling languages; but not GORE (only 2 Researchers know GORE framework).
7.5 Analyzing the Results

Concerning the question about knowledge of the i* framework by participants, results showed that none of them is an expert with the framework\(^1\). Furthermore, over 50\% of them have never heard about it. Figure 7.3 exposes the answers of the participants concerning their expertise with i*. The left part of the figure shows the distribution of levels of expertise for the whole data set. The right one shows the former per data set.

Table 7.3 Expertise of participants with i* framework.

<table>
<thead>
<tr>
<th></th>
<th>Business Students</th>
<th>IT Students</th>
<th>Researchers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business Students</td>
<td>47.5%</td>
<td>42.9%</td>
<td>4.8%</td>
</tr>
<tr>
<td>IT Students</td>
<td>80%</td>
<td>20%</td>
<td>7.7%</td>
</tr>
<tr>
<td>Researchers</td>
<td>46.1%</td>
<td>15.5%</td>
<td>30.8%</td>
</tr>
</tbody>
</table>

Similarly, the expertise of participants regarding US are exposed in Figure 7.4. In contrast to i*, two thirds of the participants know what US are and some of them are experts in using them. The left part of the figure shows the distribution of levels of expertise of participants in using US for the whole data set. The right one shows the former per data set.

Table 7.4 Expertise of participants with user story.

<table>
<thead>
<tr>
<th></th>
<th>Business Students</th>
<th>IT Students</th>
<th>Researchers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business Students</td>
<td>23.8%</td>
<td>38.1%</td>
<td>23.0%</td>
</tr>
<tr>
<td>IT Students</td>
<td>5.7%</td>
<td>20.0%</td>
<td>25.7%</td>
</tr>
<tr>
<td>Researchers</td>
<td>30.2%</td>
<td>23.1%</td>
<td>15.4%</td>
</tr>
</tbody>
</table>

\(^1\)It is important to note that participants are not aware that the i* framework is part of GORE. Hence, some participants answered ‘No’ to the question on GORE but they witnessed a non-null level of expertise with the i* framework.
7.5.2 The Tagging of User Story Elements

According to the US meta-model presented in Chapter 5, the US elements of WHO dimension can only be tagged as Role; while US elements presented in WHAT and WHY dimensions could be tagged as Task, Capability, Hard-goal or Soft-goal. The results of the feasibility study confirmed that there is no ambiguity in tagging US elements in WHO dimension. However, tagging US elements in WHAT and WHY dimensions is often fuzzy and matter for discussion. Therefore, we only consider the results of tagging US elements in WHAT and WHY dimensions for the analysis.

The results of tagging the US elements in WHAT and WHY dimensions of Case 1 and Case 2 are respectively represented within Tables 7.5 and 7.6. The results of tagging of each US element of both cases are presented per sample. This allows us to have an overview of the tagging of the different elements within the boundaries of one specific sample as well as mutually between different samples. Since the first US in both cases has been given to the test subjects as an example, this US is left out of both tables.

Based on the information provided in Tables 7.5 and 7.6, we can draw the conclusion that the tagging of the different US elements of both cases differs within, as well as between the different samples. In other words, tagging of a US element as being Capability, Task, Hard-goal or Soft-goal can not be characterized as being univocal (the same problems have been reported in [1, 42] for adopting i* in practice). Also between the different samples, there are a lot of tagging discords. Furthermore, two main observations can be done.

The first observation concerns the fact that the tagging discord within the sample of Business Students is mainly concentrated between the tagging of a US element as being a Task or Capability. Contrary to the sample of Business Students and especially within the Case 2, a higher variability in tagging of US elements can be observed within the samples of IT Students and Researchers.
7.5 Analyzing the Results

Table 7.6 Tagging of the US elements in Case 2.

<table>
<thead>
<tr>
<th>Case2</th>
<th>Business Students</th>
<th>IT Students</th>
<th>Researchers</th>
</tr>
</thead>
<tbody>
<tr>
<td>US2</td>
<td>WHAT 45.3% 14.3%</td>
<td>WHAT 66.7% 27.2%</td>
<td>WHAT 74.9% 8.3%</td>
</tr>
<tr>
<td>WHY 4.8% 4.7% 4.5%</td>
<td>WHY 9.0% 9.0%</td>
<td>WHY 0.1% 15.2%</td>
<td></td>
</tr>
<tr>
<td>US3</td>
<td>WHAT 51.4% 22.8%</td>
<td>WHAT 47.4% 66.4%</td>
<td>WHAT 28.1% 28.1%</td>
</tr>
<tr>
<td>WHY 6.8% 4.8% 46.5%</td>
<td>WHY 3.1% 2.1%</td>
<td>WHY 0.1% 15.2%</td>
<td></td>
</tr>
<tr>
<td>US4</td>
<td>WHAT 61.7% 28.5%</td>
<td>WHAT 71.2% 19.4%</td>
<td>WHAT 41.7% 30.0%</td>
</tr>
<tr>
<td>WHY 4.7% 9.2% 4.1%</td>
<td>WHY 7.1% 7.1%</td>
<td>WHY 41.7% 30.0%</td>
<td></td>
</tr>
<tr>
<td>US5</td>
<td>WHAT 52.4% 27.6%</td>
<td>WHAT 59.0% 32.0%</td>
<td>WHAT 30.0% 16.7%</td>
</tr>
<tr>
<td>WHY 2.4% 24.9% 9.1%</td>
<td>WHY 4.9% 4.9%</td>
<td>WHY 27.3% 9.1%</td>
<td></td>
</tr>
<tr>
<td>US6</td>
<td>WHAT 57.6% 25.0%</td>
<td>WHAT 19.4% 66.7%</td>
<td>WHAT 10.0% 8.6%</td>
</tr>
<tr>
<td>WHY 3.8% 29.0% 3.1%</td>
<td>WHY 71.2% 25.0%</td>
<td>WHY 41.7% 30.0%</td>
<td></td>
</tr>
<tr>
<td>US7</td>
<td>WHAT 57.6% 22.9%</td>
<td>WHAT 59.0% 3.1%</td>
<td>WHAT 45.5% 34.9%</td>
</tr>
<tr>
<td>WHY 1.7% 100% 1.7%</td>
<td>WHY 100% 100%</td>
<td>WHY 100% 100%</td>
<td></td>
</tr>
</tbody>
</table>

Legend: Highest occurrence within the sample in question

Elements in the WHAT- and WHY-dimension of the US in Case2:

- US2 WHAT: Complete an order
  WHY: Place an order online

- US3 WHAT: Fill my ‘online’ cart with products
  WHY: The invoice can be paid

- US4 WHAT: Pay my invoice
  WHY: The payment is secured

- US5 WHAT: Calculate the total amount of the order
  WHY: The invoice is paid

- US6 WHAT: Pay my order online
  WHY: Process payments on the Ogone-payment platform

- US7 WHAT: Process payments on the Ogone-payment platform
  WHY: The payment is secured

The second observation concerns the global level of tagging US elements—i.e., tagging a US element as being Capability, Task, Hard-goal or Soft-goal does not completely go univocal. In other words, there exists some discords within the different samples in that some US elements are, to a large extent, not univocal categorized as Capability, Task or Hard-goal. Despite the discords in the tagging of the different US elements, all test subjects nonetheless unanimously agreed upon the fact that the provided concepts or tags (i.e., Capability, Task, Hard-goal and Soft-goal) were sufficient to model the different US sets and that no additional concepts should have been be added to the US unified model (see Chapter 5).

Subsequently, the question arises whether this difference in tagging is due to the fact that the different US elements can be tagged in multiple ways or if the theoretical difference between the tags (i.e., Capability, Task, Hard-goal and Soft-goal) was not clear. Obviously, the first reason of multiple possible interpretations for the different elements will have contributed to these tagging differences.

As part of the feasibility study, test subjects have been asked to indicate on a rating-scale whether or not the difference between the modeling concepts—i.e., respectively Task versus Capability, Task versus Goal (Hard-goal and Soft-goal) and Goal versus Capability—were clear. Within this rating-scale, the value 1 reflects the fact that the difference between the two modeling concepts was not clear at all. Conversely, the value 10 reflects a complete awareness of the differences between both modeling concepts. The descriptive statistics of these
elements have been provided quantitatively in Table 7.7 and graphically within Figure 7.4. Based on this data, we can draw the conclusion that, especially, the difference between Task and Capability was not completely clear and rather fuzzy to the different test subjects within the different samples. Furthermore, the data indicates that Task and Capability were perceived as easier to differentiate from Goal.

Table 7.7 Understandability of the difference between the elements.

<table>
<thead>
<tr>
<th></th>
<th>Business Students</th>
<th>IT Students</th>
<th>Researchers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Task vs. Capability</strong></td>
<td>5.52</td>
<td>6.12</td>
<td>5.54</td>
</tr>
<tr>
<td><strong>Task vs. Goal</strong></td>
<td>6.54</td>
<td>7.16</td>
<td>7.21</td>
</tr>
<tr>
<td><strong>Goal vs. Capability</strong></td>
<td>7.21</td>
<td>6.23</td>
<td>7.29</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>6.04</td>
<td>6.91</td>
<td>6.46</td>
</tr>
<tr>
<td><strong>Median</strong></td>
<td>6</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td><strong>Minimum</strong></td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Maximum</strong></td>
<td>8</td>
<td>10</td>
<td>9</td>
</tr>
</tbody>
</table>

Legend rating-scale:
1 The difference between both elements is not clear at all
5 I'm not sure
10 The difference between both elements is completely clear

Fig. 7.4 Average understandability score of the different elements.

Latter observation of the unclear difference between Task and Capability is confirmed by an analysis of the main modeling errors that have been made
by the different test subjects. These modeling errors notably revealed that the atomic characteristic of Capability (i.e., the key feature that distinguishes Capability from Task) was not clear at all since a tremendous amount of test subjects graphically decomposed Capability into multiple sub-elements. More precisely, many test subjects linked particular elements to Capability by means of a decomposition-link, indicating that these elements are sub-elements of that Capability.

Next to the qualitative analysis of the differences in understandability between the different elements within the unified model (i.e., Capability, Task and Goal), a statistical test has been performed in order to test whether or not there exist significant differences between the ‘understandability scores’ allocated by the different test subjects within the samples. More specifically, the non-parametric Kruskal-Wallis test has been executed since the normality test (i.e., Kolmogorov-Smirnov test) indicated that none of the variables involved were normally distributed. Latter non-parametric test verifies if multiple population variables have the same distribution. Based on the results of this test (represented in Table 7.8) the conclusion can be drawn that there exist no significant differences between the ‘understandability scores’ by Business Students, IT Students and Researchers².

Table 7.8 Kruskal-Wallis test on the understandability scores of the different elements.

<table>
<thead>
<tr>
<th></th>
<th>Task vs. Capability</th>
<th>Task vs. Goal</th>
<th>Goal vs. Capability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-Square</td>
<td>5.751</td>
<td>2.922</td>
<td>2.064</td>
</tr>
<tr>
<td>Degree of Freedom (df)</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>p-value</td>
<td>0.056</td>
<td>0.232</td>
<td>0.356</td>
</tr>
</tbody>
</table>

7.5.3 Analyzing the User Story Model with Rationale Tree

On a second level, the produced US models in the form of RT can be explored and studied. This analysis has been divided into a qualitative and a quantitative part. Firstly, the produced models have been studied qualitatively with respect to the ability to produce a US model by means of building up a RT. Furthermore, this first part consists of a brief analysis of the most common modeling and linkage errors that have been made by the test subjects. The quantitative section of the analysis of the US models consists of studying the number of elements and the number of links that have been identified and modeled by the different test subjects within both cases of the feasibility study. Ultimately, a kind of ‘performance score’ has been given to the US models of the different test subjects.

7.5.3.1 Global Evaluation of the User Story Model

Business Students. The sample of students with an economical background succeeded rather well in producing a RT. However, the results showed that a

²In the context of the statistical tests conducted within the boundaries of this thesis, a reliability of 95% has been used.
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few test subjects within this first sample tended at modeling each US separately instead of producing a global model for the complete US set in the cases. They failed in identifying corresponding elements within different US and they consequently modeled the same elements multiple times (i.e., one time per occurrence in a US). Latter observation nevertheless has to be put in some perspective in that it could possibly be correlated with one of the limitations of the feasibility study. More precisely, since test subjects only received the minimal required amount of information for executing the assignment within the feasibility study, one could argue that more information concerning the ultimate purpose of the graphical representation should have been depicted in more detail within the theory part of the feasibility study. This probably could have resulted in a higher understanding of the primary rationale behind modeling US and could consequently have resulted in a higher ability to produce a model of a US set.

Another tendency that could be identified within this sample of Business Students is that test subjects with a (basic) knowledge of US were able to make up a higher-quality RT within their US model. Furthermore, analysis of the different models produced by the test subjects in all three samples revealed that, together with IT Students, Business Students tend to put a stronger emphasis on the process-related aspect of the US set in their model. Latter phenomenon could clearly be observed within the Case 2. For example, US3 and US4 respectively consist of the elements Fill online cart and Pay invoice. Both elements can be seen as sub-elements of the WHAT dimension in US2: Complete an order. Many students tried to model latter two elements (i.e., fill cart and payment) in such a way that the process-related sequence of these elements was represented in their model. More specifically, they tried to model the elements in such a way that the result reflects the constraint that the online cart should be filled with products before the invoice can be paid. Adjoining it, many test subjects within this first sample made the remark afterwards that some modeling elements were missing in order to represent sequential conditions between elements in the model.

IT Students. More than Business Students, IT Students failed in overviewing the ‘global model’ and tended to model each US separately. This resulted in the fact that their models consisted multiple ‘isolated’ elements without any link to another element. As a consequence, it is impossible to trace the dependency and hierarchy relationships between the different elements within the RT. One can thus state that IT Students were less able to produce a high-quality RT of US set. A second observation that could be done is that the ‘technical’ background of the IT Students reveals itself within their different models. A few students namely modeled elements that were not part of the US set that has been included in the cases. These elements could commonly be categorized as more ‘technical’ elements that are part of the actual development of the systems. For example, some students represented an element show ride within their model of the Case 1. Others included the element verify payment within the boundaries of their model of the Case 2.

Researchers. Only taking into account the ability to produce a RT of a US set, one can state that Researchers produced higher-quality models
compared to students. In other words, Researchers were able to produce a better global model where the complete US set was represented in the RT. Within the models produced by the different test subjects in this sample, a tendency of modeling more elements than present in the US could be observed. In order to improve their model, Researchers tended at modeling some elements that were not present in the US set. Furthermore, a lot of Researchers decomposed existing elements into (smaller) sub-elements. As an example, the WHAT dimension within US2 of the Case 1 consists of the element propose a ride from A to B with the price, location and time of departure, and number of seats available. Instead of modeling this element as being one Task; many Researchers used 4 different elements to model this (i.e., one for price, one for location, one for time of departure and one for the number of seats available). Secondly, the different test subjects within this sample tended at identifying and modeling links that were outside the scope and boundaries of the definition that has been provided within the context of the linkage study in the graphical notation for US. More specifically, they used the broader definition of the links as present within the i* framework.

Modeling Errors. Within the US models of the different test subjects, various modeling errors have been made. As stated in previously, a frequently occurring modeling error concerned the decomposition of Capabilities into subcomponents. Despite the atomic characteristic of a Capability, a tremendous amount of test subjects graphically linked elements to a Capability by means of a decomposition link, indicating that these elements are subcomponents of the Capability. A second common error made by test subjects in all three samples concerned the fact that the different roles (i.e., role boundary in the US model) were not represented in the US model.

Next to latter two frequently occurring modeling errors, nearly all US models of all test subjects contained one or multiple linkage errors (i.e., the use of a faulty link between two elements). As an example, many test subjects in all samples used a means-end link between two Tasks while latter link has theoretically been defined as a link that is used between a Task and a Hard-goal if this Task represents a concrete realization scenario for that Hard-goal. Latter observation concerning the tremendous amount of linkage errors in the US models, allows to draw the conclusion that some theoretical aspects concerning the different links have not been understood completely. This conclusion can directly be associated with one of the main limitations in this feasibility study (i.e., the limited amount of information that has been given to the different test subjects).
Quantitative Evaluation of the US Models. Besides the qualitative evaluation of the different US models, a more quantitative analysis with respect to the number of modeled elements and links can be done. Table 7.9 contains latter data, which allows to make a comparison between the US models made by the test subjects in the three different samples. Based on the results of the Kruskal-Wallis test that are represented in Table 7.10, one can conclude that there are no significant differences between the number of elements and links modeled by the different test subjects in the three different samples. Latter non-parametric test has been executed since the Kolmogorov-Smirnov test has indicated that none of the variables involved are normally distributed.

Table 7.10 Kruskal-Wallis test on the modeled elements and links.

<table>
<thead>
<tr>
<th></th>
<th>Case 1 Elements modeled</th>
<th>Case 1 Links modeled</th>
<th>Case 2 Elements modeled</th>
<th>Case 2 Links modeled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-Square</td>
<td>3.255</td>
<td>0.35</td>
<td>3.403</td>
<td>0.387</td>
</tr>
<tr>
<td>Degree of Freedom (df)</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>p-value</td>
<td>0.196</td>
<td>0.839</td>
<td>0.182</td>
<td>0.820</td>
</tr>
</tbody>
</table>

7.5.3.2 Quoting the Performance in Modeling User Stories

In order to be able to evaluate the individual performance of the test subjects in modeling the US sets in both cases, a score has been allocated to each US model. This score is notably based on three different evaluation criteria: completeness, conformity and accuracy. On a first level, the different models have been evaluated with respect to completeness. Latter evaluation criterion has been used to verify whether or not all elements present in the different dimensions of the US set have been represented within the US model. For each element in the WHAT and WHY dimensions of a US that has been represented in the US model, 1 point was given.

In combination with completeness, the models have been checked with respect to conformity. During the exercises of the feasibility study, the test
subjects were asked to identify all elements in the WHAT and WHY dimension of the different US and classify each element as a Task, Capability, Hard-goal or Soft-goal (i.e., respectively step 2 and 3 in the feasibility study). In order to verify if the appropriate modeling concepts have been used in accordance with the classification of the elements, the evaluation criterion of conformity has been used. More precisely, if there was conformity between the classification of an element as being a Task, Capability, Hard-goal or Soft-goal and the modeling concept that has been used to represent that element, 0.5 points (per element) were given.

Based on the type solution of both cases (see Figure 7.2 and 7.3), the fundamental links that should be present in the US models have been identified. More precisely, 4 fundamental links have been identified in the Case 1 and 8 links in the Case 2. If one of the fundamental links was present in the US model of the test subjects, 4 points were given. If the link between the elements had been identified but the wrong type of link was used, only 1 point was given. This quotation of the ability of test subjects to identify the links between the elements concerns the third evaluation criterion, the one of accuracy.

Next to the scores on each evaluation criterion, a score on the global quality of the US models has been given. More specifically, an additional score on 10 was given for the Case 1 and a score on 20 for the Case 2. Latter score on the global quality has been based on a general comparison of the US models with the type solution. Furthermore, additional factors have influenced the individual score of the global quality. Inter alia the fact if all Role (i.e., Role Boundary\(^3\)), the number of modeling errors and the quality of the RT were factors that have been taken into consideration in allocating the score on global quality. An overview of the different evaluation criteria and the allocated scores are provided in Table 7.11. Ultimately, a total mark on each case has been calculated based on the scores of the individual evaluation criteria. More precisely, a total score on 38 was given for the Case 1 and a score on 73 was given on the second one. Both scores have eventually been reduced to a score on 10.

Table 7.11 Evaluation criteria in quoting the US models.

<table>
<thead>
<tr>
<th>Evaluation criterion</th>
<th>Allocated scores</th>
<th>Maximum score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Case 1 (4 US)</td>
</tr>
<tr>
<td>Completeness</td>
<td>1 point per modeled element</td>
<td>8 points</td>
</tr>
<tr>
<td>Consistency</td>
<td>0.5 points per consistently modeled element</td>
<td>4 points</td>
</tr>
<tr>
<td>Accuracy</td>
<td>4 points per correct link (only 1 point if the wrong type of link is used)</td>
<td>16 points</td>
</tr>
<tr>
<td>Global quality</td>
<td></td>
<td>10 points</td>
</tr>
</tbody>
</table>

In order to get an overview of the ‘general performance’ of the test subjects in modeling the different US, a global score on 10 has been calculated. This score was based on the individual scores for Case 1 and Case 2. Within the calculation of latter global score a weight of 30 % has been allocated to the

\(^3\)During the feasibility we used swimlanes instead of Role Boundary of the i* framework. We argue that there is no impact on the results of the feasibility study if we were using Role Boundary instead of swimlanes. The perceptions of user are the same.
Case 1 and a weight of 70 % to the Case 2. The allocation of a different weight to both cases has been done since one could argue that a kind of ‘learning-effect’ could have occurred after the execution of the Case 1. The Case 2 furthermore consisted of a higher number of US, what implies that a bigger RT.

Table 7.12 Descriptive statistics of the global score.

<table>
<thead>
<tr>
<th></th>
<th>Business Students</th>
<th>IT Students</th>
<th>Researchers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>6.20</td>
<td>5.50</td>
<td>6.60</td>
</tr>
<tr>
<td>Median</td>
<td>6.60</td>
<td>5.30</td>
<td>6.50</td>
</tr>
<tr>
<td>Minimum</td>
<td>2.90</td>
<td>3.60</td>
<td>4.40</td>
</tr>
<tr>
<td>Maximum</td>
<td>8.30</td>
<td>7.40</td>
<td>8.60</td>
</tr>
</tbody>
</table>

Table 7.13 ANOVA test on the global performance scores.

<table>
<thead>
<tr>
<th>Sum of squares</th>
<th>df</th>
<th>Mean square</th>
<th>F</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.535</td>
<td>2.000</td>
<td>6.766</td>
<td>4.657</td>
<td>0.013</td>
</tr>
<tr>
<td>87.168</td>
<td>60.000</td>
<td>1.453</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100.700</td>
<td>62.000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.14 Results of the post-hoc test of Bonferroni.

<table>
<thead>
<tr>
<th>Sample (I)</th>
<th>Sample (J)</th>
<th>Mean difference (J)</th>
<th>Standard Error</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business Students</td>
<td>IT Students</td>
<td>0.758</td>
<td>0.346</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>Researchers</td>
<td>-0.360</td>
<td>0.440</td>
<td>1</td>
</tr>
<tr>
<td>IT Students</td>
<td>Business Students</td>
<td>-1.876</td>
<td>0.346</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>Researchers</td>
<td>0.410</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>Researchers</td>
<td>Business Students</td>
<td>0.360</td>
<td>0.440</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>IT Students</td>
<td>1.118</td>
<td>0.410</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Table 7.12 consists of the descriptive statistics of the global score (on 10) that measures the performance of the test subjects in modeling a set of related US. The normal distribution of this global performance score\(^4\) allows to perform the ANOVA-test in order to verify if there exists some significant differences between the scores of the different samples (i.e., Business Students, IT Students and Researchers). Based on the results of this test (see Table 7.13), the conclusion can be drawn that there indeed exist significant differences between the scores of the different test subjects in the three samples. More precisely, the results of the post-hoc test of Bonferroni (see Table 7.14) learn that, with a reliability of 95 %, a significant difference can be found between the scores of the IT Students and those of the Researchers. There is no significant difference between the scores of Business Students and IT Students and between those of Business Students and Researchers.

\(^4\)Both the Kolmogorov-Smirnov test as well as the Shapiro-Wilk test indicated that the variable of the global score was normally distributed.
7.5 Analyzing the Results

One may question why the maximum score obtained by participants (of which some are Researchers) is not 10 out of 10 but 8.6. A preliminary answer is that none of the participants, including Researchers, is an expert with i* framework and that such a score could be only obtained with in depth previous knowledge about this framework. As can be seen in Figure 7.3, the best knowledge level of Researchers are ‘I have some knowledge on what this is about’ and ‘I know what this is about but I don’t know all specific details’. This knowledge can be comparable to someone who has been attending a course on i* like in [1, 42]. In addition, we can also argue that constructs in the i* framework itself are subject to interpretation so that interpretation of the participants may differ from the standard solutions used for correction. In i* it is also admitted that it requires the knowledge of an experienced modeller to produce a proper model. This has been studied by Dalpiaz [42] and Abad et al. [1]. Dalpiaz has customized i* framework for teaching students, it results that the success rate for identifying elements as Task, Hard-goal, Soft-goal and Resource is only 53% (5 test subjects and N=123) [42]. Similarly, Abad et al. have reported error rate of 26.73% of types when trying to model the dependencies between actors as Hard-goal, Soft-goal, Task and Resource on 2095 test subjects [1]. In addition, Dalpiaz also reports that the success rates of identifying links between two elements as AND/OR decomposition and contribution are respectively 80% (2 test subjects and N=123) and 47% (2 test subjects and N=123) [42].

Next to the differences in the global score between the three samples, one could question whether there exists a significant difference in the individual performance of modeling both cases. The graph in Figure 7.5 represents the average score on both cases per sample. In order to test for significant differences in the score of Case 1 compared to the score Case 2, the paired samples t-test is performed on the different scores of each particular sample. The results of these test (represented within Table 7.15) show that no significant differences can be identified in the performance of Business Student and IT Students in modeling the US sets in both cases. This contrary to the sample of Researchers, where can be concluded (with a reliability of 95 %), that the scores on Case 1 significantly differ from those of Case 2.
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![Graph showing average scores for Business Students, IT Students, and Researchers on Case 1 and Case 2.]

Fig. 7.5 Average scores on Case 1 and Case 2.

Table 7.15 The paired-sample t-test on the score of both cases.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Paired differences</th>
<th>t</th>
<th>df</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Standard Deviation</td>
<td>Standard Error</td>
<td>95% confidence interval</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------------</td>
<td>--------------------</td>
<td>----------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Business Students</td>
<td>0.140</td>
<td>1.598</td>
<td>0.357</td>
<td>-0.608</td>
</tr>
<tr>
<td>IT Students</td>
<td>0.908</td>
<td>1.493</td>
<td>0.431</td>
<td>-0.041</td>
</tr>
<tr>
<td>Researchers</td>
<td>0.229</td>
<td>1.865</td>
<td>0.335</td>
<td>-0.456</td>
</tr>
</tbody>
</table>

7.5.4 Analyzing the Experience of Test Subjects

Within the analysis of the results of the feasibility study, the last part concerns a study of the experience of the different test subjects and measuring the perceived difficulty to model the different cases. This part of the analysis has been divided into three aspects. A first aspect concerns the analysis of the understandability of the theory and the perception of the test subjects on the amount of information that has been provided. Secondly, the perceived difficulty of the different steps in both cases are studied. On a third level, the perceived difficulty of Case 1 is compared with the perceived difficulty of Case 2. These three aspects within this experience analysis are respectively depicted within subsections 7.5.4.1 and 7.5.4.2.
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7.5.4.1 Evaluating the understandability of the theory

In order to measure the understandability of the theory as a whole, four different questions have been asked to the test subjects. These questions were to be answered using a rating-scale going from 1 for ‘not at all’ to 10 for ‘completely’. A first question concerned the understandability of the introductory theory part of the feasibility study. Secondly, the test subjects were asked if they received enough information to produce the two models. They were also asked if the given instructions to model the US sets were clear. The fourth question concerned the understandability of the proposed approach of producing a US model by means of a RT. The average score of these questions are represented per sample within Figure 7.6.

![Figure 7.6 Understandability of the theory.](image)

Analysis of the results of these additional questions reveals that, despite the rather fuzzy differentiation between a **Task** and a **Capability**, the theory was rather understandable for most of the test subjects. However, an evaluation of the most common modeling error shows that not all aspects within the theory have been understood completely by all test subjects. In all three samples, a considerable amount of test subjects made particular modeling errors from which latter conclusion can be derived. As stated within subsection 7.5.3.1, a tremendous amount of modeling errors concerned the fact that **Capabilities** have been graphically decomposed into multiple sub-elements. This shows that the atomic characteristic of a **Capability** (i.e., the key feature that distinguishes a **Capability** from a **Task**) has not been understood completely. Another common modeling error, where several elements were linked to a **Hard-goal** by means of a **means-end link**, allows to draw the conclusion that the theoretical definition this type of link has not been understood properly. This because of the fact
that a \emph{means-end} link is used to link an element to a \emph{Hard-goal} if that element includes a concrete realization scenario for that \emph{Hard-goal}.

Latter modeling errors are a direct implication of one of the limitations of the feasibility study, the limitation on the minimal required amount of information that has been provided to the test subjects. This observation is partially confirmed by analyzing the scores on the question whether enough information was given to model the two cases. This data notably shows that some additional information should have been given to the test subjects. The different test subjects nonetheless indicated that the instructions to model the different cases were reasonably understandable. Furthermore, the data on the perception of the different test subjects shows that the proposed approach to model US by means of producing a RT was considerably clear to the different test subjects.

7.5.4.2 Evaluation of the perceived difficulty

A last component within the analysis of the results the feasibility study concerns an evaluation of the perceived difficulty by the different test subjects in the three samples. Within the feasibility study, several variables have been included in order to be able to measure the perception of the test subjects on the difficulty. The perceived difficulty has in fact been measured on three different levels. On a first level, the test subjects were asked to indicate on a rating-scale their perceived degree of difficulty in modeling the two cases. On a second level, the test subjects have been asked for their experience in executing the different steps (i.e., step 1 to 5 as described in Section 7.3.2). On a third level, they were asked to indicate if \textit{Case 1} was easier, of an equal difficulty level or more difficult to model compared to \textit{Case 2}.

**Perceived Difficulty to Model both Case.** The first variable that has been used to measure the perceived difficulty concerned the perception on the global difficulty to model the US sets in \textit{Case 1} and \textit{Case 2}. More precisely, the test subjects were asked to answer the question ‘\textit{was it difficult to model both cases?}’ on a rating-scale. On this scale, the value 1 represented the answer ‘not at all’ and the value 10 represented the answer ‘yes, completely’. The average score that has been given by the different test subjects on this question is represented in Figure 7.7. In order to be able to provide an answer to the question if there exist some significant differences between the perceived difficulty by \textit{Researchers}, \textit{IT Students} and \textit{Business Students}, the non-parametric Kruskal-Wallis test has been performed Figure 7.7. The results of this test (see Table 7.16) indicate that there exists no significant difference between the global perceived difficulty to model the US in both cases.
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Fig. 7.7 Average general perceived difficulty to model both cases.

Table 7.16 Kruskal-Wallis test on the global perceived difficulty.

<table>
<thead>
<tr>
<th>Chi-square</th>
<th>df</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.503</td>
<td>2</td>
<td>0.286</td>
</tr>
</tbody>
</table>

Perceived Difficulty Between the Different Steps in both Cases. On a more detailed level, the perceived difficulty in executing the different steps in the exercises can be evaluated (see Section 7.3.2).

After the execution of step 1 to 3, step 4 and step 5, the test subjects were asked to indicate their perceived difficulty regarding the step(s) in question on a rating-scale. On this scale, the value 1 represented the answer ‘very difficult’, while the value 10 represented the answer ‘very easy’. The average scores on the rating-scales that have been given by the test subjects of the different samples are represented within Figure 7.8.
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Fig. 7.8 Perceived difficulty by the test subjects.

As with the global difficulty score, the Kruskal-Wallis test (see Table 7.17) shows that there exists no significant differences between the perceived difficulty by the different test subjects in the 3 samples. On a more global level, the conclusion can be drawn that the identification of the different links between the different elements has been perceived as being more difficult compared to the step of identifying and classifying the different elements in the different dimensions of the US.

Table 7.17 Kruskal-Wallis on the perceived difficulty of step 1 to 5.

<table>
<thead>
<tr>
<th></th>
<th>Chi-square</th>
<th>df</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 1 to 3</td>
<td>3.531</td>
<td>2</td>
<td>0.171</td>
</tr>
<tr>
<td>Step 4</td>
<td>2.486</td>
<td>2</td>
<td>0.289</td>
</tr>
<tr>
<td>Step 5</td>
<td>3.000</td>
<td>2</td>
<td>0.228</td>
</tr>
<tr>
<td>Case 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 1 to 3</td>
<td>2.246</td>
<td>2</td>
<td>0.325</td>
</tr>
<tr>
<td>Step 4</td>
<td>5.636</td>
<td>2</td>
<td>0.060</td>
</tr>
<tr>
<td>Step 5</td>
<td>3.974</td>
<td>2</td>
<td>0.137</td>
</tr>
</tbody>
</table>

Perceived Difficulty: Case 1 Versus Case 2. Another aspect in analyzing the perceived difficulty by test subjects in executing the feasibility study is verifying whether or not there exists a difference within the perception of difficulty between both cases in the study. In theory, both cases are of an equal difficulty level in that they both consist of a US set to model. In practice however, one of both cases can be perceived more difficult due to the increased number of US to model.

Within the feasibility study, the different test subjects have been asked to indicate whether Case 1 was easier, of an equal level or more difficult to
model compared to Case 2. Based on the results that are represented within Figure 7.9, the conclusion can be drawn that the great majority of the Business Students perceived the Case 1 as being easier to model compared to the Case 2. Within the sample of IT Students, the biggest proportion (58.1%) had the same perception that the Case 1 was easier to model. The biggest proportion of Researchers (50%) were of the opinion that both cases had an equal difficulty level.

![Graph difficulty Case 1 versus Case 2.](image)

**Fig. 7.9 Graph difficulty Case 1 versus Case 2.**

### 7.6 Limitations of the Feasibility Study

The first limitation within this study concerns the fact that the different test subjects only received a limited amount of information concerning the proposed approach of modeling US. In order to keep the time required to complete the feasibility study within acceptable boundaries, only the minimal required information on modeling constructs (i.e., Task, Capability, Hard-goal and Soft-goal) and the different links between these elements has been included within the theory section of the feasibility study. In an ideal situation, more information on US in agile methods and on the ultimate purpose of the graphical notation should have been given in more detail.

The second limitation concerns the size of the different samples. There has been a large difference between the number of test subjects within each individual sample. Furthermore, the size of the samples (especially the sample of Researchers) is rather small what limits the ability to reflect the results from the study towards the scope of the complete population with an acceptable reliability level. The lack of professionals (i.e., agile practitioners) as a test subject within this feasibility study concerns a third limitation that can be identified.

### 7.7 Conclusion

An evaluation of the interpretation of the different elements in the WHAT and WHY dimension of a US set has shown that there existed some discord in the classification of the elements. Two possible reasons for latter discord...
can be identified. Firstly, particular elements allow by nature to be interpreted in several ways. As a consequence, such an element could be interpreted in multiple ways. On a second level, the interpretation discords are a direct consequence of the lack in understanding the theoretical differences between the various elements. This is primarily the case for a Task and a Capability. These conclusions are confirmed by analyzing the most common modeling errors, where a tremendous amount of test subjects graphically decomposed a Capability into multiple sub-elements. Despite the interpretation differences in the feasibility study, the large majority of test subjects agreed upon the fact that no additional concepts (next to the ones of a Task, a Capability, a Hard-goal and a Soft-goal) are required to represent the US elements.

Concerning the ability to build up a RT, the conclusion can be drawn that most of the test subjects were able to produce an acceptable US model. The different students however tended at modeling each US separately. This notably resulted in a model with multiple ‘isolated’ elements that have not been linked to other ones. Students furthermore have put a stronger emphasis on the process related sequence of the elements. Some of them argued that the model should contain specific modeling elements to represent process-related sequence of the different elements. Researchers by contrast tended at modeling additional elements that were not represented within the set US.

More globally, one has to conclude that no significant differences could be found in the modeling performance of both Business Students and Researchers and Business Students and IT Students. A significant difference could nonetheless be identified in the performance scores of IT Students and Researchers. This difference in the modeling performances are possibly a partial consequence of one of the limitations of the feasibility study: the fact that the minimum required amount of information has been given to the test subjects. More information on the usage of US in agile software development methodologies and more information on the ultimate purpose of the graphical notation could possibly have resulted in higher-quality models. Latter conclusion of a partial lack of information that has been given to the test subjects is confirmed by both the feedback of the different subjects and by an analysis the most common modeling errors. In teaching the graphical notation, a stronger emphasis has to be put on the distinguishing features of the different elements and links. Furthermore, the link with i* framework and the distinguishing characteristics of the graphical notation and our US-based modeling framework should be depicted in a greater detail.

The assignment of modeling two US sets has been perceived as quite difficult by the different test subjects. Especially, the identification of the different links has been perceived by the test subjects in all three samples as being the most difficult. Furthermore, the biggest proportion of both Business Students and IT Students were of the opinion that the first case was easier. This, conversely to the Researchers group, where 50 % of the Researchers perceived both cases as being equally difficult to model.
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Chapter 8

Bridging User Story Sets with the Use-Case Model

User Stories (US) are mostly used as basis for representing requirements in agile development. Written in a direct manner, US fail in producing a visual representation of the main system-to-be functions. A Use-Case Diagram (UCD), on the other hand, intends to provide such a view. Approaches that map US sets to a UCD have been proposed; they however consider every US as a Use-Case (UC). Nevertheless, a valid UC should not be an atomic task or a sub-process but enclose an entire scenario of the system use instead. A unified model of US templates to tag US sets was build in Chapter 5. Within functional elements, it notably distinguishes granularity levels. In this chapter, we propose to transform specific elements of a US set into a UCD using the granularity information obtained through tagging. In practice, such a transformation involves continuous round-tripping between the US and UC views; a CASE-Tool supports this.

The research exposed in this chapter has been realized in collaboration with Y.Wautelet, M. Kolp, D. Hintea and S. Poelmans. Results have been published in the proceeding of the 3rd International Workshop on Conceptual Modeling in Requirements and Business Analysis (MReBA 2016, [147]).

This chapter is structured as follows. Section 8.1 provides the research context of the chapter. Section 8.2 exposes related work. Section 8.3 presents a US set of the running example. Section 8.4 discusses the mapping between US elements and UC elements. Section 8.5 exposes tool and mapping rule allowing the systematic automation. Section 8.6 discusses the impact of using UC approach for modeling US in agile methods. Finally, Section 8.7 concludes the chapter.

8.1 Research Context

As evoked earlier in this thesis, the main advantage of tagging US elements is that, if the tagging respects the semantics associated to the concepts, it provides information about both the nature and the granularity of the US element. Such information could possibly be used at a further stage for software analysis: structuring the problem and its solution, identifying missing requirements, etc. [87]. Visual GORE models were envisaged for graphical representation in
Chapter 6: it showed that GORE models are very well adapted for the purpose of US sets representation. Nevertheless, since GORE models are not an industry adopted practice, we explore in this chapter an independent representation with the far more used Unified Modeling Language (UML [104]), Use-Case Model (UCM). An instance of the latter produces a UCD. A UC is a list of actions or event steps, typically defining the interactions between a role and a system in order to achieve a goal.

Facing the definition of US and UC, we can notice that there is a possible mismatch between the two concepts—i.e., the US can indeed include (very) fine-grained elements and the UC should be a coarse-grained element describing the software problem encompassing a set of fine-grained actions. When sorting is applied within US elements, a transformation process can generate a UCD. This is why, in this chapter, we envisage the representation of problem domain coarse-grained US elements as UC. To this end, we map the elements defined in the UCM—i.e., the Actor, the UC and the relationships between Use-Cases—with the elements defined in the unified US template model in Chapter 5.

In practice it is sometimes discouraged to use US and UCD concurrently because if not kept mutually up to date they can be inconsistent (see e.g., [60]). We therefore propose keeping US sets and the UCD consistent by auto-updating each change performed to one in the other through the use of a CASE-Tool. They are considered here as two complementary views. We identify three primary benefits of our transformation approach: (1) a graphical high-level (coarse-grained) representation of requirements through the UCD; (2) multi-dimensional structuring of requirements and US dependencies at UCD level (not possible with US Maps); (3) identification of missing requirements (not expressed in the current US set) and the elimination of redundant US.

8.2 Related Work

The CASE-Tool Visual Paradigm (VP) [105] already proposes to transform US into a UCD. In their approach, the actor expressed in the WHO dimension becomes an actor of the UCD and the element in the WHAT dimension becomes a UC without any selection based on granularity. The rule is simple—i.e., a US with a WHAT element becomes a UC in the UC diagram. Nevertheless, UML points to the use of UC as elements representing an entire process rather than fine-grained (or atomic) elements as US can be. This does not mean that a US cannot include elements adequately describing UC, but that a sorting process is required in order to only include relevant elements as UC. The approach of VP can thus be said to be ‘naive’ because including elements not relevant as UC.

Structuring US is often performed using the User Story Mapping (USM) technique (see [112]); the latter uses Story Maps which are difficult to maintain and read. Building a UCD from a set of US could be compared to USM. In our approach, we split a US in 2 or 3 dimensions and we use the graphical representation of the UCD for relevant elements. Our aim is to obtain:
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• An easy to read graphical representation of requirements. Story Maps remain limited to post-its on a board or even on the ground;

• An advanced structuring of requirements where we can overview the dependencies of coarse-grained elements to one another with the use of \(<<\text{include}>>\) and \(<<\text{extend}>>\) relationships. Fine-grained elements are not part of the UCD but can be represented under the scope of particular UC for example in workflows (UML activity diagrams or BPMN diagrams, etc.). The latter is outside the present scope;

• An identification of gaps in requirements and elimination of redundant US elements from the graphical representation. By limiting the graphical UCD representation to solely coarse-grained elements we can obtain a high-level representation of the system-to-be. This allows to overview if, at an operational level, all aspects required to solve the software problem have been taken into account; if not they can be added to the US set. Similarly, elements appearing to be redundant because appearing in several US of the US set can lead to remove US from the set.

AgileModeling [7] emphasizes the usage of models for better understanding of the system-to-be and argues that it is useful to produce at least some models including a UML UCD and class diagram for the very first iteration called \textit{iteration zero}. No transformation process is nevertheless provided.

8.3 Running Example

Our proposal will be illustrated using a running example about carpooling—i.e., the ClubCar (see Section 5.6).

As shown in Table 8.1, we have taken a sample of the US of the ClubCar application to illustrate the research developed in this chapter. Some of these US contain elements to be transformed in UC and elements that are not relevant as UC (see Section 8.4). The first column depicts the Dimension of US \textit{Descriptive Concept} (\(D\_C\)), the second column describes the element itself and the last column provides the type of the \(D\_C^1\).

8.4 User Stories Integration through a Use-Case Diagram

This section exposes the mapping between US elements and Use-Case diagram elements. The \textit{Role} is discussed in Section 8.4.1. Section 8.4.2 discusses the \textit{Hard-goal}, \textit{Task}, and \textit{Capability}. Finally, Section 8.4.3 discusses the \textit{Soft-goal}.

8.4.1 The Role

A Role within a US can be forwarded to an Actor in the UCD. The UCD Actor is indeed the only structure defined to represent the WHO dimension (see Figure 8.1).

\footnote{Note that, when there were several possibilities, a choice ensuring the consistency of the entire set has been made.}
### 8.4.2 Hard-goal, Task and Capability

Three functional elements—i.e., the **Hard-goal**, the **Task** and the **Capability**—can be found in the unified model. The **Capability** is located on a fine level of granularity and thus non relevant for inclusion in the UCD. The **Hard-goal** and the **Task** elements are aimed to contain coarse-grained elements thus relevant for inclusion as UC.

**Hard-goal** and **Task** elements can be distinguished by their nature (i.e., their formulation) rather than by their grain level. Both are indeed intended to represent coarse-grained elements. The **Hard-goal** is the most abstract element and the **Task** is its counterpart expressed in an operational manner. This means that the **Task** represents a way of fulfilling the **Hard-goal** (entirely or parts of it); the **Task** is thus the counterpart of the **Hard-goal** in the solution domain while the **Hard-goal** belongs to the problem domain.

In line with UML, the Use-Case does not necessarily explicit **how** the problem should be solved (this can be documented within on a workflow containing fine-grained elements) but rather **what** should be achieved. **US elements tagged as Hard-goals should thus necessarily be represented as Use-Cases** since they depict WHAT problem should be solved. The tricky question is then to determine if **Task** elements must also be represented as UC. Since **Tasks** are part of the solution domain, if they are represented as UC they should be linked to the **Hard-goals** they furnish part of a solution to; this means that we can make their relationship explicit. This is something useful when different US elements represented as **Hard-goals** make use of the same US elements represented as **Tasks**. It indeed allows to show that some behavior can be reused in several situations. This is what `<<include>>` and `<<extend>>` dependency relationships are intended to model in a UCD. We can then link
the UC corresponding to a Hard-goal element with the one corresponding to a Task element using an <<include>> and <<extend>> dependency in function of the particular situation. If no behavior is recycled, we do not point to the representation of the US element tagged as Task in the UCD because this would lead to several UC that do not need to be externalized (leading to lots of <<include>> and <<extend>> dependencies) and are only sub-processes of the UC. Moreover, we want to make clear that we do not point to use these dependencies to depict means-end relationships between Hard-goals and Tasks. We point to keep the UCD as simple as possible and leave the description of solutions to the Hard-goal in other views (e.g., workflows). In a phrase, only decompositions of Hard-goals in Tasks where the Tasks are used in multiple Hard-goals are represented as UC in the UCD.

There is thus no universal answer to the representation of US elements tagged as Tasks in the UCD; as evoked it may be interesting to highlight the reuse of more special behavior but some Tasks are just subprocesses of the Hard-goal elements and should then not be represented as UC. These need to be documented for example in workflows depicting the realization scenario(s) of the Hard-goal (thus UC).

Let’s finally note that UC transformed from Hard-goal elements can also be linked with other UC transformed from Hard-goal elements through an <<include>> relationship. In our context this shows that some Hard-goals are possibly needed for the realization of other Hard-goals. We do not consider <<extend>> relationships among Hard-goals because such elements do have a possible stand-alone realization.

Concretely, in Figure 8.1, the Task is linked with the UC representing the Hard-goal with an <<include>> dependency relationship from the Hard-goal to the Task. This is illustrated in the left side of Figure 8.1 in a canonical form and instantiaioned on the Carpooling example in the right side of the same figure.

Representing both elements in the UCD is thus in some cases a way of explicitly linking the problem and solution domains where system behavior can be recycled in multiple Use-Cases (thus Hard-goals).

8.4.3 The Soft-goal

A Soft-goal is “a condition or state of affairs in the world that the actor would like to achieve” [159]. For a Soft-goal there are no clear-cut criteria for whether the condition is achieved; it cannot be represented as such into an element of a standard UCD. In a standard UML UCD there is no element for the representation of Soft-goals but a refinement of the UCD is included in the Rational Unified Process (RUP, see [78]) and known as the RUP/UML Business UCM (see [129]). A representation in the UCD would allow us to trace which functional requirement (in the form of a Hard-goal or a Task) supports the realization of a Soft-goal. Wautelet and Kolp [150] suggests to map the Soft-goal with the RUP/UML Goal because a semantic analysis of both definitions concludes that those represent the same type (or at least closely related) elements. This solution is relevant for us since it allows a graphical representation of Soft-goals in the UCD as well as a potential support analysis
(by highlighting which UC contributes to the satisfaction of the represented Soft-goal). Consequently and even though it is not standard UML, we map the Soft-goal elements from the US set to the graphical representation of the business Goal element. As shown in Figure 8.1, we can have:

- The Soft-goal in the WHAT dimension. Then, in the UCD, we immediately relate the Actor (Role in the US WHO dimension) to a Business Goal (Soft-goal in the US WHAT dimension) and a simple link is used;

- The Soft-goal in the WHY dimension. Then, in the UCD, if the element in the WHAT dimension leads to a UC (Hard-goal or a Task in the US), it can be linked to the Business Goal (Soft-goal in the US WHAT dimension) using a <<support>> dependency relationship. This link visually expresses that the functional element contributes to the realization of the Soft-goal within the software implementation.

(a) Use-Case model forwarded on the basis of stereotyped user stories.

(b) Partial Use-Case Diagram for the Carpooling Example.

Fig. 8.1 Use-Case diagram: Canonical form and carpooling example.
8.5 Automating the Approach and Round-Tripping Between Views

In order to support the approach, we have built an add-on to the cloud version of the Descartes Architect CASE-Tool [46] that, for the present purpose, allows multiple views:

- The *User Story View* (*USV*) to edit US through virtual US cards. Each US element in a dimension must be tagged with a concept of the unified model;

- The *Use-Case View* (*UCV*) to edit a UCD. The UCD is automatically transformed from the US set defined in the USV. When changes are made to UC or Actors in the UCV, the corresponding elements are automatically updated in the USV and vice-versa. These indeed are the same logical element represented in multiple views;

- The *Class, Sequence and Activity Diagram Views* (outside the scope of this chapter).

The CASE-Tool immediately build elements in the UCV, when elements are built in the USV following the rules given in this chapter and summarized in Table 8.2.

<table>
<thead>
<tr>
<th>US Set Element</th>
<th>UCD Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>Role</td>
<td>Actor</td>
</tr>
<tr>
<td>Hard-goal</td>
<td>Use-Case; several Use-Cases transformed from Hard-goals can be linked through &lt;&lt;include&gt;&gt; dependencies</td>
</tr>
<tr>
<td>Task</td>
<td>(Possible) Use-Case; the Use-Case transformed from a Task should be linked through &lt;&lt;include&gt;&gt; or &lt;&lt;extend&gt;&gt; dependencies with Use-Cases transformed from Hard-goals</td>
</tr>
<tr>
<td>Capability</td>
<td>No possible transformation</td>
</tr>
<tr>
<td>Soft-goal</td>
<td>RUP/UML Business Goal</td>
</tr>
</tbody>
</table>

The editing process is continuous over the requirements analysis stage and over the entire project life cycle. In practice, US elements are re-tagged several times when they analyzed and structured. Consistency among views is ensured by separating the conceptual element in the CASE-Tool memory from its representation in a view.
8.6 Impact on Produced Software: Future Work

Two types of impacts will be evaluated in future work:

- What is the impact on the software design of using our approach versus using another one? Since we aim to transform coarse-grained US elements in UC, the produced UC are likely to become the scope elements for which
realization scenarios will be build. Also, sets of US are expressed in a fined-grained way only or parts of the requirements are not expressed. In order to fill the gap, one or more UC can then be added; US are then automatically generated accordingly. Fine-grained elements can also be omitted from the US set and be identified through the approach. Finally, identifying and representing Soft-goals in the UCD may lead to better take them into account in the design. These aspects need further investigation;

- What will be the variability in the UCD produced from the same US set by different modelers? Various modelers applying the transformation will not produce exactly the same model. They are indeed likely to interpret elements differently and consequently tag them differently. Analysis activities occurring after the initial transformation often lead to reconsider some of the associated tags (granularity of US elements is thus not set once and for all but refined through the requirements elicitation). This variability needs to be studied and evaluated.

8.7 Conclusion

Agile methods use very simple requirements descriptions in the form of US. These are easy to read but difficult to structure leading to the need of visual requirements representations to sort them, understand the system-to-be, dialogue with stakeholders, etc. We have consequently suggested to structure coarse-grained elements found in US sets in a UML UCD. The UCD view is aimed to remain consistent with the set of US, encompassing changing requirements to furnish the possibility of UC driven development in methods where US sets are the firstly expressed requirement artifact. This work is complementary to previous work focusing on the representation of US sets with GORE models (see Chapter 6).
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Chapter 9

Conclusions

9.1 General conclusions

User Stories (US), a well-known engineering practice in agile software development, are mostly developed in a semi-structured way through a WHO, WHAT and WHY dimension. Nothing nevertheless allows to distinguish the nature and granularity of the elements depicted in the WHAT (and WHY) dimension(s). Such information is the one required to further structure requirements models, link relevant US functional elements with one another so to build a graphical representation of the to-be-software system.

This dissertation has shown that, with a bit more domain analysis and modeling effort, one could start from a US set and build such a graphical representation of requirements. The graphical representation, that we have called the Rationale Tree (RT), can then be (if consistently built) used as a basis for model-driven software development in agile methods. Elements of Epic US constitute the core functionalities of the system, their decomposition possibilities are explicitly shown and documented in our RT. In the perspective of model-driven Project Management (PM), elements of the RT can be—at various levels of decomposition—used as scope elements to drive the iterations’ planning depending on the size of the iterations that the team wants to deal with.

Next to this, we also showed that, using a consistent set of US—i.e., the nature and granularity of its constituting elements—could, in most cases, be adequately interpreted by its practitioners. This increases the potential for adoption of our contributions. Also, a representation through Use-Case diagrams can be made possible to dispose of a graphical representation in a form already adopted by industry. Third party contributions to model-driven development with the Use-Case model can then also be adopted starting from a US set and our transformation approach.

9.2 Summary of the main Contributions

The first contribution of this thesis is the unified meta-model for US templates. This (meta-)model has been built on the basis of 85 US templates found in different (formal and inform sources) sources. US are generally written as follows:
Conclusions

As a [WHO], I want [WHAT], so that [WHY]. From the 85 US template dataset, we collected the keywords related to each dimension and a selection process has been made based on the syntax and a semantic that we associated to each of these keywords. These semantics were selected out of the i*framework, KAOS, BPMN and the IREB glossary. At the end of the research process, the constituting elements of the meta-model are the Role the for WHO dimension, the Hard-goal, Soft-goal, Task, and Capability for the WHAT dimension; and finally, the Hard-goal, Soft-goal, and Task for the WHY dimension. An example of a US Template that can be built out of our meta-model is: As <Role>, I want <Task>, so that <Hard-goal>.

The second contribution of this thesis is the improvement of requirements engineering practices of agile methods through a graphical representation of a US set. We have proposed two types of graphical representations. The first graphical representation builds a custom decomposition tree called the RT, it is largely inspired by the Strategic Rationale diagram of i*. Indeed, the semantic domain of the meta-model for US templates is very close to the one of i*. The RT allows to highlight dependencies between US elements and constitutes an advanced tool for domain analysis. It thus partly addresses the lacks of natural language US. Furthermore, it also allows to clearly identify the grain of the modelled elements; coarse-grained elements provide a big picture of the system-to-be.

The second graphical representation is the use of Use-Case model for representing the coarse-grained US elements. This gives a formal bridge to the further use of UML models in agile methods.

The third and last contribution of this thesis concerns the PM aspects of agile methods. The graphical representation of US elements in the form of either RT or a Use-Case model can be used for project planning (in the planning game) of iterative life cycle methods. These models provide a basis for the selection of US to be implemented in the next iteration(s). Since decompositions and functional alternatives are highlighted in the RT, the latter model eases the selection of a coherent US set to be implemented. Usually such a selection is made in terms of coarse-grained elements. These can be identified in both the RT and Use-Case diagram.

9.3 Future Work

This section introduces the future work that can improve the actual results of the thesis (Section 9.3.1) and also provides new research directions on the basis of this work (Section 9.3.2).

9.3.1 Improvement on User Story Model

Concerning the improvements of the actual results of the thesis, we identify:

- Each of the individual contributions of the thesis need to gain experience through their use. Large scale implementations of the transformation from US sets to RT is, for example, being performed these days on a real life case. The results will be analysed and depicted in future work;
9.3 Future Work

- **The CASE-Tool.** As seen, a CASE-Tool has been implemented as a proof of concept and supports limited size US sets. Nevertheless, we did not test it on very large US set so that the scalability of the tool yet remains to be evaluated. Moreover, the CASE-Tool in its actual form only provides support for engineering activities (US set and RT editing, Use-Case model, ...) but no project management abilities are provided. Gantt charts could for example be easily implemented and be immediately integrated with the PM scope elements defined in the graphical models;

- **Improvement in the systematic tagging of US elements and the building of the RT.** Machine learning techniques can be used for the systematic tagging US set. Based on the work of Robber et al. [118], we can systematically extract/decompose the three dimensions of a US. The idea is then to automatically assign a type (thus tag) from the unified model for US templates to a US element. To achieve this we, at the first stage, need to build a training dataset based on human assigned tags. Once the dataset validated, it can be used to build an algorithm for automatically tagging new US sets of the same project through a linguistic approach. Then, these tagged US elements can, of course, be further used in the transformation processes to RT evoked in the thesis. Next to the last research track, it would also be interesting to calculate the semantic similarity or relationship between elements of the first generated RT—i.e., the US elements are randomly organized in the RT and no links are presented. The supporting tool can, at first, group the similar elements in to a cluster and later proposes links between two elements if there is some semantic similarity between them. This allows to have a pre-built RT that modelers can use to model the US set. This, in our opinion, can save time for software modelers;

- **Systematic planning approach.** We can easily propagate the priority and user story points attributed to US in the analysis stage to the corresponding elements in the RT. From this we can use a clustering method to cluster depending US elements so that we can suggest a default iterative planning with highest priority to be implemented US for the next iteration(s). For each cluster, the total of the user story points gives an estimation of the total iteration effort allowing to balance iterations;

- **A comparison of a linguistic approach and graphical model approach for US sorting.** While the previous points suggested to mix our approach with linguistic based ones, we could also compare the RT-based approach with the one proposed by Lucassen et al. [90] in order to evaluate which of the two methods performs better for sorting US sets. We would proceed through an experiment with student groups;

- **Use of the RT to justify US implementation choices with respect to the company strategy/tactics.** For now we consider implementation choices on an ad-hoc and operational bases only. Since we dispose of a RT for reasoning about implementation possibilities we could also model the
strategic and tactical layers of the company to highlight the positive and negative impacts of implementation choices on it;

- **Inclusion of acceptance tests in the US modeling.** For now US validation has not been taken into account. In agile projects, acceptance tests are systematically associated to US; these could also be included in the building of the RT for validation purpose.

### 9.3.2 Using Rationale Tree in Software Development Process

As future research direction we point to the full and smooth integration of the RT within agile methods. Currently, we have proposed a *process fragment* for the integration of agent-based software development in agile development; this fragment requires the building of RT from the US set before deriving the *Multi-Agent Systems (MAS)* architecture. The RT allows indeed to show the reasoning options and the MAS architecture follows the *Belief Desire Intention (BDI)* paradigm [151]. However, this topic is still under investigation and we provide a brief description of the process hereafter.

The process fragment is composed of three main stages: *Requirements Analysis, Architectural Design and Implementation*. Several types of stakeholders are involved in these different stages.

In order to show the process fragment’s stakeholders as well as the interactions among them, we have built an *i* Strategic Rationale diagram representing our software process fragment (see Figure 9.1).

---

**Fig. 9.1** Process fragment for integrating Agent-Oriented development in agile methods.

---
We distinguish 5 types of stakeholders:

- The Agile Product Owner (APO) is a key stakeholder of the project. Its activities are outside the scope of our process fragment and are guided by the adopted agile methods; we represent the APO here because he constitutes an entry point to our process fragment. Usually, the APO is a senior manager that is mainly in charge of developing a vision of what software system needs to be built and propagate that vision over the development team. That way Users expect him to lead the development of software that will Deliver business value (represented on the diagram as a Soft-goal dependency). The APO uses the product backlog (see [30, 106] to store the Initial US Set collected over multiple future users;

- The Software Modeler is in charge of understanding the software problem and suggest a consistent software solution for it. Basically our process fragment starts with the activities of this role; this happens during the Requirements Analysis stage of our process fragment. The Software Modeler uses the initial US set to Analyze the software requirements; the latter is thus represented as a goal dependency. When the analysis is performed, the main goal of the Software Modeler is to Ensure consistency in the US set Goal; this is achieved through Building the Rationale Tree Task. The latter requires the US set’s elements to be tagged using the unified template model, the US elements to be linked, the redundant requirements to be removed and the missing requirements to be identified Tasks. As an output, the Software Modeler sets at disposal of the APO a Refined US Set and at disposal of the Software Architect a Rationale Tree that this latter role expects to be Consistent;

- The Software Architect is in charge of building a MAS Architectural Design aligned with the RT. This happens at the Architectural Design stage of our process fragment. The MAS Architectural Design is more a set of models that one stand-alone model; we notably have:
  
  - The Structural Diagram that documents all the agents involved in the software implementation as well as their Plans, Beliefs and Events (see [151]);
  
  - The Dynamic Diagram that captures the synchronization mechanisms between Events and Plans.
  
  - The Communication Diagram that specifies the temporal exchange of events between agents.

- The Software Developer is in charge of implementing the MAS Architectural Design furnished by the Software Architect within an agent-oriented development language. The latter can, for example, be the Jadex framework\(^1\). This happens at the Implementation stage of our process fragment.

\(^1\)www.activecomponents.org
Conclusions

- The (final) User that will use the software application and is thus in charge of testing the software prototypes to provide feedback to the Software Modeler. These activities are outside the scope of our process fragment and are guided by the adopted agile methods. We represent the User here because he constitutes an exit point to our process fragment.
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Appendix B

User Story Templates Dataset

B.1 Introduction

This document presents the results of searching for user story templates in formal and informal sources. The formal source refers to books, journal papers, conference papers and websites of key person involved in agile methods. We used scientific search engines such as ScienceDirect, Springer, IEEE Xplore and ACM Digital Library for doing search. We used the simple search option for every searching engine. In addition, we also used the Google Scholar to search for the formal sources. The informal source, on the other hand, refers to websites and blogs of agile practitioners; however, we do not consider forums of discussion.

For each source, we took 100 links or papers. We scrutinized each paper and link for user story template. We only considered the US templates that contain WHO, WHAT and WHY dimensions; other form of US templates were not taken. Table B.1 presents the keywords used for searching user story template for both sources. Our search were conducted by mid of 2013. Later search can produce different results.

<table>
<thead>
<tr>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>KW1: ‘User Story Template’</td>
</tr>
<tr>
<td>KW2: ‘User Story’ and ‘XP’</td>
</tr>
<tr>
<td>KW3: ‘User Story’ and ‘Extreme programming’</td>
</tr>
<tr>
<td>KW4: ‘User Story’ and ‘Agile’</td>
</tr>
<tr>
<td>KW5: ‘Agile Requirement’ and ‘User Story’</td>
</tr>
</tbody>
</table>

B.2 User Story Templates Set

The Tables B.2 and B.3 provides the final result of the US template found respectively in formal and informal source.
Table B.2 User story templates found in formal source.

<table>
<thead>
<tr>
<th>N</th>
<th>User Story Templates</th>
</tr>
</thead>
</table>
| UST1 | *I as a <role> I want <function> so that <business value>*
    | e.g. As a creator, I want to upload a video so that any users can view it. From Cohn [36].                   |
| UST2 | *As a <type of user> I want <capability> so that <business value>*
    | e.g. As a book buyer, I want to search for a book by ISBN so that I can find the right book quickly. From Cohn [37] |
| UST3 | *As a <type of user>, I want <some goal> so that <some reason>*
    | e.g. As a moderator, I want to create a new game by entering a name and an optional description so that I can start inviting estimators. From Cohn [39] |
| UST4 | *As a <user role>, I want <goal> [so that <reason>]*
    | e.g. As a player, I want a player mute button so that I stop being distracted by some of the other players online. From [76]. |
| UST5 | *As a <role>, I can <activity> so that <business value>*
    | e.g. As a Consumer, I want to be able to see my daily energy usage so that I can lower my energy costs and usage. From Leffingwell [83]. |
| UST6 | *As a <type of user>, I want <some particular feature> so that <some benefit is received>*
    | e.g. As a bank customer, I want to view my current account balance so that I know my recent deposit went through. Patton, J. (2005) It’s all in how you slice, better software, www.stickyminds.com. |
| UST7 | *As a <type of user> I want to <perform some task> so that I can <achieve some goal>*
| UST8 | *As a <role> I need <feature> So that <value>*
    | e.g. As an employee I need to read the company news so that I am up to date on what is happening in my company. Tom J. Bang. An agile approach to requirement specification. In Giulio Concias, Ernesto Damiani, Marco Scoito, and Giancarlo Succi, editors, Agile Processes in Software Engineering and Extreme Programming, volume 4536 of Lecture Notes in Computer Science, pages 193–197. Springer Berlin Heidelberg, 2007. |
| UST9 | *As <role> I would like to <action> so that <benefit>.*                                                                 |
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<table>
<thead>
<tr>
<th>Template</th>
<th>Description</th>
</tr>
</thead>
</table>
| **UST10** | As a `<role>`, I want `<behaviour>` so that `<benefit>`.  
  e.g. No example.  
| **UST11** | As a `<role>`, I can `<action>`, so that `<goal>`.  
  e.g. No example  
| **UST12** | As a `<role>` I want to `<action>` so that `<result>`.  
  e.g. As an online customer I want to enter a product name so that I can view details of that product.  
| **UST13** | As a `<user type>`, I want to `<feature or functionality>`, so that `<value or expected benefit>`.  
  e.g. As a library user, I want to search for books by author, with speed and ease of use, so that I can find all books of the same author.  
| **UST14** | As a `<type of user>`, I want `<some action>` so that `<business benefit>`.  
  e.g. As a Customer I want to be able to add products to my basket so that I can continue shopping.  
| **UST15** | As a `<type of user>` I want `<capability or feature>` so that `<business value or benefit>`.  
  e.g. As a faculty, I want to select the names of the students from the database so that I can make them as a batch of some particular class which I am going to handle.  
Table B.3 User story templates found in informal source.

<table>
<thead>
<tr>
<th>N</th>
<th>User Story Templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>UST16</td>
<td>As a &lt;role&gt; I want &lt;something&gt; so that &lt;benefit&gt;.</td>
</tr>
<tr>
<td></td>
<td>e.g. As a student I want to purchase a parking pass so that can drive to school.</td>
</tr>
<tr>
<td>UST17</td>
<td>As a &lt;role&gt; I want &lt;something&gt; so that &lt;benefit&gt;.</td>
</tr>
<tr>
<td></td>
<td>e.g. As a player, I would like to change my class at any time during an online game.</td>
</tr>
<tr>
<td>UST18</td>
<td>As a &lt;role&gt;, I want &lt;some goal&gt; so that &lt;some reason&gt;.</td>
</tr>
<tr>
<td></td>
<td>e.g. As a string manipulation library user, I want to have a fancy case method in order to gain fancy cased strings.</td>
</tr>
<tr>
<td>UST19</td>
<td>As a &lt;role&gt;, I want to &lt;capability&gt; so that &lt;goal&gt;.</td>
</tr>
<tr>
<td></td>
<td>e.g. As a bank customer, I want to be able to view all relevant information about my account balance so that I can make impulse purchases using my bank card.</td>
</tr>
<tr>
<td>UST20</td>
<td>As a &lt;user type&gt;, I want to &lt;goal&gt; So That &lt;reason&gt;.</td>
</tr>
<tr>
<td></td>
<td>e.g. As a Purchase head I want packaging authority to process packaging items extremely efficiently, accurately, cost effectively and satisfactorily within a week as per the strict adherence to prescribed suppliers list, purchase rules and quality assessment rules and provide packaging report.</td>
</tr>
</tbody>
</table>

As a <person in a role> I want to <perform some activity> so that <some goal is achieved>. 

e.g. No example.
<table>
<thead>
<tr>
<th>No.</th>
<th>Template Description</th>
<th>Example</th>
<th>Source</th>
</tr>
</thead>
</table>
| UST22 | As a <role> the user wants to <function> so that <rationale>.
| UST23 | As a <type of user> I want <capability> so that <business value>.
| UST24 | As a <type of user> I want to <do something> so that <I get some benefit>.
| UST25 | As a <type of user> I want to <perform some action> so that I can <reach some goal>.
|     | e.g. No example.                                                                     | Author’s blog: http://jpattonassociates.com/downloads/quickrefs/patton_agile_11x17.pdf | Author’s blog: http://jpattonassociates.com/downloads/quickrefs/patton_agile_11x17.pdf |
| UST26 | As a <role> I want <something> so that <benefit>.
<p>|     | e.g. As a student I want to purchase a parking pass so that I can drive to school.  | Author’s blog: <a href="http://www.agilemodeling.com/artifacts/userStory.html">http://www.agilemodeling.com/artifacts/userStory.html</a> | Author’s blog: <a href="http://www.agilemodeling.com/artifacts/userStory.html">http://www.agilemodeling.com/artifacts/userStory.html</a> |
| UST28 | As a ... I want ... so that ...                                                      | No example. <a href="http://ronjeffries.com/xprog/blog/how-should-user-stories-be-written/">http://ronjeffries.com/xprog/blog/how-should-user-stories-be-written/</a> | No example. <a href="http://ronjeffries.com/xprog/blog/how-should-user-stories-be-written/">http://ronjeffries.com/xprog/blog/how-should-user-stories-be-written/</a> |
| UST29 | As a &lt;system role&gt;, I can &lt;do something&gt; so that &lt;reason/value&gt;.                   | No example. <a href="https://intranet.5amsolutions.com/display/process/User+Story">https://intranet.5amsolutions.com/display/process/User+Story</a> | No example. <a href="https://intranet.5amsolutions.com/display/process/User+Story">https://intranet.5amsolutions.com/display/process/User+Story</a> |
| UST31 | As a &lt;role/persona&gt; I want &lt;outcome&gt; so that &lt;value&gt;.                               | e.g. As a Regular User I want a Print Function So that I can keep a hard copy of my data. | e.g. As a Regular User I want a Print Function So that I can keep a hard copy of my data. |</p>
<table>
<thead>
<tr>
<th>User Story Templates Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="http://www.sprint0.com/ft3-peak-performance-articles/30-1-introduction-to-user-stories">http://www.sprint0.com/ft3-peak-performance-articles/30-1-introduction-to-user-stories</a></td>
</tr>
</tbody>
</table>
| **UST32** As a <User> I want to <do something> to <achieve business goal>.  
  e.g. As an Account Holder I want to withdraw cash from an ATM  
  So that I can get money when the bank is closed.  
| **UST33** As a <user type> want <an interaction+outcome> so that <I get some form of value>.  
  No example.  
  http://www.betterprojects.net/2012/02/what-is-user-story.html |
| **UST34** As a <user> I can <do something> to <achieve some benefit>.  
  No example.  
| **UST35** As a <role>, I want to <do something> so that <reason/benefit>.  
  No example.  
  http://www.industriallogic.com/blog/as-a-developer-is-not-a-user-story/ |
| **UST36** As a <role> I want <something> so that <benefit>.  
  e.g. As a student I want to purchase a parking pass so that I can drive to school.  
  http://www.agilemodeling.com/artifacts/userStory.htm |
| **UST37** As a <role>, I want to <do something> <with some frequency> so that I can/will <achieve some goal>.  
  e.g. As a user I want to download music to my media player daily so that I can listen to my favorite song when I chose.  
| **UST38** As a <Type of User> I want <Something> So that <I get some value>.  
  No example.  
  http://submit2011.agilealliance.org/node/8967 |
| **UST39** As a <user> I can <do something> so that <user value received>.  
  No example.  
  http://www.slideshare.net/JEMILOD/scaling-agile-requirements-from-user-stories-to-agile-portfolio-management-10111787 |
| **UST40** As a <user type>, I want to <function> so that <benefit>  
  e.g. As a delivery team member, I want to know which tasks I own so that I can decide what to work on now.  
  http://www.rallydev.com/help/writing-great-user-story |
| **UST41** As a <user>, I want <function>, so that <value>.  
  e.g. As a Creator, I want to upload a video so that any users can view it.  
  |
### B.2 User Story Templates Set

<table>
<thead>
<tr>
<th>Template ID</th>
<th>Description</th>
</tr>
</thead>
</table>
| UST42 | As a `<user>` I want `<function>` so that `<value>`.
| UST43 | As a `<customer role>` I want `<functionality>` because `<customer value explanation>`.
| UST44 | As a `<user role>`, I want to `<function>` so that `<benefit>`, unless `<exception>`.
| UST45 | As a `<User or Role>` I want `<Business Functionality>` so that `<Business Justification>`.
| UST46 | As a `<user type>` to `<function>` so that `<Business value>`.
| UST47 | As a `<Type of User>`, `<Function to Perform>` so that `<Business Value>`.
| UST48 | As a `<role>` I want `<feature>` so that `<benefit>`.
| UST49 | As a `<role>`, I can `<feature>` so that `<reason>`.
| UST50 | As a `<role>` I want `<feature>` so that `<benefit>`.
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<table>
<thead>
<tr>
<th>User Story Templates Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="http://mike2.openmethodology.org/wiki/User_Stories_Deliverable_Template">http://mike2.openmethodology.org/wiki/User_Stories_Deliverable_Template</a></td>
</tr>
</tbody>
</table>
| UST51 As a `<role>`, I want `<feature>` so that `<business objective>`.
  e.g. As a bank customer I want to withdraw money from an ATM So that I'm not constrained by opening hours or lines at the teller’s.  
  http://guide.agilealliance.org/guide/stories.html |
| UST52 As a `<role>`, I want `<feature>` so that `<reason>`.
  e.g. As a user, I want to upload photos so that I can share photos with others.  
  http://searchsoftwarequality.techtarget.com/definition/user-story |
| UST53 As a `<Role Name>` I want `<a feature>` so that `<some value delivered>`.
  No example.  
  http://www.theagileleader.com/2012/01/the-3-cs-of-user-stories/ |
| UST54 As a `<type of user>`, I want `<some feature>`, so that `<some goal>`.
  No example.  
| UST55 As a `<role>`, I want `<goal/desire>` so that `<benefit>`
  In order to `<receive benefit>` as a `<role>`, I want `<goal/desire>`
  e.g. As a user, I want to search for my customers by their first and last names.  
| UST56 As a `<type of user>`, I want `<some goal>` so that `<some reason>`.
  No example.  
  http://onproductmanagement.net/2012/08/17/user-stories-that-developers-can-actually-work-with-2/ |
| UST57 As a `<end user role>`, I want `<the desire>` so that `<the rationale>`
  e.g. As a PC user, I want a calculator with basic functionality on my PC so that I can conveniently perform basic mathematics operations.  
  http://scrummethodology.com/scrum-user-stories/ |
| UST58 As a `<insert role here>` I want `<goal or desire>` so that `<benefit>`
  No example.  
  http://pages.managementconcepts.com/UserStoryTemplate/ |
| UST59 As a `<user role>` I want to `<goal>` so I can `<reason>`
  e.g. As a registered user I want to log in so I can access subscriber-only content.  
  https://sites.google.com/site/alensit/project-management/methodologies/scrum/user-stories/user-story-template |
| UST60 As a `<type of user>`, I want `<some goal>` so that `<some reason>`
  e.g. As a user, I can pick which order show up on my home page so I can track their progress. |
| UST61 | As a `<user role>` I want `<goal>` so that `<business value>`  
|       | No example.  
| UST62 | As a `<User Role>` I can `<goal>` so That `<Business Value>`.  
|       | No example.  
|       | http://www.methodsandtools.com/archive/archive.php?id=113 |
| UST63 | As a `<type of user>`, I want `<some goal>` so that `<some reason>`.  
|       | No example.  
|       | http://www.agilehelpline.com/2011/03/user-stories-backlog-management.html |
| UST64 | As a `<user>`, I want `<goal>` so that `<reason>`  
|       | No example.  
| UST65 | As a `<user role>` I want to `<goal>` so I can `<reason>`  
|       | e.g. As a provider search user, I need the ability to search for providers by speciality so that I can more efficiently refer patients to specialists.  
|       | http://www.scrumalliance.org/articles/169-new-to-user-stories |
| UST66 | As a `<user role>` I want to `<goal>` so I can `<reason>`  
|       | As an ATM user I want to withdraw funds from my bank account so I can increase my cash on hand.  
|       | http://newjersey.iiba.org/index.php/linksadownloads |
| UST67 | As a `<type of user>` I want to `<goal>` so that `<reason>`  
|       | e.g. As a cyclist I want to switch gears so that I can go faster.  
|       | http://www.slideshare.net/bartvermijlen/user-stories-develop-better-products-faster-and-cheaper |
| UST68 | As a `<role>`, I want `<goal/desire>` so that `<benefit>`  
|       | No example.  
|       | http://sprintometer.com/node/112 |
| UST69 | As a `<user role>`, I want to `<goal>`, so I can `<reason>`  
|       | e.g. As a job seeker, I want to search for a job, so I can advance my career.  
|       | http://www.allaboutagile.com/user-stories/ |
| UST70 | As a `<user role>` I want to `<goal>` so that `<benefit>`  
|       | e.g. As an administrator I want to have centralised configuration so I can remotely change settings across all units.  
|       | http://techportal.inviqa.com/2011/07/19/how-to-create-user-stories/ |
| UST71 | As a `<role>`, I want `<goal/desire>`  
|       | e.g. As a user, I want to search for my customers by their first and last names.  
| UST72 | As a `<Role>` I want to `<goal>` so I can `<reason>`
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**User Story Templates Dataset**

<table>
<thead>
<tr>
<th>User Story Template</th>
<th>Example Description</th>
<th>Example URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>UST73</td>
<td>As a &lt;Role&gt; I want to &lt;goal&gt; so I can &lt;reason&gt;</td>
<td><a href="http://www.slideshare.net/rsrivastava91/introducing-agile-user-stories">http://www.slideshare.net/rsrivastava91/introducing-agile-user-stories</a></td>
</tr>
<tr>
<td>UST74</td>
<td>As a &lt;role&gt; I want to &lt;action&gt; so that &lt;benefits&gt;</td>
<td>No example. <a href="http://scrumpad.wpengine.com/features/user-stories">http://scrumpad.wpengine.com/features/user-stories</a></td>
</tr>
<tr>
<td>UST75</td>
<td>An an &lt;actor&gt; I want &lt;action&gt; so that &lt;achievement&gt;. e.g. As a Flickr member I want to be able to assign different privacy levels to my photos so I can control who I share which photos with.</td>
<td><a href="http://www.boost.co.nz/blog/agile/user-stories/">http://www.boost.co.nz/blog/agile/user-stories/</a></td>
</tr>
<tr>
<td>UST76</td>
<td>As an &lt;role&gt; I want to &lt;action&gt; so that &lt;achievement&gt;. e.g. As a customer I want to see the most popular blu-ray discs sold so that I can order one or more of them.</td>
<td><a href="http://breathingtech.com/2009/writing-user-stories-for-agile-scrum-projects/">http://breathingtech.com/2009/writing-user-stories-for-agile-scrum-projects/</a></td>
</tr>
<tr>
<td>UST77</td>
<td>As a &lt;user/actor/role&gt; I want to &lt;task/activity&gt; so that &lt;desired outcome&gt;. No example.</td>
<td><a href="http://sw-analyst.com/general/user-story-use-case-template/">http://sw-analyst.com/general/user-story-use-case-template/</a></td>
</tr>
<tr>
<td>UST78</td>
<td>As a &lt;user type&gt; I want to &lt;do some action&gt; so that &lt;desired result&gt; e.g. As a wiki user I want a tools menu on the edit screen so that I can easily apply font formatting.</td>
<td><a href="https://en.wikipedia.org/wiki/Scrum_(software_development)">https://en.wikipedia.org/wiki/Scrum_(software_development)</a></td>
</tr>
<tr>
<td>UST80</td>
<td>As a &lt;type of user&gt; I want to &lt;perform some task&gt; so that I can &lt;achieve some goal&gt; e.g. As a harried shopper I want to locate a CD in the store so that I can purchase it quickly, leave, and continue with my day.</td>
<td><a href="http://www.agileproductdesign.com/downloads/patton_user_story_to_ui_handouts.pdf">http://www.agileproductdesign.com/downloads/patton_user_story_to_ui_handouts.pdf</a></td>
</tr>
<tr>
<td>UST81</td>
<td>As an &lt;actor&gt; I want &lt;action&gt; so that &lt;achievement&gt; No example.</td>
<td><a href="http://www.boostagile.com/blog/user-stories-part-2-acceptance-criteria">http://www.boostagile.com/blog/user-stories-part-2-acceptance-criteria</a></td>
</tr>
<tr>
<td>UST82</td>
<td>As an &lt;actor&gt; I want &lt;action&gt; so that &lt;achievement&gt;</td>
<td></td>
</tr>
</tbody>
</table>
B.3 Summary of User Story Templates’ Elements

In general, we found that user story templates are structured as following form:
As a [WHO], I want [WHAT] so that [WHY].

Table B.4 summaries number of occurrence of terminologies found in each dimension of user story template in the form of ‘Formal + Informal’.

<table>
<thead>
<tr>
<th>WHO</th>
<th>WHAT</th>
<th>WHY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Role (13+31)</td>
<td>Goal (4+18)</td>
<td>Business Value (7+18)</td>
</tr>
<tr>
<td>Type of User (8+15)</td>
<td>Something (3+10)</td>
<td>Benefit (7+18)</td>
</tr>
<tr>
<td>User (0+10)</td>
<td>Action (4+7)</td>
<td>Reason (4+14)</td>
</tr>
<tr>
<td>Actor (0+6)</td>
<td>Feature (4+7)</td>
<td>Goal (3+6)</td>
</tr>
<tr>
<td>System Role (0+1)</td>
<td>Function (1+7)</td>
<td>Achievement (0+4)</td>
</tr>
<tr>
<td>Persona (0+1)</td>
<td>Desire (0+6)</td>
<td>Rationale (0+2)</td>
</tr>
<tr>
<td>“x” (0+1)</td>
<td>Functionality (1+4)</td>
<td>Desire (0+2)</td>
</tr>
<tr>
<td>Capability (3+1)</td>
<td>Outcome (0+1)</td>
<td></td>
</tr>
<tr>
<td>Task (1+2)</td>
<td>Result (0+1)</td>
<td></td>
</tr>
<tr>
<td>Activity (1+2)</td>
<td>“z” (0+1)</td>
<td></td>
</tr>
<tr>
<td>Outcome (0+2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behaviour (0+1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Description (0+1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>What (0+1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“y” (0+1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Business Value (5 + 9) = Value (2 + 9) ‘Something’ is not counted – it is too general.
Appendix C

Descriptive Concept’s Definitions

This document provides different definitions of selected Descriptive Concept we found in i*, KAOS, BPMN, IREB Glossary, IEEE and UML. Table C.1 exposes the selected Descriptive Concept after the syntax selection process. The definition in bold is the selected definition ones for each Descriptive Concept.

Table C.1 Selected syntaxes of Descriptive Concept

<table>
<thead>
<tr>
<th>WHO Dimension</th>
<th>WHAT Dimension</th>
<th>WHY Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Role (13 + 31)</td>
<td>Goal (4 + 18)</td>
<td>Goal (3 + 6)</td>
</tr>
<tr>
<td>User (0 + 10)</td>
<td>Feature (4 + 7)</td>
<td></td>
</tr>
<tr>
<td>Actor (0 + 6)</td>
<td>Functionality (1 + 4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Capability (3 + 1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Task (1 + 2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Activity (1 + 2)</td>
<td></td>
</tr>
</tbody>
</table>

Table C.2 Definitions of Role.

<table>
<thead>
<tr>
<th>Source</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>i* [159]</td>
<td>“A role is an abstract characterization of the behavior of a social actor within some specialized context or domain of endeavor.”</td>
</tr>
<tr>
<td>KAOS [139]</td>
<td>“All stakeholder roles, including the customer and user roles, can be reduced to one single role.”</td>
</tr>
<tr>
<td>IREB Glossary [56]</td>
<td>N/A</td>
</tr>
<tr>
<td>UML [20]</td>
<td>“The purpose or capacity wherein one class or object participates in a relationship with another; the role of an object denotes the selection of a set of behaviours that are well-defined at a single point in time; a role is the face an object presents to the world at a given moment.”</td>
</tr>
<tr>
<td>BPMN</td>
<td>N/A</td>
</tr>
<tr>
<td>CommonKADS</td>
<td>N/A</td>
</tr>
</tbody>
</table>
### Table C.3 Definitions of User.

<table>
<thead>
<tr>
<th>Source</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>i* [159]</td>
<td>N/A</td>
</tr>
<tr>
<td>KAOS [139]</td>
<td>N/A</td>
</tr>
<tr>
<td>IREB Glossary [56]</td>
<td>&quot;A person who uses the functionality provided by a system. Also called end user.&quot;</td>
</tr>
<tr>
<td>UML [74]</td>
<td>&quot;The term user refers not only to human users but to other systems. In this sense, the term user represents someone or something (such as another system outside the proposed system) that interacts with the system being developed.&quot;</td>
</tr>
<tr>
<td>BPMN</td>
<td>N/A</td>
</tr>
<tr>
<td>CommonKADS</td>
<td>N/A</td>
</tr>
</tbody>
</table>

### Table C.4 Definitions of Actor.

<table>
<thead>
<tr>
<th>Source</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>i* [159]</td>
<td>&quot;An actor is an active entity that carries out actions to achieve goals by exercising its know-how.&quot;</td>
</tr>
<tr>
<td>KAOS [139]</td>
<td>N/A</td>
</tr>
<tr>
<td>IREB Glossary [56]</td>
<td>N/A</td>
</tr>
<tr>
<td>UML [74]</td>
<td>N/A</td>
</tr>
<tr>
<td>BPMN</td>
<td>N/A</td>
</tr>
<tr>
<td>CommonKADS</td>
<td>N/A</td>
</tr>
</tbody>
</table>

### Table C.5 Definitions of Goal.

<table>
<thead>
<tr>
<th>Source</th>
<th>Definition</th>
</tr>
</thead>
</table>
| i* [159]           | "A hard-goal is a condition or state of affairs in the world that the stakeholders would like to achieve. In general, how the goal is to be achieved is not specified, allowing alternatives to be considered."
|                    | "A soft-goal is a condition or state of affairs in the world that the actor would like to achieve. But unlike a hard-goal, there are no clear-cut criteria for whether the condition is achieved, and it is up to the developer to judge whether a particular state of affairs in fact achieves sufficiently the stated soft-goal." |
| KAOS [139]         | N/A        |
| IREB Glossary [56] | N/A        |
| UML [74]           | N/A        |
| BPMN               | N/A        |
| CommonKADS         | N/A        |
“A goal is a prescriptive statement of intent that the system should satisfy through the cooperation of its agents.”
“Behavioural goals describe intended system behaviours declaratively. A behavioural goal can be established in a clear-cut sense.”
“Soft-goals prescribe preferences among alternative system behaviours. A Soft-goal cannot be established in a clear-cut sense.”

“A desired state of affairs (that a stakeholder wants to achieve).”
“Goals describe intentions of stakeholders. They may conflict with one another.”

“Units of functionality are sometime called feature in some problem worlds [...]”
“The term feature is sometimes used to refer to a change unit.”

“A delimitable characteristic of a system that provides value for stakeholders.”
“Normally comprises several requirements and is used for communicating with stakeholders on a higher level of abstraction and for expressing variable or optional characteristics.”

“A property, such as operation or attribute, which is encapsulated as part of a list within a classifier, such as an interface, a class, or a datatype.”

“A feature is an externally desired service by the system that may require a sequence of inputs to effect the desired result. For example, in a telephone system, features include local call, call forwarding, and conference call. Each feature is generally described in a sequence of stimulus-response pairs.”

<table>
<thead>
<tr>
<th>Source</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>KAOS [139]</td>
<td>“Units of functionality are sometime called feature in some problem worlds [...]” “The term feature is sometimes used to refer to a change unit.”</td>
</tr>
<tr>
<td>IREB Glossary [56]</td>
<td>“A delimitable characteristic of a system that provides value for stakeholders.” “Normally comprises several requirements and is used for communicating with stakeholders on a higher level of abstraction and for expressing variable or optional characteristics.”</td>
</tr>
<tr>
<td>UML [74]</td>
<td>N/A</td>
</tr>
<tr>
<td>BPMN</td>
<td>N/A</td>
</tr>
<tr>
<td>CommonKADS</td>
<td>“Goal and Value describe the goal of the task and the value that is execution adds to the process this task is a part of.”</td>
</tr>
</tbody>
</table>

Table C.6 Definitions of Feature
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### Table C.7 Definitions of Functionality.

<table>
<thead>
<tr>
<th>Source</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>i* [159]</td>
<td>N/A</td>
</tr>
<tr>
<td>KAOS [139]</td>
<td>N/A</td>
</tr>
<tr>
<td>IREB Glossary [56]</td>
<td>“The capabilities of a system as stated by its functional requirements.”</td>
</tr>
<tr>
<td>UML</td>
<td>N/A</td>
</tr>
<tr>
<td>BPMN</td>
<td>N/A</td>
</tr>
<tr>
<td>CommonKADS</td>
<td>“Functionality. The degree to which the software satisfies stated needs as indicated by the following subattributes: suitability, accuracy, interoperability, compliance, and security.”</td>
</tr>
</tbody>
</table>

### Table C.8 Definitions of Capability.

<table>
<thead>
<tr>
<th>Source</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>i* [159]</td>
<td>“A capability represents the ability of an actor to define, choose, and execute a plan for the fulfilment of a goal, given certain world conditions and in the presence of a specific event.”</td>
</tr>
<tr>
<td>KAOS [139]</td>
<td>“The capabilities of an agent are defined statically in terms of monitoring links and control links to objects in the object model. Such links capture the agent’s ability to monitor or control object attributes or associations.”</td>
</tr>
<tr>
<td>IREB Glossary [56]</td>
<td>N/A</td>
</tr>
<tr>
<td>UML</td>
<td>N/A</td>
</tr>
<tr>
<td>BPMN</td>
<td>N/A</td>
</tr>
<tr>
<td>CommonKADS</td>
<td>N/A</td>
</tr>
</tbody>
</table>

### Table C.9 Definitions of Task.

<table>
<thead>
<tr>
<th>Source</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>i* [159]</td>
<td>“Specifies a particular way of attaining a goal.”</td>
</tr>
<tr>
<td>KAOS [139]</td>
<td>“Environment operations are performed by human agents, devices or existing software agents in the environment of the software-to-be. They are sometimes called tasks when they are performed by human agents.”</td>
</tr>
<tr>
<td>IREB Glossary [56]</td>
<td>N/A</td>
</tr>
<tr>
<td>Source</td>
<td>Definition</td>
</tr>
<tr>
<td>-----------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>UML [74]</td>
<td>N/A</td>
</tr>
<tr>
<td>BPMN [103]</td>
<td>“An atomic activity that is included within a Process. A Task is used when the work in the Process is not broken down to a finer level of Process Model detail. Generally, an end-user, an application, or both will perform the Task. A Task object shares the same shape as the Sub-Process, which is a rectangle that has rounded corners.”</td>
</tr>
<tr>
<td>CommonKADS [125]</td>
<td>“A task is a piece of work that need to be done by an agent.”</td>
</tr>
<tr>
<td>CommonKADS [50]</td>
<td>“A task statement refers to a set of coherent activities that are performed to achieve a goal in a given domain. Here ‘activity’ refers to actual actions that are performed in the world, whereas a task statement adds a teleological dimension to these actions.”</td>
</tr>
<tr>
<td>CommonKADS [98]</td>
<td>“A task is an activity that should be performed in order to reach a goal.”</td>
</tr>
<tr>
<td>UML [78]</td>
<td>“An activity is a unit of work that an individual in that role may be asked to perform, and that produces a meaningful result in the context of the project.”</td>
</tr>
<tr>
<td>UML [20]</td>
<td>“An operation that takes some time to complete.”</td>
</tr>
<tr>
<td>UML [58]</td>
<td>“An activity is a computation that executes for the duration of state.”</td>
</tr>
<tr>
<td>UML [96]</td>
<td>“A use case specifies an interaction between the system and one or more actors together with the activities performed by the system.... We name an activity so it does not include the name of the actor. Hence, we prefer Order Books over Online Customer Orders Books.”</td>
</tr>
<tr>
<td>BPMN</td>
<td>N/A</td>
</tr>
<tr>
<td>CommonKADS</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table C.10 Definitions of Activity.
Appendix D

Feasibility Study User Stories

Note: It is important to note that the final graphical representation for Role in the rationale tree is different from the ones we used in the feasibility study. In the experimentation version we used the Swimlane while the final version we used the Role Boundary of the i* framework. To the best of our knowledge, we argue that there is no impact on the US model.
Introduction and assignment

User stories (US) are the primary used requirements artefacts in agile software development methodologies. A US can be defined as "a short description of functionality that delivers some business value to the users of a system to be developed". Furthermore, US are always written in the daily business language of the users (i.e. natural language).

A US mostly contains three dimensions:
1. The WHO-dimension: the user/actor/stakeholder that wants a piece of functionality.
2. The WHAT-dimension: the functionality that has to be developed.
3. The WHY-dimension: the reason why the functionality has to be developed.

A US is commonly structured as follows:
As [WHO], I want [WHAT] so that [WHY].

Example: As a student, I want to upload a file within Toledo (= an e-learning environment for the students of the KU Leuven) so that I can hand in an assignment.

We here have following elements for the 3 dimensions:
WHO-dimension: student
WHAT-dimension: upload a file within the Toledo-environment
WHY-dimension: hand in an assignment

The different elements/dimensions of a set of user stories are interrelated and can be represented in a visual model (cfr. use case diagram in UML, a BPMN-diagram). You are asked to visually represent the different user stories and their relationships in Case 1 and Case 2. More specifically, you are asked to produce two models based on the information and example that are provided on the next pages.
Modeling information

Modeling constructs

Following constructs can be used for modeling the different elements/dimensions of the different US:

- **A role**: represents the behavior of a social actor within some specialized expertise and authority.
  - *Examples*: student, IT department, supplier, administrative clerk.

- **A task**: an operation or a specific way of achieving a goal.
  - *Examples*: write paper, complete purchase request, complete assignment.

- **A capability**: represents the ability of a role to define, choose, and execute a plan for the fulfillment of a goal.
  - *Example*: upload file (cfr. The example on the next page).

Task versus Capability: Tasks and Capabilities represent both operational elements. A Capability could be modeled as a Task but it has more properties than a Task since it is expressed as a direct intention of a role.

A Capability is only used for **atomic Tasks**, a task that cannot be further decomposed into subtasks.

See also the example on the next page.

- **A hard_goal**: the most abstract element since it is a condition or state of affairs that must be attained. There is no defined way to attain it (in other words: several ways to satisfy the hard_goal are possible).
  - *Examples*: hand in assignment, graduate, get goods delivered.

- **A soft_goal**: a condition or state of affairs in the world that the stakeholders would like to achieve. Contrary to a hard_goal, the criteria for achieving a soft_goal are not defined in a clear-cut way.
  - *Examples*: secured data, a reliable system, a user-friendly system.

These modeling constructs are graphically represented as follows:

![Diagram of modeling constructs](image)

**Remark**: There is no graphical modeling construct for a role. Roles are represented by means of **swimlanes** (as in BPMN, cfr. Example on the next page)
As stated on previous page, a set of User Stories (US) is interrelated. There are many possible links that can be set-up between elements of different US. More precisely, the different elements of the WHAT- and WHY-dimension of a set of US can be graphically linked to each other using 3 different links: a means-end link, a decomposition link and a contribution link:

→ A Means-End link: indicates a relationship between ‘an end’ and ‘a means’ that is required for attaining that end. Graphically, the arrowhead points from the means to the end.

  More concretely, this link is used between a goal (at the destination of the arrow) and a task (at the origin of the arrow) when the task offers a concrete realization scenario of the goal.

  Different tasks related to the same goal would represent alternative paths to realize the same goal (it can thus be seen as an OR-decomposition).

→ A Decomposition link: an element that can be decomposed into different subelements is linked to its different components by means of a Decomposition link. Typically, a task can be decomposed into other refining tasks or capabilities.

→ A Contribution link: if an element contributes positively or negatively to the achievement of another element, those two elements are linked by means of a Contribution link. For these types of links, a specific direction has to be specified: positively (+) or negatively (-).

  These types of link is used exclusively from a goal/task/capability to soft_goals.

The different links/relationships are graphically represented as follows.
An example
In following subsections, an example of what is expected from you is given. This example is structured in the same way as you should execute the assignment (cfr. the second document: Part 2: Assignment).

Case description:
In order to pass a specific course for which there is no physical exam, students have to complete a specific assignment. In order to complete this assignment, a paper should be written. Furthermore, the assignment has to be uploaded on the Toledo-environment. However, before a file can be uploaded on Toledo, a student has to log in for security purposes.

User stories:
| US 1 | As a student, I have to complete an assignment, so that I can pass the course. |
| US 2 | As a student, I have to write a paper, so that the assignment can be completed. |
| US 3 | As a student, I have to upload my paper on the Toledo-environment. |
| US 4 | As an IT department, I want students to log into the system so that all data is secured. |

Step 1: Identify all elements from the WHO-dimension (i.e. swimlanes in the model) from the different US.
Following WHO-dimensions are present within the set of US:
- Student (US 1, US 2, US 3)
- IT department (US 4)

Remark: The model that will be created will thus have 2 swimlanes since two different roles are present within the set of US.

Step 2: Identify the elements from the WHAT and WHY dimension of every US in the table below (Remark: not every US contains both dimensions).

<table>
<thead>
<tr>
<th>Step 2 Element</th>
<th>Step 3 Modeling construct</th>
</tr>
</thead>
<tbody>
<tr>
<td>US 1 WHAT Complete assignment</td>
<td>Task</td>
</tr>
<tr>
<td>US 1 WHY Pass the course</td>
<td>Hard_Goal</td>
</tr>
<tr>
<td>US 2 WHAT Write paper</td>
<td>Task</td>
</tr>
<tr>
<td>US 2 WHY Complete assignment</td>
<td>Task</td>
</tr>
<tr>
<td>US 3 WHAT Upload paper</td>
<td>Capability</td>
</tr>
<tr>
<td>US 3 WHY –</td>
<td>–</td>
</tr>
<tr>
<td>US 4 WHAT Log in on Toledo</td>
<td>Capability</td>
</tr>
<tr>
<td>US 4 WHY Secured data</td>
<td>Soft_Goal</td>
</tr>
</tbody>
</table>
In this example ‘Write paper’ is a Task since this is a concrete step that is required to ‘Pass the course’. ‘Upload the report’ is a Capability since this is an atomic intention (i.e. cannot be further decomposed into other tasks or capabilities) of a student (i.e. a role) that is implied in the satisfaction of the task ‘Complete assignment’.

**Step 4:** Graphically represent all elements identified within step 2 on the next page and represent the link between the WHAT- and WHY-dimension of every US (if both dimensions are present).

Previous steps delivered following information:

- **Step 1:**
  - 2 different roles (Student and IT department)

- **Step 2 and 3:**

<table>
<thead>
<tr>
<th>Step 2</th>
<th>Step 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element</td>
<td>Modeling construct</td>
</tr>
<tr>
<td>US 1</td>
<td>WHAT Complete assignment Task</td>
</tr>
<tr>
<td>US 1</td>
<td>WHY Pass the course Hard_Goal</td>
</tr>
<tr>
<td>US 2</td>
<td>WHAT Write paper Task</td>
</tr>
<tr>
<td>US 2</td>
<td>WHY Complete assignment Task</td>
</tr>
<tr>
<td>US 3</td>
<td>WHAT Upload paper Capability</td>
</tr>
<tr>
<td>US 3</td>
<td>WHY – –</td>
</tr>
<tr>
<td>US 4</td>
<td>WHAT Log in on Toledo Capability</td>
</tr>
<tr>
<td>US 4</td>
<td>WHY Secured data Soft_Goal</td>
</tr>
</tbody>
</table>

This information allows us to represent all elements graphically and link the WHAT- and WHY-dimension of every US (if both dimensions are present):

![Diagram]

**Step 5:** Identify all other possible links between the different elements (based on the case description) and represent them in dashed lines on your model above.

The model above is not yet complete. Based on analysis of the case description, two more links can be added:

- Before a student can fully complete the task ‘Complete assignment’, two things should be done next to the task ‘Write paper’:
  1. Log in on Toledo
  2. Upload report
Subsequently, two additional links should be added to the model:

After reading the introductory part, do you understand what is expected from you?

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
</table>
| I totally don't understand. | Sure, everything is clear.
Feasibility Study User Stories

Feasibility study user stories - Part 2: Exercises

Case 1: Carpooling service
The Flemish ministry of mobility wants to introduce an application for stimulating the use of carpooling. After registration, drivers should have the possibility to propose a ride to go from location A to B and to specify a departure location, time of departure and price. Users can book a ride from location A to location B after they have been logged into the application.

<table>
<thead>
<tr>
<th>US 1</th>
<th>What</th>
<th>Propose a ride to go from A to B</th>
</tr>
</thead>
<tbody>
<tr>
<td>US 2</td>
<td>What</td>
<td>Register to the service</td>
</tr>
<tr>
<td></td>
<td>Why</td>
<td>Task</td>
</tr>
</tbody>
</table>

Step 1: Identify all elements from the WHO-dimension (i.e. swimlanes in the model) from the different US.

Step 2: Identify the elements from the WHAT and WHY dimension of every US in the table below. The first US is already filled in as an example.

<table>
<thead>
<tr>
<th></th>
<th>Step 2 Element</th>
<th>Step 3 Modeling construct</th>
</tr>
</thead>
<tbody>
<tr>
<td>US 1</td>
<td>WHAT</td>
<td>Task</td>
</tr>
<tr>
<td></td>
<td>Propose a ride to go from A to B</td>
<td>Hard_goal</td>
</tr>
<tr>
<td>US 2</td>
<td>WHAT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
</tr>
<tr>
<td>US 3</td>
<td>WHAT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
</tr>
<tr>
<td>US 4</td>
<td>WHAT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
</tr>
</tbody>
</table>
Step 3: For each element, identify the modeling construct that will be used for representing that element graphically (Task, Capability, Hard_Goal or Soft_Goal).

Step 4: Graphically represent all elements identified within step 2 on the next page and represent the link between the WHAT- and WHY-dimension of every US (if both dimensions are present).
Step 5: Identify all other possible links between the different elements (based on the case description) and represent them in dashed lines on your model above.

Please rate how hard it was for you to execute step 4:

<table>
<thead>
<tr>
<th>Very difficult</th>
<th>I'm not sure</th>
<th>Very easy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Please rate how hard it was for you to execute step 5:

<table>
<thead>
<tr>
<th>Very difficult</th>
<th>I'm not sure</th>
<th>Very easy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Case 2: The Book Factory

'The Book Factory' is a small Belgian retailer that is specialized in selling books, CD's and DVD's. The management has decided to invest in an online shopping environment for their customers in order to increase the customer-friendliness of their services. Within this online shopping environment, a user should have the possibility to place their orders online. Before an order is complete, a client should fill his online cart with products. Secondly, the client should has to pay the invoice using an online payment. In order to be able to execute the payment, the system should calculate the invoice amount. Furthermore, the online payments are processed via the Ogone payment platform in order to increase the safety and security of the payment.

US 1 As an owner, I want my clients to be able to place orders online so that the customer-friendliness of our services increases.
US 2 As a client, I have to complete an order so that I can place it online.
US 3 As a client, I need to fill my 'online cart' with products.
US 4 As a client, I need to pay my invoice, so that I can complete an online order.
US 5 As system component, I need to calculate the total amount of the order, so that the invoice can be paid.
US 6 As a client, I want to pay my order online, so that my invoice is paid.
US 7 As a system component, I need to process payments on the Ogone-payment platform so that the payment is secured.

Step 1: Identify all elements from the WHO-dimension (i.e. swimlanes in the model) from the different US.

Step 2: Identify the elements from the WHAT and WHY dimension of every US in the table below (Remark: not every US contains both dimensions).

<table>
<thead>
<tr>
<th>US</th>
<th>Step 2 (Element)</th>
<th>Step 3 (Modeling construct)</th>
</tr>
</thead>
<tbody>
<tr>
<td>US 1</td>
<td>WHAT</td>
<td>Place orders online</td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td>Increased user friendliness</td>
</tr>
<tr>
<td>US 2</td>
<td>WHAT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
</tr>
<tr>
<td>US 3</td>
<td>WHAT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
</tr>
<tr>
<td>US 4</td>
<td>WHAT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
</tr>
<tr>
<td>US 5</td>
<td>WHAT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
</tr>
<tr>
<td>US 6</td>
<td>WHAT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
</tr>
<tr>
<td>US 7</td>
<td>WHAT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHY</td>
<td></td>
</tr>
</tbody>
</table>
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Step 3: For each element, identify the modeling construct that will be used for representing that element graphically (*Task, Capability, Hard_Goal or Soft_Goal*).

Please rate how hard it was for you to execute step 1 to 3:

<table>
<thead>
<tr>
<th>Very difficult</th>
<th>I'm not sure</th>
<th>Very easy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Step 4: Graphically represent all elements identified within step 2 and represent the link between the WHAT- and WHY-dimension of every US (if both dimensions are present).

Part 2: Exercise – Page 5
Step 5: Identify all other possible links between the different elements (based on the case description) and represent them in dashed lines on your model above.

Please rate how hard it was for you to execute step 5:

<table>
<thead>
<tr>
<th>Very difficult</th>
<th>I'm not sure</th>
<th>Very easy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Please indicate one option in following judgement:

Case 1 was easier – of an equal level – more difficult to model, when compared to Case 2.

According to your opinion, did you dispose of all modeling obstructs and links required to model the different US correctly? If not, what modeling construct(s) and/or link(s) should have been included in order to model the US correctly?

Some final questions. Circle the appropriate answer:

<table>
<thead>
<tr>
<th>Not at all</th>
<th>I'm not sure</th>
<th>Completely</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Was it easy for you to model both cases?

Did you receive enough information to do the assignments?

Are the given instructions and explanations clear and understandable?

Do you understand the proposed approach?

Is the difference between a task and a capability clear to you?

Is the difference between a task and a goal clear to you?

Is the difference between a goal and a capability clear to you?
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