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Introduction

Computational electromagnetism deals with the mathematical modeling of electro-
magnetic systems. Its purpose is not to establish physical theories, but to use
these theories to translate questions about a physical situation into a mathematical
problem—a set of equations that will be solved with a computer in order to answer
these questions.

An interesting class of such physical situations is the one dealing with the elec-
tromagnetic interaction between several equipments or between these equipments
and their natural environment—problems often gathered under the generic denomi-
nation of electromagnetic compatibility (EMC) problems. An important question in
EMC problems is to find how to design new components or how to add systems to
existing components to limit the electromagnetic interactions to an admissible level
(which can be dictated by purely technical considerations or by various norms and
regulations). If the source of the electromagnetic perturbations cannot be modified,
a frequent solution is to design shields, with the aim to reduce the electromagnetic
fields in some parts of space.

Passive electromagnetic shields can be classified according to the operating fre-
quency of the shielded components. At low frequencies (more precisely when the
characteristic length of the structure is much smaller than the wavelength) the elec-
tric and magnetic fields can be considered as uncoupled. Whereas grounded plates
or conducting nettings are generally sufficient to attenuate the electric field, two
physical mechanisms (often acting in a joint way) can contribute to the magnetic
shielding. On the one hand, one may use ferromagnetic materials of high permeabil-
ity, which, by attracting and shunting the magnetic flux, prevent it from polluting
the shielded area. This method remains effective even for static fields. On the other
hand, one may use conducting materials, where, if the disturbing field is alternating,
the induced currents produce a field which is opposed to the applied field. As soon as
the frequency increases, the electric and magnetic fields are strongly coupled in the
form of electromagnetic waves (the threshold frequency depending on the dimension
of the structure to be shielded and on the considered materials). One has then to
use other types of screens, such as metal nettings whose mesh size is comparable
with the field wavelength, honeycomb structures, or absorbing materials.

Until the last decade, the analysis of this class of electromagnetic problems was
limited to measurements or to the use of approximate analytical developments and
equivalent electrical diagrams. Recently, numerical models have increasingly been
used to answer certain questions arising in EMC problems with greater precision.
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2 INTRODUCTION

However, the analysis of such problems by means of a computer still faces several
challenges, as has recently been highlighted in e.g. [62,117]:

1. due to the complexity of the devices as well as to their level of optimization
(with regard to cost, volume and weight), the geometries to consider can usu-
ally not be approximated by one or two-dimensional models, and thus require a
fully three-dimensional treatment. Moreover, due to advanced computer-aided
manufacturing, most modern devices exhibit complex, curved shapes;

2. the sensitivity of the components is sometimes very high and the norms regu-
lating the interactions between equipments and between equipments and their
environment become stricter and stricter;

3. the dimensions of some parts of the structures are often very small compared
to the overall size of the devices, as for example the thickness of shielding
plates or the size of the slits and openings in these shields;

4. the electromagnetic fields naturally extend to infinity, and the interactions
between distant devices have to be considered;

5. the systems are driven by complex electric or electronic circuits;

6. the electromagnetic phenomena often cannot be considered as isolated from
other physical phenomena, such as heat transfer or mechanical stress and
vibrations.

Scope and objectives of this work

This work contributes to the modeling of electromagnetic phenomena in three-
dimensional structures by finite element-type techniques. In particular, it is focused
on the computation of local and global electromagnetic quantities characterizing
open systems involving electromagnetic shields. Although most developments are
focused on low frequency phenomena, many of the results can be extended to the
propagation of electromagnetic fields in a rather straightforward way.

The following strategy is followed to address the six aforementioned challenges,
point-by-point:

1. use a finite element-type discretization scheme on unstructured three-dimen-
sional meshes, which permits to handle complex geometries and to respect
prescribed characteristic length fields;

2. develop all formulations in a dual way so that error estimation techniques
based on the non-fulfillment of the constitutive laws can straightforwardly be
applied. Combine the error estimation with adaptive mesh refinement and
high order mixed finite elements in order to meet the accuracy constraints;
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3. introduce one-dimensional approximations to avoid the discretization of thin
structures, where classical treatments would lead to prohibitive computational
costs or ill-conditioned problems;

4. couple the partial differential equation approach with integral schemes to take
the extension of the fields toward infinity into account (the resulting hybrid
finite element formulations should preserve some sparseness in the discrete
linear operator, while suppressing the need for a mesh in some parts of space);

5. introduce the coupling between the local electromagnetic fields and the global
electrical variables directly in the mathematical formulations of the problems;

6. implement the numerical methods inside a general software environment mak-
ing use of a limited number of tools directly accessible through a dedicated
language, allowing a coupling between various physical problems.

Hereafter the main aspects of the present work are outlined in greater detail.

Dual hybrid finite element formulations

The finite element method (FEM), contrary to the method of finite differences
(FDM), is very appealing for solving partial differential equations on complex ge-
ometries due to its natural use of unstructured meshes [120, 228]. Moreover, auto-
matic mesh adaptation in regions where the error is important is relatively straight-
forward [7, 138]. Though, constraints arising in the treatment of electromagnetic
shielding problems (i.e. important aspect ratios and the obligation to take into ac-
count the extension toward infinity of the computed fields) make it interesting to
couple the finite element method, which is well adapted to the solving of nonlinear
problems, with others—such as integral equation methods (IEM) and boundary ele-
ment methods (BEM). The latter methods are less suited for nonlinear analyzes, but
permit the computation of long range interactions without requiring a mesh [118,28].

Hybrid formulations are thus a natural choice, either in the form of coupled
finite element and boundary equation methods (FEM-BEM) [227] or in the form
of finite element and integral equation methods (FEM-IEM) [71]. In this work we
develop two families of dual hybrid FEM-BEM formulations for the magnetostatic
and magnetodynamic case. By dual, we mean that both families lead to a solution
of the same problem, in a deliberately redundant way, but adding valuable bene-
fits: a posteriori error bounds and appropriate error estimators for mesh refinement
procedures.

One-dimensional approximations

The direct application of the developed formulations for the resolution of electro-
magnetic problems involving thin shells is often not appropriate or even not possible
(highly stretched meshes are often difficult to generate and lead to ill-conditioned
matrices, while isotropic meshes are either impossible to generate or result in a
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prohibitive number of unknowns). While the literature on the subject is abun-
dant [196, 136, 152, 11, 99, 185], we present in this work a dual approach for the
construction of such formulations, based on an appropriate treatment of the surface
terms arising in the weak formulations. Contrary to the commonly encountered
approaches, the thin structure approximation is introduced at the continuous level,
while the discretization step is kept as general as possible.

Coupling between local and global physical quantities

The solution of Maxwell’s equations provides the local physical quantities such as
the electric and magnetic fields, the current density or various potentials throughout
the three-dimensional space. However, global quantities like the voltage drop or the
current intensity, coupling the electromagnetic device with an external electronic
circuit, are often those which permit to describe the overall functioning of the system.
Indeed, such global quantities can often be easily measured, which is not always the
case for local quantities, especially inside materials. One benefit of the proposed
formulations is that they provide, as a natural result of the computation, both these
local and global quantities. An important application of the coupling of local and
global quantities is the modeling of inductors (consisting of a massive conductor, or
of stranded or foil windings), where either the current or more frequently the voltage
can be imposed or, in a more general way, both of them must be taken into account
when a coupling with circuit equations is considered [146,168]. A rigorous treatment
of such devices is proposed, together with a natural method for the computation of
the various source fields required by the formulations.

Unstructured mesh approach with high order mixed finite elements

A complete sequence of mixed finite elements, constructed on tetrahedra, hexahedra
and prisms, is consistently used for all spatial discretizations (for both finite element
and integral equation schemes). Special attention is paid to the discretization of the
sources of integral operators, for which two discretization strategies are presented:
the Galerkin method and the de Rham (or generalized collocation) method. An
optimization procedure is applied to the function spaces resulting from the dis-
cretization procedure in order to constrain the global error to a given value. Among
the methods to perform this optimization, we classically combine the modification
of the order of the local polynomial interpolation and the modification of the size of
the geometrical elements in the mesh [8].

Outline

This work is divided into four chapters. The chapter following this introduction
presents the hypotheses on which all developments are based. After a short reminder
of the equations governing electromagnetic phenomena, three physical models are
defined, as well as the supplementary hypotheses needed for the modeling of source
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regions and thin structures. The continuous function spaces to which the unknown
fields and potentials belong are briefly presented, as well as the complexes they form.

In Chapter 2, a sequence of mixed high order finite elements built on tetrahedra,
hexahedra and prisms is constructed. Global finite element spaces, approximating
the continuous spaces presented in Chapter 1, are then presented, and an optimiza-
tion procedure of these spaces is proposed.

Chapter 3 deals with the establishment of the hybrid formulations. Two sets
of weak formulations, well adapted for discretization by the Galerkin technique,
are first presented. Particular attention is paid to the expression of discontinuities
introduced by the thin region approximations, the coupling between local and global
quantities, and the construction of source fields. A second discretization technique,
called the de Rham map, is elaborated for the discretization of the sources of the
integral operators.

The solutions obtained for two test problems are presented in Chapter 4. The
choice of these problems is dictated by the availability of reference results, which
permit a detailed analysis of the precision of the solution obtained by the different
numerical schemes. These problems also permit to illustrate some of the possibilities
of the developed software tools and can lead to their validation.

Finally, general conclusions are formulated. The methods presented throughout
the different chapters are summarized and suggestions for future work are given.

Original contributions

Here is the list, with references to papers published in the frame of this thesis and
section numbers in the manuscript, of the contributions that we believe to be (at
least partly) original:

1. a generalized summary of the construction of mixed hierarchical finite element
spaces built on a collection of tetrahedra, hexahedra and prisms, conforming
in H1(Ω), H(curl; Ω), H(div; Ω) and L2(Ω). See Sections 2.3, 2.4 and 2.5.
This is connected with publications [87,84];

2. the explicit definition of the reduced discrete nullspace and of the reduced
discrete orthogonal complement to the nullspace of the curl operator with
high order curl-conforming finite elements. See Sections 2.6.4.1 and 2.6.4.2.
This is connected with publications [105,106];

3. the application of an error estimator based on the error in the constitutive
relations to the h-, p and hp-optimization of global finite element spaces built
with hierarchical tetrahedral, hexahedral and prismatic finite elements con-
forming in H1(Ω), H(curl; Ω), H(div; Ω) and L2(Ω). See Section 2.7. This
has led to publication [178] and is connected with publication [180];

4. the treatment of thin shell structures in dual magnetostatic and magnetody-
namic formulations. See Sections 3.2.1.2, 3.2.2, 3.3.1.2 and 3.3.2. This has led
to publications [82,83];
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5. the coupling between local and global electromagnetic quantities in three-
dimensional magnetodynamic formulations for massive, stranded and foil
winding inductors, both in the continuous and in the discrete case. See Sec-
tions 3.2.1.3, 3.2.1.4, 3.2.3, 3.3.1.3, 3.3.1.4 and 3.3.3. This has led to publica-
tions [52,57,49];

6. the computation of discrete source fields of minimal geometrical support in
the magnetic field conforming formulations. See Section 3.2.4. This has led to
publication [86] and is connected with publications [105,106];

7. the application of the de Rham map on primal and dual meshes for the dis-
cretization of the sources of integral operators. See Section C.4.2. This has
led to publications [88,209].

We shall not finish this introduction without underlining that this work is, al-
though presenting some relatively abstract topics, an electrical engineering thesis,
thus quite different from what would have been achieved by a mathematician dealing
with the same subject. And as such, an important part of the time devoted to the
realization of the thesis has been spent on implementing and testing the proposed
methods, and on making them usable by researchers in other teams. Appendix D
gives a short overview of the two computer codes that have resulted from these
implementation efforts. These codes are freely available for further tests and collab-
orations over the Internet at the address http://www.geuz.org. We believe that
sharing the developed software tools with the rest of the computational electromag-
netics community is also an original aspect of this work. Publications related to the
software tools include [51,81,53,50,78].

http://www.geuz.org


Chapter 1

Electromagnetic models

1.1 Introduction

Our aim is to solve numerically Maxwell’s equations for macroscopic media, which
can be written in the three-dimensional Euclidean space E3 as1

curlh− ∂td = j, (1.1)

curle + ∂tb = 0, (1.2)

div b = 0, (1.3)

div d = q, (1.4)

b = µ0(h + m), (1.5)

d = ε0e + p. (1.6)

Equations (1.1), (1.2), (1.3) and (1.4) are respectively the generalized Ampère law,
Faraday’s law, the magnetic Gauss law and the electric Gauss law. The four vector
fields h, e, b, d are called the magnetic field, the electric field, the magnetic flux
density and the electric flux density. Taken together, they form a mathematical
representation of the same physical phenomenon: the electromagnetic field [205,101].

The electric charge density q, the current density j, the magnetization m and
the electric polarization p are the source terms in these equations. Given q, j, m,
p and proper initial values for e and h at the initial time instant t = t0, the system
(1.1)–(1.6) determines h, e, b, d for any other time instant t [40, 18].

Note that (1.4) implies, by (1.1), the equation of conservation of charge

div j + ∂tq = 0, (1.7)

so that, if j is given from the origin of time to the present, the charge can be
obtained by integrating (1.7) with respect to time. In the same way, Gauss’s law
(1.3) can be deduced from (1.2) if a zero divergence of the magnetic induction is
initially assumed2.

1See page i for the definition of symbols and Section A.1 for a note about the formalism.
2See [108] for a discussion of the non-redundancy of the divergence equations for boundary-

initial value problems.
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8 CHAPTER 1. ELECTROMAGNETIC MODELS

All the preceding equations are general, and have never been invalidated since
their completion by Maxwell in the late 19th century [151]. In vacuum, and, more
generally, in systems that do not react with the electromagnetic field, we have m = 0
and p = 0. These systems are thus described by the two constants ε0 and µ0. In
the MKSA system, µ0 = 4π 10−7 H/m and ε0 = 1/(µ0c

2) F/m, where c is the speed
of light in vacuum.

In all other situations, when field-matter interaction occurs, j, m and p are
obtained by solving the equations describing the physical phenomena (mechanical,
thermal, chemical, etc.) related to the dynamics of the charges involved in the in-
teraction. Rigorously, one should then deal with the resolution of complex coupled
systems. But constitutive laws [115] give us the means to bypass the explicit solving
of these problems, by summarizing the complex interaction between the physical
compartment of main interest (electromagnetism in this work) and those of sec-
ondary importance, the detailed modeling of which can be avoided. It is important
to note that, even if all the constitutive relations are (sometimes rough) approxima-
tions of the physical behavior of the considered coupled systems, they often permit
to describe very accurately the macroscopic behavior of the considered systems.

The first constitutive law we adopt is Ohm’s law, valid for conductors (where the
current density is considered to be proportional to the electric field) and generators
(where the source current density js can be considered as imposed, independently
of the local electromagnetic field):

j = σe + js. (1.8)

The conductivity σ is always positive (or equal to zero for insulators), and can be a
tensor, in order to take an anisotropic behavior into account. Note that this relation
is only valid for non-moving conductors: for a conductor moving at speed v, (1.8)
becomes j = σ(e + v × b) + js.

The second constitutive law describes the behavior of dielectric materials, stating
a proportionality between the polarization and the electric field, as it would be if
the charges were elastically bound, with a restoring force proportional to the electric
field:

p = χee + pe. (1.9)

Again, the electric susceptibility χe can be a tensor to describe an anisotropic behav-
ior. A permanent polarization pe is considered for materials exhibiting a permanent
polarization independent of the electric field, such as electrets. Introducing (1.9) in
(1.6), we get

d = ε0e + χee + pe

= (ε0 + χe)e + pe

= ε0εre + pe

= εe + pe, (1.10)

where ε and εr = 1 + χe/ε0 are the electric permittivity and the relative electric
permittivity of the material respectively. We always have ε ≥ ε0.
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The third constitutive law expresses an approximate relation between the mag-
netization and the magnetic field in magnetic materials [74,119]:

m = χmh + hm. (1.11)

For paramagnetic and ferromagnetic materials, the magnetic susceptibility χm is
always positive. For diamagnetic materials the magnetic susceptibility is negative.
Again, it can be a tensor to describe an anisotropic behavior. For permanent mag-
nets [137], one considers a non-zero permanent magnetic field hm supported by the
magnet, and independent of the local magnetic field. Introducing (1.11) in (1.5), we
get

b = µ0(h + χmh + hm)

= µ0(1 + χm)h + µ0hm

= µ0µrh + µ0hm

= µh + µ0hm, (1.12)

where µ and µr = 1 + χm are the magnetic permeability and the relative magnetic
permeability of the material respectively. We always have µ > 0.

In the simplest modeling option, the material characteristics σ, ε and µ involved
in (1.8), (1.10) and (1.12) are considered as constants. This situation is the linear
case without memory. All the test problems solved in Chapter 4 belong to this class.

Constitutive laws in the form of convolution products, as it occurs for example for
constitutive laws expressed in the Fourier space when the material characteristics are
frequency dependent, or simple hysteresis models [41], lead to linear problems with
memory. In this case, the value of one field in the constitutive law at the time instant
t depends not only on the other field at the same instant, but also on past values of
the latter. When the dependences in the constitutive equations cannot be considered
as linear (as for example in ferromagnetic materials), or when it is necessary to
consider other physical parameters influencing the physical characteristics (as in
the resolution of coupled electromagnetic problems, taking for example thermal and
mechanical effects into account [103,104]), one should consider σ, ε and µ as functions
of the fields, which leads to the resolution of a nonlinear problem, with or without
memory. Section D.1 shows how such interactions can be tackled in the practical
implementation of the studied numerical methods.

We deliberately do not present any further details about the constitutive rela-
tions and their dependence regarding other compartments of physics: all classical
electromagnetic textbooks propose a fairly good introduction to these topics: see
for example [115], [173, chapter 13], [73], [160] or [212] (and, for the topic of mag-
netic materials, which play an important role in the problems we are interested
in, see [119], as well as [23, 41, 145] for the particular case of hysteresis modeling).
From now on, we will simply consider all the physical characteristics as mathemat-
ical functions to introduce in Maxwell’s equations (1.1)–(1.4) via the constitutive
relations (1.8), (1.10) and (1.12).

Two strategies for the time integration of the equations can be used. For a
classical time domain analysis, appropriate initial conditions must be provided. But
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if the system is fed by a sinusoidal excitation and if its response is linear (which
is the case if all operators and the material characteristics are linear), the problem
can also be solved in the frequency domain [173, 155]. For a sinusoidal variation of
angular frequency ω, any field can then be described as

f(x, t) = fm(x) cos(ωt + ϕ(x)), (1.13)

where ϕ(x) is a phase angle (expressed in radians) which can depend on the position.
The harmonic approach then consists in defining this physical field as the real part
of a complex field, i.e.:

f(x, t) = re(fm(x)ei(ωt+ϕ(x))) = re(fp(x)eiωt), (1.14)

where i =
√
−1 denotes the imaginary unit. The complex field

fp(x) = fm(x)eiϕ(x) = fr(x) + ifi(x) (1.15)

appearing in (1.14) is called a phasor, fr(x) and fi(x) being its real and imaginary
parts respectively. If all physical fields are expressed as in (1.14), their substitution
in the equations of the system leads to complex equations, the unknowns of which
are phasors. Through (1.14), the time derivative operator becomes a product by the
factor iω. In particular, Maxwell’s equations (1.1)–(1.4) in harmonic regime become

curlh− iωd = j, (1.16)

curle + iωb = 0, (1.17)

div b = 0, (1.18)

div d = q, (1.19)

where all the fields are now phasors.

It is interesting to notice that the harmonic approach can be extended to non-
sinusoidal excitations or to nonlinear systems thanks to the harmonic balance tech-
nique, where a finite number of harmonics in the spectral decomposition of the
signal is considered [100]. It is also important to notice that when using harmonic
approaches, the function spaces to which the fields belong (see Section 1.3) are
different from those in a time domain analysis (see e.g. [19, chapter 9]).

1.2 Assumptions and definitions

In this section we put forward the basic hypotheses on which all developments
in Chapters 2 and 3 are based: the assumptions made about the geometric and
electromagnetic properties of the system are first given; the electromagnetic fields
and potentials are then introduced in a complex formed by two sequences of function
spaces put in duality.



1.2. ASSUMPTIONS AND DEFINITIONS 11

Ωe,i

Ω

Γ1

Σ1

∂Σ1

Γ0

Figure 1.1: Bounded open set Ω of E3, with l = c = 1, and external inductor Ωe,i.

1.2.1 Bounded region Ω

We want to solve (1.1), (1.2), (1.3) and (1.4) together with (1.8), (1.10) and (1.12),
with σ ≥ 0, ε ≥ ε0 and µ > 0, in a bounded open set Ω of the oriented Euclidean
space E3. The boundary ∂Ω of Ω is denoted by Γ. The field of outward directed
normal unit vectors on Γ is denoted by n. An example of such a domain is shown
in Figure 1.1.

The boundary Γ may consist of c + 1 closed surfaces Γi, i = 0, . . . , c, which
means that there are c cavities in Ω. The region Ω may also contain l loops, if there
exists l cutting surfaces Σi (called cuts), i = 1, . . . , l, inside Ω that make Ω homo-
logically simple [132, 13]. It should be noted that a homologically simple domain is
not necessarily simply connected (for example in the case of the complement of a
knotted torus [27]). A general algorithm to construct such cutting surfaces when Ω
is discretized by a tetrahedral mesh is proposed by Kotiuga in [133]. It is important
to note that the preceding characterization of Ω also applies to any of its subsets
(e.g. its non-conducting parts: see Section 1.2.2).

Even if the domain of resolution is limited to Ω, sources of electromagnetic
fields can be located outside Ω. Ωe denotes the set of all inductor domains Ωe,i,
i = 1, . . . , e, outside Ω. The field produced by these external inductors is completely
determined a priori (this is for example the case when we assume that we put the
domain of study inside a source field of uniform direction). There can, of course,
also be sources inside Ω: this is explained in the next section.

1.2.2 Subsets of Ω

Having defined the general characteristics of the domain in which we will solve
Maxwell’s equations, we now take a closer look at some of its subregions.
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Ωt,i

Γ

Ωs,i

Ωg,i

Ω

Figure 1.2: Bounded domain Ω and subregions Ωt,i, Ωs,i and Ωg,i.

First the distinction is made between the conducting (i.e. where σ > 0) and non-
conducting parts of Ω: the conducting part is denoted by Ωc and the non-conducting
one by ΩC

c , with ΩC
c = Ω− Ωc.

We then define the three following generic subsets of Ω (see Figure 1.2):

1. Ωt is composed of all thin regions Ωt,i, i = 1, . . . , t, i.e. regions for which one
dimension is much smaller than the two others. Each thin region Ωt,i is either
a subset of Ωc or of ΩC

c . The thickness (or depth) of the thin region Ωt,i,
denoted di, is defined as a function giving the smallest dimension of the thin
region for each point of Ωt,i;

2. Ωs is composed of all inductor domains Ωs,i, i = 1, . . . , s, carrying an imposed
source current density js,i. In order to simplify further developments, we
assume that Ωs ⊂ ΩC

c ;

3. Ωg is composed of all source domains Ωg,i (also called generators of electro-
motive force, or, more simply, generators), i = 1, . . . , g, where either a global
voltage Vi or a global current Ii is imposed (or, in a more general way, where
both Vi and Ii are a priori unknown when a coupling with circuit equations is
considered). Each generator Ωg,i is either a subset of Ωc or of ΩC

c .

Let us examine these three categories in greater detail.

1.2.2.1 Set of thin regions Ωt

A typical thin region Ωt,i ⊂ Ωt is shown in Figure 1.3. The field of outward directed
normal unit vectors on the boundary ∂Ωt,i of Ωt,i is denoted by nt,i. The boundary
∂Ωt,i is decomposed into three subsets, corresponding to the upper side Γ+

t,i, the
lower side Γ−t,i and the borders Γ=

t,i of the region:

∂Ωt,i = Γ+
t,i ∪ Γ−t,i ∪ Γ=

t,i.
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di

Γ−
t,i

Γ=
t,i

Γ+
t,i

n+
t,i

n−
t,i

Ωt,i

Figure 1.3: Thin region Ωt,i.

In the case of a closed shell, we have Γ=
t,i = ∅. Note that a thin structure can consist

of several layers, all exhibiting different physical characteristics σ, ε and µ.

The hypothesis that the region Ωt is thin means that it can be locally assumed
that, inside the thin region, the electromagnetic fields e and h have no component
perpendicular to its main directions. The criterion for a region Ωt to be considered
as thin is thus that all corner and extremity effects can be neglected, and that the
electromagnetic problem amounts to a one-dimensional one [136]. For such problems
impedance-type boundary conditions (IBC) can be established [152, 11, 114]. If we
denote the tangential component n× (f × n) of a field f on a surface of normal n
by f t, and if we keep the symbolic time derivative notation even in the Fourier space
(where ∂t should be read iω), these conditions can be written as (see Section B.1)

nt × h
∣∣
Γ+

t
− nt × h

∣∣
Γ−t

= σβ (et

∣∣
Γ+

t
+ et

∣∣
Γ−t

), (1.20)

nt × e
∣∣
Γ+

t
− nt × e

∣∣
Γ−t

= −∂t

[
µβ (ht

∣∣
Γ+

t
+ ht

∣∣
Γ−t

)
]
. (1.21)

When the skin depth δ =
√

2/(ωµσ) (ω is the pulsation) is large in comparison with
the thickness di of the shell Ωt,i, we have β = di/2. Otherwise, we have (using the
complex formalism) β = γ−1 tanh (γdi/2), with γ = (1 + i)/δ.

1.2.2.2 Set of inductors Ωs

This first kind of source region, which is a subset of ΩC
c , is composed of idealized

inductors Ωs,i, i = 1, . . . , s, where the source current density js is imposed, and
assumed to be independent of the local electromagnetic fields. This is the case for
stranded inductors, which consist of a winding of Ni turns of a conducting wire
having a diameter smaller than the skin depth, with one input and one output of
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......

Ωs,i

Figure 1.4: Stranded inductor Ωs,i.

current. Such inductors can be modeled by the definition of a field hs, called source
magnetic field, verifying {

curlhs = js in Ωs

curlhs = 0 in ΩC
s

. (1.22)

Since this field is not unique, we have some freedom for its computation (see Sec-
tion 1.4.1).

When the actual current density js is not known in advance and the stranded
inductor is connected to a generator imposing a global current or voltage (see the
next section), we have to define independent source fields hs,i associated with each
inductor Ωs,i, i.e. satisfying {

curlhs,i = js,i in Ωs,i

curlhs,i = 0 in ΩC
s,i

, (1.23)

where js,i is the equivalent current density of a unit current flowing in the Ni turns
of the ith inductor in Ωs.

1.2.2.3 Set of generators Ωg

The second kind of source region is an idealization of a source of electromotive force
located between two sections (being two electrodes very close to each other) of an
inductor domain, and is either a subset of Ωc or ΩC

c . We consider three different sets
of inductors to be connected to these generators (see Figures 1.4 and 1.5):

1. Ωs is composed of all the stranded inductors Ωs,i, i = 1, . . . , s (see Sec-
tion 1.2.2.2);

2. Ωm is composed of all massive inductors Ωm,i, i = 1, . . . ,m. Massive induc-
tors are a subset of the conducting domain where induced currents take place
(Ωm ⊂ Ωc). As their name suggests, massive inductors are made of one piece
of a conducting material, where the currents may be non-uniformly distributed
if the skin depth is smaller than some of its dimensions;
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Ωf,i
...

γ
α

β

Ωm,i

Figure 1.5: Massive inductor Ωm,i and foil winding Ωf,i.

3. Ωf is composed of all foil windings Ωf,i, i = 1, . . . , f (Ωm ⊂ Ωc). Foil windings
are halfway between massive and stranded inductors: they are composed of Ni

turns of conducting sheets (or foils), whose thickness is smaller than the skin
depth, so that no skin effect appears along the thickness of the foils. Special
treatments will be elaborated so that the foils themselves do not have to be
separately modeled.

Regardless of the actual type of inductor, each generator Ωg,i has an associated
voltage Vi and current Ii flowing through the surface Γ+

g,i (i.e. one of the electrodes,
considered as a cross-section of the inductor: see Figure 1.6). For massive inductors,
the electric field e in Ωg,i can be considered as being known (as a conservative electric
field) and its circulation along any path from one electrode to the other in Ωg,i is
actually the applied voltage Vi. One thus has∫

γg,i

e · dl = Vi and

∫
Γ+

g,i

n · j ds = Ii, (1.24a,b)

where γg,i is a path in Ωg,i connecting its two electrodes. The convention used
gives the same direction to Ii and Vi. For stranded inductors or foil windings,
condition (1.24a) has to be expressed as the sum of the circulations of e for all the
wires or foils, and (1.24) becomes

Ni∑
j=1

∫
γg,i,j

e · dl = Vi and

∫
Γ+

g,i

n · j ds = NiIi, (1.25a,b)

where γg,i,j is a path in Ωg,i connecting the jth wire on its two electrodes. Moreover,
for all kinds of inductors, one must satisfy the local conditions

n× e
∣∣
∂Ωg,i

= 0 and n · j
∣∣
∂Ω8<:

m,i
w,i
f,i

= 0.

An assumption has also to be made on the connection of the external circuit: this
external circuit is considered to be far enough from the main structure and connected
to it through twisted pairs (see Figure 1.6).



16 CHAPTER 1. ELECTROMAGNETIC MODELS

Vi

ε �

Ii

Ωm,i, or
Ωf,i

Ωs,i, Ωg,i

Γ=
g,i

Γ−
g,i Γ+

g,i

Ωg,i

n+
g,i

n−
g,i

γg,i

Figure 1.6: Generator Ωg,i with associated global voltage Vi and current Ii.

1.2.2.4 Abstraction of Ωt and Ωg from Ω

The subregions Ωt,i and Ωg,i have a common characteristic: their behavior can be
described by the values of the electromagnetic fields on their boundaries. Each case
has nevertheless its own particularities:

1. thin regions Ωt,i are passive (they contain no source of electromagnetic fields).
If the region is sufficiently thin (see Section 1.2.2.1), the electromagnetic fields
inside the region locally obey a one-dimensional equation, whose analytical
solution provides the relation between the values of the field on both sides of
the region;

2. generators Ωg,i are active regions, which contain sources of electromagnetic
fields. We are not interested in the distribution of the electromagnetic fields
inside these regions: the important relations we want to obtain are between
global values associated with the generator such as the voltage and the current.

These observations suggest the following procedure for the abstraction of Ωt and
Ωg from Ω:

1. the domain Ω is replaced by a domain in which the subregions Ωt and Ωg are
removed;

2. the equations are written for Ω−Ωt−Ωg, whose boundary contains the bound-
aries of Ωt and Ωg;
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3. in these equations the limit is taken for thicknesses of the subregions Ωt and
Ωg tending to zero. We then denote by Γt the set of all abstracted thin regions
Γt,i and by Γg the set of all abstracted generators Γg,i.

At the discrete level, we will see that this procedure results in a treatment similar
to the treatment of the cutting surfaces defined in Section 1.2.1. The subregions Ωt

and Ωg will be reduced to the surfaces Γt and Γg (discretized by two-dimensional
geometrical elements), and a transition layer (discretized by three-dimensional ele-
ments) will be considered in order to impose the discontinuity of the fields. This
is important in practice because of the characteristics of the finite element meshes
of these subregions: highly stretched meshes are often difficult to generate and lead
to ill-conditioned matrices, while isotropic meshes usually result in a prohibitive
number of unknowns.

We already mentioned that the boundary of Ω−Ωt−Ωg contains the boundary
of the removed subregions. It is important to note that the field of unit normals on
this boundary is pointing inside each subregion Ωt,i and Ωg,i:

n = −nt,i and n = −ng,i. (1.26)

As a consequence of (1.26), the following relations hold for the fields of normals on
the upper and lower sides of Ωt,i and Ωg,i:

n+
t,i = nt,i and n−

t,i = −nt,i,

n+
g,i = ng,i and n−

g,i = −ng,i.

1.3 Continuous mathematical structure

1.3.1 Helmholtz decomposition

The spaces of square integrable scalar and vector fields L2(Ω) and L2(Ω) (see Ap-
pendix A for related definitions) are the spaces in which we seek for the solutions of
(1.1)–(1.4).

In order to construct formulations for topologically non-trivial domains, the
Helmholtz decomposition of L2(Ω) into a direct sum of five mutually orthogonal
subspaces is of great importance. This decomposition is widely covered in the litera-
ture: see e.g. [38] for a general overview or [13,125] for an analysis of the implications
in the case of electromagnetic formulations.

The subspaces that will be abundantly used in the establishment of the continu-
ous formulations and in the discretization process are schematically represented on
the second and third level of Figure 1.7. This figure depicts the domain, nullspace
and range of the three differential operators appearing in (1.1)–(1.4): grad, curl
and div (see Section A.2.5). The spaces L2(Ω) and L2(Ω) are represented by the
horizontal axes on four levels (0, 1, 2 and 3 for L2(Ω), L2(Ω), L2(Ω) and L2(Ω)
respectively), and some of their subspaces are represented by subdivisions of these
axes (the axis on level 2 should be read from right to left). The arrows correspond
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L2(Ω)

L2(Ω)

L2(Ω)

L2(Ω)

div

curl

grad

H1(Ω)

H2(Ω)H1(Ω)

H2(Ω)

NS(grad)

R(div)

R(grad)
NS(curl)

R(curl)
NS(div)

Figure 1.7: de Rham complex for the continuous case.

to the application of the operators grad, curl and div, depending on the level
(i.e. a subspace located between two arrow origins has for image, by the associated
operator, the subspace located between the tips of these arrows).

The two exceptional subspaces appearing in Figure 1.7 are

H1(Ω) =
{
u ∈ L2(Ω) : curlu = 0, div u = 0, n · u

∣∣
Γ

= 0
}
, (1.27)

H2(Ω) =
{
u ∈ L2(Ω) : curlu = 0, div u = 0, n× u

∣∣
Γ

= 0
}
. (1.28)

H1(Ω) is the set of elements having a zero curl, but which are not gradients. The
dimension of H1(Ω) equals l, the number of loops in Ω (see Section 1.2.1). This
number is finite, and equal to the number of cuts Σi, i = 1, . . . , l in Ω. H2(Ω) is the
set of elements having a zero divergence, but which are not curls. The dimension of
H2(Ω) equals c, the number of cavities in Ω.

The subspace H1(Ω) will be very important in the construction of the hybrid
formulations in Chapter 3. We thus briefly recall the following classical results char-
acterizing H1(Ω) [38]. Since div u = 0 in Ω, u is locally the gradient of a harmonic
function q. If l cutting surfaces Σi are defined, we have by analytic prolongation
u = grad q in Ω, and thus

divgrad q = 0 in Ω. (1.29)

The condition n · u
∣∣
Γ

= 0 becomes

∂nq
∣∣
Γ

= 0, (1.30)

and since u
∣∣
Σ+

i
− u

∣∣
Σ−

i
= 0, i = 1, . . . , l, we have

q
∣∣
Σ+

i
− q

∣∣
Σ−

i
= ci, i = 1, . . . , l, (1.31)
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Ω
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Σ−
i

Σ+
i

n

Figure 1.8: Both sides of a cut Σi and the associated normal.

where ci is a constant associated with the cut Σi. Using Green’s formula (A.25),
one can then show that

∂nq
∣∣
Σ+

i
− ∂nq

∣∣
Σ−

i
= 0, i = 1, . . . , l. (1.32)

The solutions of the problem defined by (1.29)–(1.32) depend linearly on the l con-
stant jumps ci of the function q across the cuts Σi. A basis of the space H1(Ω) can
therefore be defined by the l functions qj, solutions of (1.29), (1.30), (1.32) and

qj

∣∣
Σ+

i
− qj

∣∣
Σ−

i
= δij, i = 1, . . . , l, (1.33)

for j = 1, . . . , l (δij denotes the Kronecker symbol). The basis function qj of H1(Ω)
is thus a function defined in Ω which presents a unit discontinuity across the cut
Σj. One should note that the field qj only depends on the topology of Ω: the way
qj varies does not matter. In order to simplify further developments, we will always
assume that the field qj varies from 1 on one side of the cut (Σ+

j ) to 0 on the other
side (Σ−

j ) (see Figure 1.8).

1.3.2 Maxwell’s house

The basic continuous structure is formed by two de Rham complexes (see Sec-
tion A.2.6), put into correspondence in the following Tonti diagram [14]:

H1
h(Ω)

gradh //
OO

��

Hh(curl; Ω)
curlh //

OO

��

Hh(div; Ω)
divh //

OO

��

L2(Ω)
OO

��
L2(Ω) oo dive He(div; Ω) oo curle He(curl; Ω) oograde

H1
e (Ω)

(1.34)
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The domains of the differential operators are defined in a restrictive way, in the sense
that they are defined as subspaces of L2(Ω) and L2(Ω) for which appropriate bound-
ary conditions have to be satisfied [16]. Let Γh and Γe represent two complementary
parts of the boundary Γ of Ω, so that

Γ = Γh ∪ Γe and Γh ∩ Γe = ∅, (1.35)

where scalar fields uh or ue, or the trace of vector fields uh or ue, are imposed. The
domains of the operators gradh, curlh and divh are then defined by

H1
h

0(Ω) = {u ∈ L2(Ω) : gradu ∈ L2(Ω), u|Γh
= 0}, (1.36)

H0
h(curl; Ω) = {u ∈ L2(Ω) : curlu ∈ L2(Ω), n× u|Γh

= 0}, (1.37)

H0
h(div; Ω) = {u ∈ L2(Ω) : div u ∈ L2(Ω), n · u|Γh

= 0}, (1.38)

and the domains of the operators grade, curle and dive by

H1
e

0(Ω) = {u ∈ L2(Ω) : gradu ∈ L2(Ω), u|Γe = 0}, (1.39)

H0
e(curl; Ω) = {u ∈ L2(Ω) : curlu ∈ L2(Ω), n× u|Γe = 0}, (1.40)

H0
e(div; Ω) = {u ∈ L2(Ω) : div u ∈ L2(Ω), n · u|Γe = 0}. (1.41)

The meaning of the subscripts h and e will become clear in the next section: Γh

and Γe represent the parts of the boundary where the trace of the magnetic field
and the trace of the electric field are imposed respectively. In the following, the two
complexes (upper and lower) in (1.34) will be referred to as the primal and dual
de Rham complexes when dealing with magnetic field conforming formulations, and
inversely when dealing with magnetic flux density (and electric field) conforming
formulations. It can be easily shown by using Green’s formulas (see Section A.3)
that the operators grade, curle and dive are the adjoint operators of −divh, curlh
and −gradh respectively.

By a little abuse of notation, we then denote by H1
h(Ω), Hh(curl; Ω), Hh(div; Ω),

H1
e (Ω), He(curl; Ω) and He(div; Ω) the affine spaces corresponding (“parallel”) to

the vector spaces defined above, for which non-homogeneous boundary conditions
are imposed (i.e. for which the traces u|Γh

, n × u|Γh
, n · u|Γh

, ue|Γe , n × u|Γe or
n · u|Γe do not vanish on Γh and Γe respectively).

Maxwell’s equations (1.1)–(1.4) and the constitutive relations (1.8), (1.10) and
(1.12) fit naturally in (1.34). Indeed, the affine spaces that are appropriate to the
fields h, d, j, e and b are (see Section A.1):

h ∈ Hh(curl; Ω), d, j ∈ Hh(div; Ω),

e ∈ He(curl; Ω), and b ∈ He(div; Ω),

and they constitute the domains of definition of the differential operators that can
be applied to these fields. It is important to remark that these domains of definition
take the boundary conditions into account, and that the physical constraint of finite
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energy is also met. The equations, the constitutive relations and the boundary con-
ditions can thus be summarized in the following diagram (where the time derivative
has been abstracted: one may as well consider two copies of (1.34), bound by the
time derivative operator):

gradh // h
curlh //

OO
µ

��

j, d
divh //

OO
σ,ε

��

q

0 oo dive
b oo curle e oo grade

(1.42)

Tonti diagrams like (1.34) can welcome a great variety of partial differential
equation models [16,103,104,154]. The magnetostatic and magnetodynamic models
presented in the next section will fit very naturally in this structure. In all cases,
we shall see that the constitutive laws appear vertically, whereas the differential
operators appear horizontally. As for the boundary conditions, they are directly
taken into account in the domains of definition of the differential operators.

1.4 Two model problems

We can now define two special cases of what has been presented in Section 1.3.2: the
case where all time dependences are dropped, and the case where the wavelength of
the electromagnetic phenomena is much greater than the dimensions of the domain.

1.4.1 Magnetostatics

We first consider electromagnetic phenomena independent of time (i.e. direct cur-
rents at the terminals, or currents with variations that are slow enough to lead to
a skin depth much greater than the characteristic size of the domain), i.e. with
∂td = 0 and ∂tb = 0. The Maxwell system (1.1)–(1.6) can then be uncoupled into
two independent systems3:

curle = 0, div d = q and d = ε0e + p, (1.43a–c)

and
curlh = j, div b = 0 and b = µ0(h + m). (1.44a–c)

These two systems model what is usually called electrostatic and magnetostatic phe-
nomena respectively. Since we are only interested in magnetic phenomena, let us
examine (1.44) in greater detail (the treatment of (1.43) is analogous). In magne-
tostatics, the current density j is given (j = js, cf. Section 1.2.2.2) and constitutes
the source of the magnetic field. Permanent magnets can be considered as another
source if the magnetic constitutive relation b = µ0(h + m) is rewritten so as to
highlight the remanent magnetism of these materials, i.e. as (1.12).

3Note that a third static problem can be defined if one considers Ohm’s law and a stationary
charge density (∂tq = 0), which leads to the so-called electrokinetic model: curl e = 0, div j = 0
and j = σe + js.
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If the definition of the magnetic field h and the magnetic flux density b is suffi-
cient to characterize a magnetic state in space, magnetic potentials can be precious
auxiliaries for the reduction of the computational cost associated with the resolution
of the formulations presented in Chapter 3. Indeed, the definition of potentials can
enforce the strong verification (see Section A.3) of the equation associated with the
nullspace of an operator (curl for the scalar electric and magnetic potentials and
div for the electric and magnetic vector potentials).

If we can decompose the magnetic field h into two components hs and hr, so
that

h = hs + hr, with curlhs = j and curlhr = 0, (1.45)

we can derive the field hr from a scalar potential φ, i.e.:

hr = −gradφ. (1.46)

This scalar potential is defined up to a constant term, and is often called the reduced
scalar potential. One should notice that, by the extension of the Poincaré lemma,
(1.46) is only valid if l cuts Σi, i = 1, . . . , l are defined in Ω [132, 135, 38, 13] (see
Section 1.2.1).

The source magnetic field obeying curlhs = j is not unique, and we have some
freedom for its computation. It can, for example, be chosen as the field created
by the current when all magnetic materials are removed from the domain (i.e. by
assuming µ = µ0 everywhere in Ω). In this case, hs is given, at any point x of Ω,
by the Biot-Savart law [61]

hs(x) =
1

4π

∫
E3

j(y)× (x− y)

|x− y|3
dy. (1.47)

The field hr is then caused by the magnetization of the magnetic materials and is
called the reaction field (and φ is called the reaction potential).

But the zero divergence insured by (1.47) is not mandatory, and there exists a
whole family of fields satisfying curlhs = j lacking a precise physical interpretation.
We will, in general, choose the field hs (then called generalized source field) equal to
zero almost everywhere outside conductors, except in the vicinity of their associated
cuts [159, 55] (see Section 3.2.4). One should note that in this case a global scalar
potential (i.e. satisfying h = −gradφ) is defined almost everywhere in Ω and that
an implicit coupling with the reduced scalar potential is achieved.

Since div b = 0, we can also always derive the magnetic flux density b from a
vector potential a such that

b = curla. (1.48)

This potential is not unique (a is defined up to the gradient of an arbitrary scalar
function). As for the source magnetic field, this gives us some freedom for its
computation: introducing a gauge [4] will select one of its representatives (see Sec-
tion 2.6.4.2).

We can now set up our framework for the magnetostatic model. We look for
the fields h ∈ Hh(curl; Ω), j ∈ Hh(div; Ω) and b ∈ He(div; Ω), solutions of (1.44)
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with the constitutive law (1.12). For this purpose, the potentials φ ∈ H1
h(Ω) and

a ∈ He(curl; Ω) can be introduced, which verify (1.46) and (1.48) respectively.
The spaces H1

h(Ω), Hh(curl; Ω), He(curl; Ω) and He(div; Ω) have been defined in
Section 1.3.2 and contain the boundary conditions applicable to the fields on the
complementary parts Γh and Γe of the domain Ω (defined in Section 1.2.1).

The magnetostatic problem can thus be fitted in the following Tonti diagram,
which is a particular case of the diagram presented in Section 1.3.2 for the whole
Maxwell system:

φ
gradh // h

curlh //
OO
µ

��

j
divh // 0

0 oo dive
b oo curle a

(1.49)

As will be seen in Chapter 3, at the discrete level, it is impossible to satisfy
exactly both levels of the Tonti diagram and the constitutive relations inside the
same formulation. Formulations which respect the upper level of the Tonti diagram
will be called magnetic field conforming or simply “h-conforming” (the upper de
Rham complex will be strongly verified), while formulations which respect the lower
level of the Tonti diagram will be called magnetic flux density conforming or simply
“b-conforming” (the lower de Rham complex will be strongly verified). Both kind of
formulations will be developed and will be joined to evaluate the error committed on
the connection between the primal and dual complexes: the error in the constitutive
relation (see Section 2.7.4).

1.4.2 Magnetodynamics

The magnetodynamic model consists in studying electromagnetic phenomena in
dynamic regime, whereby the displacement currents (the ∂td term in (1.1)) are
neglected. This approximation is justifiable when the wavelength is much greater
than the characteristic size of the domain of study Ω. Maxwell’s equations (1.1)–
(1.6) can thus be particularized to

curle = −∂tb, curlh = j, div b = 0 and b = µ0(h + m), (1.50a–d)

to which we add the two constitutive relations (1.12) and (1.8) to close the system.
As in the magnetostatic case, even if the knowledge of the magnetic field h, the cur-
rent density j, the electric field e and the magnetic flux density b is then sufficient to
characterize an electromagnetic state (provided that appropriate initial and bound-
ary conditions are given), potentials can be precious auxiliaries for the reduction
of the computational cost associated with the resolution of the magnetodynamic
formulations.

In non-conducting regions ΩC
c , we can decompose the magnetic field h exactly

in the same way as in magnetostatics (since j = 0 in ΩC
c ):

h = hs + hr, with curlhs = js and curlhr = 0. (1.51)
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We can then derive the field hr from a scalar potential φ, i.e.:

hr = −gradφ. (1.52)

The treatment of a topologically non-trivial non-conducting domain ΩC
c is made in

exactly the same way as the treatment of the global domain Ω in the magnetostatic
case. An alternative method could of course also be considered, which consists in
filling the “holes” inside the loops with a weakly conducting material (see e.g. [196]).
It should also be pointed out that a somewhat more general (and more common)
approach is to define an electric vector potential t by curl t = j [171,159,105]. This
then leads to the definition of a scalar magnetic potential ω so that h = t−gradω.
The approach we follow is a particular case which leads to smaller problems to be
solved (i.e. fewer unknowns at the discrete level): taking ω = 0 gives h = t, and a
scalar potential φ can be redefined in non-conducting regions.

Since div b = 0, we can also, as in magnetostatics, derive the magnetic flux
density b from a vector potential a so that

b = curla. (1.53)

Equation (1.2) then implies that curl (e + ∂ta) = 0, which leads to the definition
of a scalar electric potential v such that

e = −∂ta− grad v. (1.54)

As in the magnetostatic case, a gauge condition has to be defined in order to select
one of the possible vector potentials. We will see that setting the electric scalar
potential to zero (almost everywhere) in the conducting regions will provide an
implicit gauge in Ωc, leading to a generalization of the so-called modified magnetic
vector potential formulation [63,121].

We can now set up our framework for the magnetodynamic model. We look for
the fields h ∈ Hh(curl; Ω), j ∈ Hh(div; Ω), b ∈ He(div; Ω) and e ∈ He(curl; Ω),
solutions of (1.50) with the constitutive laws (1.12) and (1.8). For this purpose,
the potentials φ ∈ H1

h(Ω), a ∈ He(curl; Ω) and v ∈ H1
e (Ω) can be introduced,

which verify (1.52), (1.53) and (1.54) respectively. The spaces H1
h(Ω), Hh(curl; Ω),

H1
e (Ω), He(curl; Ω) and He(div; Ω) have been defined in Section 1.3.2 and contain

the boundary conditions applicable to the fields on the complementary parts Γh and
Γe of the domain Ω.

The magnetodynamic problem can thus be fitted in the following Tonti diagram,
which is a particular case of the diagram presented in Section 1.3.2 for the whole
Maxwell system:

φ
gradh // h

curlh //
OO
µ

��

j
divh //

OO
σ

��

0

0 oo dive
b oo curle e, a oograde v

(1.55)



Chapter 2

Mixed finite elements

2.1 Introduction

The purpose of a discretization procedure is to “replace” the infinite dimensional
(or continuous) spaces H1(Ω), H(curl; Ω), H(div; Ω) and L2(Ω) by some finite di-
mensional (or discrete) subspaces. The main challenge of the discretization is to
preserve the structure of the complexes in (1.34), even if it is agreed that both com-
plexes and the constitutive law isomorphisms all together cannot be preserved with
finite dimensional subspaces [21, 16]. If the domains on which these subspaces are
defined are themselves discretized (i.e. if they are defined as the union of elementary
geometrical elements of simple shapes), and if the finite dimensional subspaces are
built in such a way that their elements are piece-wise defined, then the discretization
method is called a finite element method (FEM) [39,44,120].

The theory of curl- and div-conforming finite elements (so-called mixed finite
elements) was introduced in the late 70’s and in the 80’s by Raviart and Thomas [175]
for finite dimensional subspaces of H(div; Ω) and by Nédélec [161, 162] for finite
dimensional subspaces of H(curl; Ω). Since then, the topic has been extensively
covered in the literature, both in the world of computational electromagnetics (with
an emphasis on tetrahedral curl-conforming elements [157, 141, 218, 1, 223]) and in
many other fields of application [175, 29, 163, 89]. However, a recurrent problem
with mixed finite elements has always been the actual expression of the vector basis
functions (which were seldom explicitly written) and the construction of a complete
sequence of finite element spaces. The introduction of Whitney elements by Bossavit
in 1988 [14] was a major step forward in the solving of these two problems: Whitney
elements reinterpreted Nédélec’s lowest order tetrahedral curl- and div-conforming
elements and the classical continuous and piece-wise continuous tetrahedral elements
in terms of discrete differential forms (the Whitney forms [222]), in order to build a
complete sequence of finite elements for three-dimensional computations.

The closeness of Whitney elements to the nature of the interpolated fields (the
degrees of freedom all have a clear physical interpretation) has made them the
natural choice for the discretization of electromagnetic fields for the last decade.
They have since then been proved to provide the sound discretization basis for

25
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electromagnetic field problems in any configuration, and in particular for gauging,
for making cuts, and for building global discrete shape functions (source fields)
for the non-exact part of the fields in the presence of holes and loops. Indeed,
the Whitney nodal element, based on the Whitney differential form of degree zero,
is the classical first order scalar Lagrange finite element [228], well suited for the
discretization of scalar fields like a scalar potential, a temperature field, etc. The
degrees of freedom of Whitney nodal elements are associated with the nodes of the
finite element mesh and consist of the punctual evaluation of the field at these nodes.
The edge and face elements (derived from the Whitney differential forms of degree
one and two respectively, which are polynomials on tetrahedra whose tangential or
normal components match on the faces and which are uniquely determined by their
integrals on the edges or the faces) span an incomplete first order polynomial basis.
They are well suited for the discretization of vector fields whose tangential or normal
components are continuous across material interfaces, like the electric and magnetic
fields or the magnetic flux density and the current density. Their degrees of freedom
are the circulation along the edges of the mesh for edge elements and the fluxes
across the faces of the mesh for face elements. The volume element (derived from
the Whitney differential form of degree three) is the classical piece-wise continuous
scalar element of order zero (i.e. with constant interpolation), whose unique degree
of freedom is the integration over its volume. This makes it, for example, suitable
for the discretization of densities like the electric charge or a heat source density.

But Whitney elements still lack some important features: they are only defined
on tetrahedra, and span at most the space of first order polynomials. The two main
objectives should thus be:

1. to define a sequence of finite elements not limited to tetrahedra, but to a
collection of tetrahedra, hexahedra and prisms. This is interesting for models
of greater geometrical complexity, as well as for a more efficient use of both
structured and unstructured meshes;

2. to increase the accuracy of interpolation, which means introducing higher or-
der polynomial spaces. Although this may seem a step backward in terms
of intuitive physical interpretation (the degrees of freedom will loose the sim-
plicity that make Whitney elements so appealing), it is mandatory for the
implementation of modern adaptation techniques. Moreover, it would be in-
teresting for these high order finite elements to fulfill the hierarchy property,
which means that the basis functions for a given interpolation order would be
a subset of the basis functions used for the interpolation at any higher order.
This would allow to combine elements of different orders in the same mesh
and would also be useful for the development of adaptive multigrid solvers
(see e.g. [109,211]).

In this chapter we present a complete sequence of high order hierarchical finite
elements built on tetrahedra, hexahedra and prisms. (Note that mixed elements have
also been recently designed for pyramids [95,226,35].) This sequence is based on the
work done by Nédélec in [161] for tetrahedra and hexahedra and in [162] for prisms,
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and extends the work by Dular [47,56,58]. Our aim is not to build new finite element
bases, but rather to present the general framework required for the construction of
the hierarchical elements used for the discretization of the formulations established in
Chapter 3. The actual basis functions for tetrahedra that fit in this framework have
for example been presented by Bossavit [21] for the lowest order and by Webb and
Forghani [218] (later generalized by Ren [190]) for higher orders. Hexahedral basis
functions have been presented by van Welij [221], Kameari [121] and Dular [56] and
many others, while prismatic basis functions have been presented by Dular in [56].
Other useful references include Cendes [32], Demcowicz [43], Lee [141], Yioultsis and
Tsiboukis [223,224], Wang [213] and Hiptmair [110].

2.2 Definitions

2.2.1 Finite element (K, Σ, S)

A finite element is defined by the triplet (K, Σ, S), where [120,162,163]:

1. K is a geometrical element of E3;

2. Σ is a set of N degrees of freedom (or connectors) consisting of linear forms
(functionals) on the space of scalar or vector-valued functions defined on K;

3. S is a function space of finite dimension N , of the space of scalar or vector
valued functions.

We restrict our study to three-dimensional finite elements built on tetrahedra,
hexahedra and prisms. We denote by t, h and p the reference tetrahedron, hexa-
hedron and prism defined in a local coordinate system (u, v, w) (see Figures 2.2, 2.3
and 2.4 on pages 38, 39 and 40 respectively):

t = {(u, v, w) ∈ E3 : 0 < u < 1− v − w, v > 0, w > 0}, (2.1)

h = {(u, v, w) ∈ E3 : −1 < u < 1,−1 < v < 1,−1 < w < 1}, (2.2)

p = {(u, v, w) ∈ E3 : 0 < u < 1− v, v > 0,−1 < w < 1}. (2.3)

The geometrical element K is then obtained by affine transformation of the refer-
ence elements t, h or p (see Section 2.6.2). The sets of nodes, edges and faces of
the element K are denoted by N (K) (with dim(N (K)) = 4, 8 or 6 for tetrahedra,
hexahedra or prims respectively), E(K) (with dim(E(K)) = 6, 12 or 9) and F(K)
(with dim(F(K)) = 4, 6 or 5). Note that the restriction of all the following develop-
ments to the two-dimensional case (with triangular and quadrangular geometrical
elements) is straightforward.

The N functionals σi ∈ Σ (i = 1, . . . , N) are called the degrees of freedom of the
finite element (K, Σ, S). Basis functions of (K, Σ, S) can be defined as N linearly
independent functions sj ∈ S (j = 1, . . . , N) chosen such that

∀σi ∈ Σ : σi(sj) = δij, i = 1, . . . , N, (2.4)
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where δij denotes the Kronecker symbol.

The unisolvence of the finite element (K, Σ, S) is assured if any function of S can
be uniquely determined thanks to the degrees of freedom σi of Σ [120,163]. Equiva-
lently, the finite element is unisolvent if, for any set of real numbers α1, α2, . . . , αN ,
there exists only one element s of S such that

∀σi ∈ Σ : σi(s) = αi, i = 1, . . . , N.

If (K, Σ, S) is unisolvent, one can associate one interpolant πs with each s on K
such that

σj(s) = σj(πs), ∀σj ∈ Σ.

Note that the choice of the basis functions of S is not unique: (2.4) is generally
chosen so that the coefficients of the basis functions in the interpolant πs of the
function s are the degrees of freedom.

2.2.2 Conformity

From now on we only consider either scalar polynomial basis functions or vector basis
functions whose components are polynomials. The three following lemmas [161] give
the main properties of finite elements in H1(Ω), H(curl; Ω) and H(div; Ω). If Ω is
the union of two geometrical elements K1 et K2 with a common face f of normal n:

1. a function u of H1(K1)∪H1(K2) belongs to H1(Ω) if and only if the function
u is the same on both sides of the face f . Such a function is called “conform”;

2. a vector field u of H1(K1) ∪H1(K2) belongs to H(curl; Ω) if and only if its
trace u × n is the same on both sides of the face f . Such a vector field is
called “curl-conform”;

3. a vector field u of H1(K1) ∪H1(K2) belongs to H(div; Ω) if and only if its
trace u ·n is the same on both sides of the face f . Such a vector field is called
“div-conform”.

A family of finite elements is said to be of class V (Ω), or conforming in V (Ω), when
the function defined by π1s in K1 and by π2s in K2 belongs to the function space
V (Ω) [161, 163]. We can thus define four types of mixed elements, depending on
their class: H1(Ω), H(curl; Ω), H(div; Ω) or L2(Ω).

1. Finite elements of class H1(Ω), i.e. conforming finite elements, interpolate
scalar fields that are continuous across any interface. These elements are
sometimes referred to as “nodal elements”, due to the fact that their degrees
of freedom are associated with the nodes of the element for the lowest interpo-
lation order. This is no longer appropriate for high order elements, where the
degrees of freedom are associated with the nodes, edges, faces and the element
itself (see Section 2.4). These kinds of elements will for example be used to
discretize the scalar magnetic potential φ and the scalar electric potential v.
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2. Finite elements of class H(curl; Ω), i.e. curl-conforming finite elements, only
ensure the continuity of the tangential part of the interpolated field. These
elements are sometimes referred to as “edge elements”, since their degrees of
freedom are associated with the edges in the case of the lowest order elements.
As for nodal elements, this is no longer appropriate for high order cases, where
the degrees of freedom are associated with the edges, the faces and the vol-
ume of the element. Curl-conforming elements will be used to discretize the
magnetic field h, the magnetic vector potential a and the electric field e.

3. Finite elements of class H(div; Ω), i.e. div-conforming finite elements, only
ensure the continuity of the normal component of the interpolated field. These
elements are sometimes referred to as “face elements”, since their degrees of
freedom are associated with the faces in the case of the lowest interpolation
order. This is no longer appropriate for high order cases, where the degrees
of freedom are then associated with the faces and the volume of the element.
Div-conforming elements may be used to discretize the magnetic flux density
b, the current density j or the electric displacement d

4. Finite elements of class L2(Ω) do not impose any inter-element continuity
requirement on the interpolated field. These elements are sometimes called
“volume elements”, since their degrees of freedom are always associated with
the volume of the element. They may for example be used to interpolate the
electric charge density ρ.

These concepts are in fact tightly related to the geometrical nature of electro-
magnetic phenomena (see Section A.1).

2.3 Local spaces W i
p(K)

2.3.1 Introduction

We have to define the local function spaces S of order p for the four kinds of mixed
elements (K, Σ, S) built on tetrahedra, hexahedra and prisms. We denote these
function spaces by

W 0
p (K) ⊂ H1(K), (2.5)

W 1
p (K) ⊂ H(curl; K), (2.6)

W 2
p (K) ⊂ H(div; K), (2.7)

W 3
p (K) ⊂ L2(K), (2.8)

for p > 0 and K ∈ {t,h,p}.
Each function space can be decomposed into the nullspace (or kernel) of the

associated differential operator (grad, curl and div respectively) and its orthogonal
complement, i.e.:

W i
p(K) = NS i

p(K)⊕ S i
p(K), i = 0, . . . , 2.
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div

curl

grad

W 0
p (K)

W 1
p (K)

W 2
p (K)

W 3
p (K)

NS0
p(K) S0

p(K)

NS1
p(K) S1

p(K)

NS2
p(K) S2

p(K)

NS3
p(K)

Figure 2.1: Local de Rham complex for the discrete case.

By the Poincaré lemma [38], since the geometric elements K are topologically triv-
ial, the differential operators grad, curl and div are isomorphisms of S0

p(K) onto

NS1
p(K), S1

p(K) onto NS2
p(K) and S2

p(K) onto NS3
p(K) respectively, and thus

dim(S i
p(K)) = dim(Ri

p(K)) = dim(NS i+1
p (K)), i = 0, . . . , 2.

In other words, the fields whose curl or divergence vanishes in K can be expressed
as the gradient or the curl of some other fields. The sequence

W 0
p (K)

grad // W 1
p (K) curl // W 2

p (K) div // W 3
p (K)

formed by the local spaces is thus exact (see Section A.2.6). The decomposition is
summed up on the de Rham complex shown in Figure 2.1, which should be compared
with Figure 1.7, where, due to the loops and cavities in Ω, the sequence is not exact
(the “defects” being described by the spaces H1 and H2).

In addition to the properties stated in Section 2.2, the element of order p should:

1. correctly model the nullspace of the differential operator grad, curl or div;

2. be complete to the polynomial order p − 1 in the range of the differential
operator grad, curl or div.

It is important to note that such elements, conforming in H(curl; Ω), H(div; Ω)
and L2(Ω), will only present incomplete polynomial bases in the domain of the con-
sidered operator [87, 190]. This is what happens with Whitney elements: they are
complete to the first polynomial order for nodal elements, but are of incomplete
first order for the edge and face elements, and of order zero for volume elements.
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It is of course also possible to design elements of complete polynomial bases (as,
for example, in [162]). Complete elements do not improve the modeling of the
range of the differential operator (they only increase the size of the space discretiz-
ing the nullspace of the operator). For example, the use of complete H(curl; Ω)
and H(div; Ω) elements to model rotational and divergent fields, respectively, is
redundant. But even if they do not affect the accuracy of the curl or divergence,
these complete elements still allow a better approximation of the vector field itself.
Thus, complete H(curl; Ω) elements may for example be better at modeling the
curl-free fields appearing in magnetodynamic or high frequency problems. Anyway,
by building hierarchical bases for the whole family of mixed elements, we will see
that each complete element appears, when increasing the order p, as a natural inter-
mediate between two incomplete elements. In correspondence with the incomplete
local spaces W i

p(K), i = 0, . . . , 3, we will denote the complete local spaces by V i
p (K),

i = 0, . . . , 3.

2.3.2 Tetrahedra

In order to construct the local spaces W i
p(t) (i = 0, . . . , 3, p > 0), we need to

introduce the following spaces of polynomials [161,190]:

1. Pp, the space of polynomials of order p of three variables u, v and w. We have
dim(Pp) = (p + 1)(p + 2)(p + 3)/6;

2. P̃p, the space of homogeneous polynomials of order p of three variables u, v

and w. We have dim(P̃p) = (p + 1)(p + 2)/2;

3. S̃p = {u ∈ (P̃p)
3 : u · r = 0}, where r is the vector (u, v, w), the space of

homogeneous polynomial vectors of order p having a non-zero curl. We thus
have dim(S̃p) = dim((P̃p)

3)− dim(P̃p+1) = p(p + 2);

4. T̃p = {u ∈ (P̃p)
3 : u × r = 0}, where r is the vector (u, v, w), the space of

homogeneous polynomial vectors of order p having a non-zero divergence. We
thus have dim(T̃p) = dim(P̃p−1) = p(p + 1)/2.

The local function spaces for the tetrahedral elements conforming in H1(Ω),
H(curl; Ω), H(div; Ω) and L2(Ω) are [161]

W 0
p (t) = Pp, (2.9)

W 1
p (t) = (Pp−1)

3 ⊕ S̃p, (2.10)

W 2
p (t) = (Pp−1)

3 ⊕ T̃p, (2.11)

W 3
p (t) = Pp−1. (2.12)

The lowest order function spaces (for p = 1) are those spanned by the Whitney
elements [21]. The dimension of the spaces (2.9)–(2.12) is summed up in Table 2.1,
together with the dimension of the nullspace of the associated differential operator
and its orthogonal complement.
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It is interesting to analyze (2.9)–(2.12) in the light of the remark made at the
end of Section 2.3.1 about mixed elements of complete and incomplete polynomial
bases. For this purpose, we introduce the following spaces:

1. G̃p = {u ∈ (P̃p)
3 : u = grad v, v ∈ P̃p+1}, the space of homogeneous polyno-

mial vectors of order p which are the gradients of a homogeneous polynomial
of order p + 1. We have dim(G̃p) = dim(P̃p+1) = (p + 2)(p + 3)/2, and the

following Helmholtz decomposition holds: (P̃p)
3 = G̃p ⊕ S̃p;

2. C̃p = {u ∈ (P̃p)
3 : u = curlv, v ∈ S̃p+1}, the space of homogeneous polyno-

mial vectors of order p which are the curls of a homogeneous polynomial of
order p+1. We have dim(C̃p) = dim(S̃p+1) = (p+1)(p+3), and the following

Helmholtz decomposition holds: (P̃p)
3 = C̃p ⊕ T̃p.

We can now explicitly express the function spaces W i
p(t) in terms of the nullspace

and the orthogonal complement to the nullspace of the operators grad, curl, and
div:

W 0
1 (t) = P̃0︸︷︷︸

NS0
1(t)

⊕ P̃1︸︷︷︸
S0

1 (t)

= P1, W 0
p (t) = W 0

p−1(t)⊕ P̃p︸ ︷︷ ︸
V 0

p (t)

= Pp,

W 1
1 (t) = G̃0︸︷︷︸

NS1
1(t)

⊕ S̃1︸︷︷︸
S1

1 (t)

, W 1
p (t) = W 1

p−1(t)⊕ G̃p−1︸ ︷︷ ︸
V 1

p−1(t)

⊕S̃p = Gp−1︸ ︷︷ ︸
NS1

p(t)

⊕ Sp︸︷︷︸
S1

p(t)

,

W 2
1 (t) = C̃0︸︷︷︸

NS2
1(t)

⊕ T̃1︸︷︷︸
S2

1 (t)

, W 2
p (t) = W 2

p−1(t)⊕ C̃p−1︸ ︷︷ ︸
V 2

p−1(t)

⊕T̃p = Cp−1︸︷︷︸
NS2

p(t)

⊕ Tp︸︷︷︸
S2

p(t)

,

W 3
1 (t) = P̃0︸︷︷︸

NS3
1(t)

= P0, W 3
p (t) = W 3

p−1(t)⊕ P̃p−1︸ ︷︷ ︸
V 3

p−1(t)

= Pp−1.

In the preceding expressions, we posed Gp = G̃0 ⊕ · · · ⊕ G̃p, Sp = S̃0 ⊕ · · · ⊕ S̃p,

Cp = C̃0 ⊕ · · · ⊕ C̃p and Tp = T̃0 ⊕ · · · ⊕ T̃p. The complete local spaces V i
p (t)

(i = 0, . . . , 3) can then be simply expressed as

V 0
p (t) = W 0

p (t) = Pp,

V 1
p (t) = W 1

p (t)⊕ G̃p = (Pp)
3,

V 2
p (t) = W 2

p (t)⊕ C̃p = (Pp)
3,

V 3
p (t) = W 3

p (t)⊕ P̃p = Pp,

and we can see, for example, that to build a curl-conforming element complete to
the pth polynomial order in the domain of the curl operator, we can only complete
the nullspace of the incomplete element by the missing gradient fields (since, by the

Helmholtz decomposition, (P̃p)
3 = S̃p ⊕ G̃p). For this element, we can thus only

expect an improvement of the field representation and not of its curl.
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Table 2.1: Dimension of function spaces for the tetrahedral element.

i NSi
p(t) Si

p(t) W i
p(t)

0 1 (p + 1)(p + 2)(p + 3)/6− 1 (p + 1)(p + 2)(p + 3)/6

1 (p + 1)(p + 2)(p + 3)/6− 1 p(p + 1)(2p + 7)/6 p(p + 2)(p + 3)/2

2 p(p + 1)(2p + 7)/6 p(p + 1)(p + 2)/6 p(p + 1)(p + 3)/2

3 p(p + 1)(p + 2)/6 – p(p + 1)(p + 2)/6

2.3.3 Hexahedra

The case of hexahedral elements is simpler. In order to construct the local spaces
W i

p(h) (i = 0, . . . , 3, p > 0), we need to introduce Qp,q,r, the space of polynomials of
order p, q and r in u, v and w respectively, with dim(Qp,q,r) = (p + 1)(q + 1)(r + 1).
We have [161]

W 0
p (h) = Qp,p,p, (2.13)

W 1
p (h) = Qp,p,p−1 ×Qp,p−1,p ×Qp−1,p,p, (2.14)

W 2
p (h) = Qp−1,p−1,p ×Qp−1,p,p−1 ×Qp,p−1,p−1, (2.15)

W 3
p (h) = Qp−1,p−1,p−1. (2.16)

For p = 1, the preceding expressions correspond to the function spaces spanned
by the generalization of Whitney elements to cubes [161, 56, 95]. The dimension
of the spaces (2.13)–(2.16) is summed up in Table 2.2. In the same way as for
tetrahedra, complete polynomial spaces can also be constructed by completing the
nullspace of the differential operators, which leads to: V 0

p (h) = V 3
p (h) = Qp,p,p and

V 1
p (h) = V 2

p (h) = (Qp,p,p)
3.

Table 2.2: Dimension of function spaces for the hexahedral element.

i NSi
p(h) Si

p(h) W i
p(h)

0 1 (p + 1)3 − 1 (p + 1)3

1 (p + 1)3 − 1 p2(2p + 3) 3p(p + 1)2

2 p2(2p + 3) p3 3p2(p + 1)

3 p3 – p3

2.3.4 Prisms

Prismatic elements can be seen as a combination of tetrahedral and hexahedral
elements. In order to construct the local spaces W i

p(p) (i = 0, . . . , 3, p > 0) we

introduce the following spaces, based on the definition of the spaces Pp, S̃p and T̃p

introduced in Section 2.3.2:
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1. Pp,q, the space of polynomials of order p in the two variables u and v, and of
order q in the variable w. We have dim(Pp,q) = (q + 1)(p + 1)(p + 2)/2;

2. Rp,q, the space of polynomials of order q in w and which are in P 3
p−1 ⊕ S̃p for

w fixed;

3. Dp,q, the space of polynomials of order q in w and which are in P 3
p−1 ⊕ T̃p for

w fixed.

We have [162]

W 0
p (p) = Pp,p, (2.17)

W 1
p (p) = Rk,k × Pp,p−1, (2.18)

W 2
p (p) = Dk,k × Pp−1,p, (2.19)

W 3
p (p) = Pp−1,p−1. (2.20)

For p = 1, the preceding expressions correspond to the function spaces spanned by
the generalization of Whitney elements to prims [56]. The dimension of the spaces
(2.17)–(2.20) is summed up in Table 2.3. In the same way as for tetrahedra and
hexahedra, complete polynomial spaces can also be constructed by completing the
nullspace of the differential operators: V 0

p (p) = V 3
p (p) = Pp,p and V 1

p (p) = V 2
p (p) =

(Pp,p)
3.

Table 2.3: Dimension of function spaces for the prismatic element.

i NSi
p(p) Si

p(p) W i
p(p)

0 1 (p + 1)2(p + 2)/2− 1 (p + 1)2(p + 2)/2

1 (p + 1)2(p + 2)/2− 1 p(2p2 + 5p + 1)/2 3p(p + 1)(p + 2)/2

2 p(2p2 + 5p + 1)/2 p2(p + 1)/2 p2(p + 2) + p(p + 1)2/2

3 p2(p + 1)/2 – p2(p + 1)/2

2.3.5 Local trace spaces

We will sometimes have to consider the restriction of a field on the boundary of
the geometrical element K as an unknown. For this purpose, we have to define the
traces of the local spaces on two-dimensional geometrical elements, i.e. on triangular
and quadrangular elements mapped on the faces of the three-dimensional elements
t, h and p. It is easy to show that (n denotes the exterior normal on ∂K):

1. for u ∈ W 0
p (K), the trace u

∣∣
∂K

belongs to W 0
p (∂K);

2. for u ∈ W 1
p (K), the trace n× u

∣∣
∂K

belongs to W 2
p (∂K);

3. for u ∈ W 2
p (K), the trace n · u

∣∣
∂K

belongs to W 3
p (∂K).
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2.4 Degrees of freedom

2.4.1 General expressions

The degrees of freedom σ ∈ Σ are momenta of appropriate polynomials q(u, v, w) or
q(u, v, w) over the nodes n ∈ N (K), the edges e ∈ E(K), the faces f ∈ F(K) and
the volume K of the element. In order to keep the notations as generic as possible,
all the degrees of freedom will be from now on denoted by the general expression

σ = σi,x
p , (2.21)

where i corresponds to the type of the discrete space W i
p(K) (i.e. 0 for conforming

elements, 1 for curl-conforming elements, 2 for div-conforming elements and 3 for
piece-wise continuous elements), where x stands either for n, e, f or K, and where
p is the order of the corresponding discrete space. When a subscript or a super-
script is omitted, the whole range of values is implicitly assumed. For an element
(K, Σ, W 0

p (K)) conforming in H1(Ω), we have, with s ∈ W 0
p (K):

σ0,n
p = s

∣∣
n
, ∀n ∈ N (K), (2.22)

σ0,e
p =

∫
e

q s dl, ∀q ∈ X0,e
p , ∀e ∈ E(K), (2.23)

σ0,f
p =

∫
f

q s ds, ∀q ∈ X0,f
p , ∀f ∈ F(K), (2.24)

σ0,K
p =

∫
K

q s dv, ∀q ∈ X0,K
p , (2.25)

where the spaces Xp will have to be defined for each kind of geometrical element K.
For an element conforming in H(curl; Ω), the momenta are, with s ∈ W 1

p (K):

σ1,e
p =

∫
e

q s · dl, ∀q ∈ X1,e
p , ∀e ∈ E(K), (2.26)

σ1,f
p =

∫
f

q · s× n ds, ∀q ∈ X1,f
p , ∀f ∈ F(K), (2.27)

σ1,K
p =

∫
K

q · s dv, ∀q ∈ X1,K
p . (2.28)

And, in a similar way, for elements conforming in H(div; Ω) and L2(Ω), we have,
with s ∈ W 2

p (K) and s ∈ W 3
p (K) respectively:

σ2,f
p =

∫
f

q s · n ds, ∀q ∈ X2,f
p , ∀f ∈ F(K), (2.29)

σ2,K
p =

∫
K

q · s dv, ∀q ∈ X2,K
p , (2.30)

and

σ3,K
p =

∫
K

q s dv, ∀q ∈ X3,K
p . (2.31)
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The spaces of polynomials X i,j
p depend, of course, on the type of the geometrical

element K. For tetrahedra, we have (see [161,89] for X1
p and [161,29] for X2

p )

X0,e
p = Pp−2(e), X0,f

p = Pp−3(f), X0,K
p = Pp−4, (2.32)

X1,e
p = Pp−1(e), X1,f

p = (Pp−2(f))2, X1,K
p = (Pp−3)

3, (2.33)

X2,f
p = Pp−1(f), X2,K

p = (Pp−2)
3, (2.34)

X3,K
p = Pp−1. (2.35)

For hexahedra, we have (see [161] for X1
p and X2

p )

X0,e
p = Pp−2(e), (2.36)

X0,f
p = Qp−3,p−2(f)×Qp−2,p−3(f), (2.37)

X0,K
p = Qp−2,p−3,p−3 ×Qp−3,p−2,p−3 ×Qp−3,p−3,p−2, (2.38)

X1,e
p = Pp−1(e), (2.39)

X1,f
p = Qp−2,p−1(f)×Qp−1,p−2(f), (2.40)

X1,K
p = Qp−1,p−2,p−2 ×Qp−2,p−1,p−2 ×Qp−2,p−2,p−1, (2.41)

X2,f
p = Qp−1,p−1(f), (2.42)

X2,K
p = Qp−2,p−1,p−1 ×Qp−1,p−2,p−1 ×Qp−1,p−1,p−2, (2.43)

X3,K
p = Qp−1,p−1,p−1. (2.44)

The degrees of freedom associated with the edges of the prismatic element are
identical to the degrees of freedom of the tetrahedral and hexahedral element (i.e.
(2.32a) or (2.36), and (2.33a) or (2.39)). The degrees of freedom associated with
the two triangular faces are identical to the degrees of freedom of the tetrahedral
element (i.e. (2.32b), (2.33b) and (2.34a)), while the degrees of freedom associated
with the three quadrangular faces are identical to the degrees of freedom of the
hexahedral element (i.e. (2.37), (2.40) and (2.42)).

2.4.2 Discussion

As can be deduced from the expressions presented in the preceding section, the
degrees of freedom for the first order tetrahedra, hexahedra and prisms conforming
in H1(Ω), H(curl; Ω), H(div; Ω) and L2(Ω) are the punctual evaluation at the
vertices, the circulation on the edges, the flux across the faces and the integral over
the volume (the constant coefficients have all been chosen equal to 1):

σ0,n
1 = s

∣∣
n
, ∀n ∈ N (K), (2.45)

σ1,e
1 =

∫
e

s · dl, ∀e ∈ E(K), (2.46)

σ2,f
1 =

∫
f

s · n ds, ∀f ∈ F(K), (2.47)

σ3,K
1 =

∫
K

s dv. (2.48)



2.5. BASIS FUNCTIONS 37

These degrees of freedom are those of the classical Whitney elements [14] (see also
Section 2.1).

Except for the lowest order case, the selection of the individual polynomial
weighting functions is a matter of convenience. However, once the actual expression
of the degrees of freedom is fixed, the same is true for the set of the basis functions
of the finite element space. And since a crucial topic in the practical construction
of the finite element spaces is the resulting conditioning number of the discretized
operator [188], the freedom left in the determination of the coefficients of the polyno-
mial weighting functions (and thus the coefficients of the basis function expressions
given in Section 2.5) could then be used to obtain an optimal matrix conditioning.
It is interesting to note that, since a good matrix conditioning requires the matrix
to be diagonally dominant, the ideal would be to have mutually orthogonal basis
functions, which is however usually impossible in practice. It should also be pointed
out that the orthogonality is problem dependent, i.e. dependent on the shape of the
elements and on the material properties, which makes it difficult to find a general
rule [207]. An example of the explicit expression of the degrees of freedom for ac-
tual expressions of the basis functions of two-dimensional elements in H1(Ω) and
H(curl; Ω) can, for example, be found in [87,79].

2.5 Basis functions

2.5.1 Generalities

Although high order H1(Ω) finite elements have been widespread since the 70’s in
many applications of finite element methods, their basis functions are still usually
associated with nodes located in the same way as those used for geometrical trans-
formations (see for example [44,228]). This approach is not well adapted when going
for higher polynomial orders. In fact, even the connection of H1(Ω) tetrahedral el-
ements of order two and three poses the problem of the value to attribute to the
two degrees of freedom associated with the two mid-nodes of an edge shared by
the two elements. A more general approach is to associate the basis functions with
all the geometrical entities of the element, following the definition of the degrees
of freedom presented in the previous section [161, 141, 218, 223, 213, 110, 190]. This
avoids any reordering of the nodes or cumbersome reinterpolation, and, in the case
of hierarchical bases (see Section 2.5.2), allows an easy connection of elements of
different orders.

In order to define the basis functions for the tetrahedral, hexahedral and pris-
matic elements whose local spaces and degrees of freedom were defined in the pre-
ceding sections, we introduce the function λn, defined as the lowest order scalar
function of the space coordinates associated with the node n of the element K, tak-
ing the value 1 at this node, continuously varying in all elements sharing the node,
and having the value 0 in all other elements without presenting any discontinuity.
The functions λn will serve as the lowest order H1(Ω) basis functions for the element
K.
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Figure 2.2: Reference tetrahedron t.

For the reference tetrahedron t defined by (2.1) and presented in Figure 2.2, the
functions λn are the four barycentric coordinates [44]

λ1 = 1− u− v − w, λ2 = u, λ3 = v, λ4 = w. (2.49)

For the reference hexahedron h presented in Figure 2.3, these functions λn are [44]

λ1 = 1/8 (1− u)(1− v)(1− w), λ2 = 1/8 (1 + u)(1− v)(1− w),

λ3 = 1/8 (1 + u)(1 + v)(1− w), λ4 = 1/8 (1− u)(1 + v)(1− w),

λ5 = 1/8 (1− u)(1− v)(1 + w), λ6 = 1/8 (1 + u)(1− v)(1 + w),

λ7 = 1/8 (1 + u)(1 + v)(1 + w), λ8 = 1/8 (1− u)(1 + v)(1 + w).

(2.50)

Finally, for the reference prism p presented in Figure 2.4, the functions λn are [44]

λ1 = 1/2 (1− u− v)(1− w), λ2 = 1/2 u (1− w),

λ3 = 1/2 v (1− w), λ4 = 1/2 (1− u− v)(1 + w),

λ5 = 1/2 u (1 + w), λ6 = 1/2 v (1 + w).

(2.51)

We are now able to build the bases of the discrete spaces W i
p(K) (i.e. construct

the basis functions of the various mixed finite elements). Adopting the same notation
as for the expression of the degrees of freedom in Section 2.4, each basis function is
characterized by its type i (corresponding to the type of the function space W i

p(K)),
by an associated geometrical entity (being either a node n, an edge e, a face f or
the element K itself, i.e. x ∈ {n, e, f,K}), and by the interpolation order p:

s = si,x
p . (2.52)
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Figure 2.3: Reference Hexahedron h.

2.5.2 Hierarchical bases

2.5.2.1 Definition

In order to permit an easy combination of elements of different orders in the same
mesh (mandatory for p-adaptation, see Section 2.7.5.3), the following conditions
should be fulfilled:

1. no geometrical entity different from the nodes, the edges, the faces and the
volume of the element should be created when increasing the interpolation
order. This means that no special geometrical treatment for connecting two
elements of different order has to be effected;

2. the bases of the local function spaces should be hierarchical, so that the con-
nection of two elements of different orders can be done by locally setting the
value of some degrees of freedom to zero.

The first condition is met thanks to the definition of the degrees of freedom (see Sec-
tion 2.4). The second condition is made possible thanks to the incremental definition
of the function spaces (see Sections 2.3.2, 2.3.3 and 2.3.4), but adds constraints on
the actual choice of the basis functions (and on the expression of their associated
degrees of freedom, i.e. the value of the polynomials q(u, v, w) and q(u, v, w) in
Section 2.4).

Let us now examine the hierarchical property in greater detail. Finite elements
are said to be hierarchical if the basis functions of one element are a subset of
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Figure 2.4: Reference Prism p.

the basis functions of any element of higher order [228]. For example, classical
Lagrange elements [44] do not possess this property, since the set of basis functions
is completely renewed when the interpolation order goes from order p − 1 to order
p. Since the basis functions of the function space S of the finite element (K, Σ, S)
are linearly independent (by definition), the finite elements have to be constructed
according to the principle of bases completion, which implies the following property:
if Sp−1 and Sp are the local function spaces of two finite elements (K, Σp−1, Sp−1) and
(K, Σp, Sp), of order p−1 and p respectively, and if the basis functions of (K, Σp, Sp)
are constructed by completion of the basis functions of those of (K, Σp−1, Sp−1), the
degrees of freedom σi added to Σp−1 to form Σp have to be such that

σi(s) = 0, ∀s ∈ Sp−1. (2.53)

Increasing the order of the elements in a given mesh will thus amount to adding, to
the degrees of freedom already present, another set of degrees of freedom. It should
be noted that (2.53) is mandatory to determine the actual expression of the degrees
of freedom [87,79].

As stated above, a choice of basis functions (and degrees of freedom) that respect
the preceding properties makes it easy to combine elements of different orders in the
same mesh. Let us for example consider an element (K1, Σ1, S1) of class H1(Ω)
and of order one sharing a face with an element (K2, Σ2, S2), also of class H1(Ω)
but of order two. If the basis of S1 is not a subset of the basis of S2 (i.e., if the
elements are not hierarchical), the basis functions of (K1, Σ1, S1) and (K2, Σ2, S2) do
not match on the common face, and the continuity is lost. On the other hand, if the
elements are hierarchical, the basis functions of (K1, Σ1, S1) constitute a subset of
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the basis functions of (K2, Σ2, S2), and, to maintain continuity, it is sufficient to set
the coefficients of the basis functions associated with the common face to zero (i.e.,
thanks to the choice of the basis functions, setting to zero the value of all degrees
of freedom associated with the face, and not existing in (K1, Σ1, S1)).

The method to connect two adjacent elements of different orders is thus straight-
forward and can be summarized as follows: set to zero the value of all degrees of
freedom that are common to the two elements and that are associated with basis
functions whose order is higher than the order of the lowest order element. This
connection method is exploited in the p- and hp-refinement schemes presented in
Section 2.7.

The next section gives a general algorithm to generate hierarchical basis functions
of elements conforming in H1(Ω), H(curl; Ω), H(div; Ω) and L2(Ω). The actual
basis functions used in the practical implementation (see the references listed at
the end of the introduction of this chapter, page 26) are all special cases of these
general expressions, for polynomial orders up to 3. It is worth noticing that the
two-dimensional basis functions for the trace spaces defined in Section 2.3.5 can be
easily deduced from the same expressions.

2.5.2.2 Construction

Hierarchical bases for W i
p(K), i = 0, . . . , 3, can be constructed in a recursive manner,

given the following first order bases [47]:

1. W 0
1 (K) = span(s0,n

1 ),∀n ∈ N (K), with

s0,n
1 = λn. (2.54)

The basis functions s0,n
1 are the nodal basis functions of Lagrange elements;

2. W 1
1 (K) = span(s1,e

1 ),∀e ∈ E(K), with (if the edge e joins the nodes i and j,
i.e. e = {i, j}):

s1,e
1 = λj grad

∑
r∈N (j,i)

λr − λi grad
∑

r∈N (i,j)

λr. (2.55)

In this expression, N (m, n) stands for the set of nodes of the face f which
contains the node m, but not the node n (such a face is uniquely defined for
elements which have three edges incident to each node). The basis functions
s1,e
1 are the edge basis functions of the lowest order curl-conforming element.

If K is a tetrahedron, (2.55) comes down to the classical Whitney edge basis
function, i.e. λi gradλj + λj gradλi;

3. W 2
1 (K) = span(s2,f

1 ),∀f ∈ F(K), with (if the face f contains the nodes i, j
and k or i, j, k and l, i.e. f = {i, j, k} or f = {i, j, k, l}):

s2,f
1 = a

∑
q∈N (f)

λq

(
grad

∑
r∈N (q,q+1)

λr

)
×

(
grad

∑
r∈N (q,q−1)

λr

)
, (2.56)
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where a = 2 if dim(N (f)) = 3 and a = 1 if dim(N (f)) = 4, and where
N (m,n) has the same signification as above, agreeing that n + 1 denotes
the node following n in the set N (f) considered as a circular list. If K is a
tetrahedron, (2.56) comes down to the classical Whitney face basis function,
i.e. 2(λi gradλj × gradλk + λj gradλk × gradλi + λk gradλi × gradλj);

4. W 3
1 (K) = span(s3,K

1 ), with

s3,K
1 =

1

vol(K)
, (2.57)

where vol(K) represents the volume of the geometrical element K.

Extending (in a hierarchical way) W 0
p−1(K) to W 0

p (K) is commonplace [228,31].

Let us then denote by Ẽ0
p , F̃ 0

p and Ṽ 0
p the sets of hierarchical basis functions of these

conforming elements associated with the edges, faces and the volume when the order
is upgraded from p − 1 to p. A general procedure to generate a hierarchical basis
for W 1

p (K), p > 1, is:

1. take a = dim(X1,e
p )− dim(X1,e

p−1) functions which are a gradient of Ẽ0
p on each

edge;

2. take b = dim(X2,f
p )− dim(X2,f

p−1) functions which are a gradient of F̃ 0
p on each

face;

3. add c = dim(X1,f
p )− dim(X1,f

p−1)− b functions of non-zero curl on each face;

4. take d = dim(X2,v
p )− dim(X2,v

p−1) functions which are a gradient of Ṽ 0
p on the

volume;

5. add e = dim(X1,K
p )−dim(X1,K

p−1)− d functions of non-zero curl on the volume.

This procedure clearly highlights the decomposition of the basis into the nullspace
and the orthogonal complement to the nullspace of the curl operator, since a+b+d =
dim(NS1

p(K)	NS1
p−1(K)), and d + e = dim(S1

p(K)	 S1
p−1(K)). In the same way,

if F̃ 1
p and Ṽ 1

p denote the sets of hierarchical basis functions of the curl-conforming
elements associated with the faces and the volume when the order is upgraded from
p− 1 to p, a general procedure to generate a hierarchical basis for W 2

p (K), p > 1, is:

1. take a = dim(X2,f
p ) − dim(X2,f

p−1) functions which are the curl of F̃ 1
p on each

face;

2. take b = dim(X3,K
p ) − dim(X3,K

p−1) functions which are the curl of Ṽ 1
p in the

volume;

3. add c = dim(X2,K
p ) − dim(X2,K

p−1) − b functions of non-zero divergence in the
volume.
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The generation of the bases of W 3
p (K) is straightforward.

It is important to notice that, during the construction of curl-conforming finite
elements, the bases of the nullspace are built by using the gradient of basis func-
tions of the conforming elements. This will permit the easy connection of vector
and scalar fields when discretizing the reduced nullspace of the curl operator (see
Section 2.6.4.1). In the same way, for the construction of div-conforming elements,
the bases of the nullspace are built by using the curl of basis functions of the curl-
conforming elements. As an example, the Table 2.4 summarizes the conforming and
curl-conforming basis functions of the tetrahedral element built up to the order 3
using the aforementioned algorithm. These elements were first proposed by Webb
and Forghani in [218], and extended (with a slight modification of s1,f

2 and s1,e
3 ) by

Ren in [189].

Table 2.4: Example of hierarchical basis functions for the conforming and curl-
conforming tetrahedral element [218,189].

Order (p) Entity Conforming (W 0
p (t)) Curl-conforming (W 1

p (t))

1 n λn

e = {i, j} λi gradλj − λj gradλi

2 e = {i, j} λiλj grad (λiλj)

f = {i, j, k} λkλj gradλi, λkλi gradλj

3 e = {i, j} λiλj(λi − λj) grad (λiλj(λi − λj))

f = {i, j, k} λiλjλk grad (λiλjλk)),

λ2
i (λj gradλk − λk gradλj),

λ2
j (λk gradλi − λi gradλk),

λ2
k(λi gradλj − λj gradλi)

t = {i, j, k, l} λiλj(λk gradλl − λk gradλl),

λjλk(λl gradλi − λl gradλi),

λkλl(λi gradλj − λi gradλj)

2.5.3 Conformity

To prove that the proposed finite elements are of class H1(Ω), H(curl; Ω), H(div; Ω)
or L2(Ω), it is sufficient, according to the three lemmas given in Section 2.2.2, to
verify that their basis functions, or the tangential or normal components of their
basis functions, are continuous across the faces of two adjacent elements. First, by
construction, when a degree of freedom is associated with a given geometrical entity
x (node, edge, face or volume), the support supp(x) of the associated basis function
is limited to the elements sharing this geometrical entity. We then have the following
properties for all the basis functions presented in the previous section:
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1. for a basis function associated with a node n, the property is well-known (and
is usually called a patching condition [44]) and can be easily verified;

2. for a basis function associated with an edge e, the value of the function, its tan-
gential or normal component (depending on the class of the element: H1(Ω),
H(curl; Ω) or H(div; Ω)) on a face f ′

(a) is equal to zero if e 6∈ supp(f ′);

(b) depends only, if e ∈ supp(f ′), on the coordinates of the nodes of f ′.

This can be easily shown by examining the individual expressions of the basis
functions or, in a more general way, by considering the expression of the degrees
of freedom (see e.g. [161,163]);

3. for a basis function associated with a face f , the value of the function, its
tangential or normal component on a face f ′

(a) is equal to zero if f 6= f ′;

(b) depends only, if f = f ′, on the coordinates of the nodes of f ′.

This can be verified in the same way as for the basis functions associated with
the edges;

4. for a basis function associated with the volume v, the property is straightfor-
ward, since the support of the function is limited to the element itself (the
function being equal to zero everywhere outside the element).

2.6 Global spaces W i
p(Ω)

2.6.1 Introduction

A finite element mesh M(Ω) of Ω is a tessellation of Ω by volumes of various shapes
(in our case tetrahedra, prisms and hexahedra: see Section D.2), arranged in such a
way that if two of them intersect, they do so along a common face, edge or node, and
never otherwise. We consider all finite element meshes as unstructured, even if they
are generated in a structured way [116]. This implies that the elementary volumes
are defined only by the ordered list of their vertices (which allows the orientation of
all their other geometrical entities) but no predefined ordering is assumed between
any two elementary volumes.

Once a finite element mesh is constructed in Ω, global finite element spa-
ces W i

p(M(Ω)) can be constructed, based on the elementary finite elements
(K, Σ, W i

p(K)) associated with each K ∈ M(Ω). Given a function u defined in

Ω, its interpolant uM(Ω) ∈ W i
p(M(Ω)) is uniquely defined: the restriction uM(Ω)

∣∣
K

belongs to W i
p(K), and, since the finite element is unisolvent, uM(Ω)

∣∣
K

is completely
determined by the values σj(u) (∀σj ∈ Σ) of the degrees of freedom of the function
u.
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To be concise, we will from now on omit the explicit reference to the mesh
whenever this dependence is obvious. We thus simply define the sets of nodes,
edges, faces and elements (volumes) of the mesh M(Ω) as N (Ω), E(Ω), F(Ω) and
V(Ω) (instead of N (M(Ω)), E(M(Ω)), F(M(Ω)) and V(M(Ω))). In the same way,
we simply write W i

p(Ω) instead of W i
p(M(Ω)). It should nevertheless be reminded

that it is always the discretized domain which is considered.

2.6.2 Canonical transformations

All finite elements presented in Section 2.3 were defined locally (i.e. on the reference
elements t, h and p from Figures 2.2, 2.3 and 2.4). In order to construct the global
finite element spaces, we need to assemble the transformed reference elements into
the actual finite element mesh M(Ω).

Let K and K ′ be two domains of respective dimensions dim(K) and dim(K ′).
The system of coordinates defined on K and K ′ is respectively {ui : i =
1, . . . , dim(K)} and {xj : j = 1, . . . , dim(K ′)}. We then consider the differentiable
application φ : K 7→ K ′, mapping K onto K ′ [104, chapter 5]. The definition of this
application amounts to defining a set of dim(K ′) relations

xj = xj(u1, . . . , udim(K)), j = 1, . . . , dim(K ′).

The Jacobian matrix of the transformation, of dimension dim(K)× dim(K ′) is de-
fined as

J(i, j) =
∂xj

∂ui
i.e. J =


∂x1

∂u1 . . . ∂xdim(K′)

∂u1

...
. . .

...
∂x1

∂udim(K) . . . ∂xdim(K′)

∂udim(K)

 . (2.58)

In the case of a regular change of coordinates mapping a reference element K
onto the actual element K ′ in the finite element mesh, the dimension of K and that
of K ′ are identical, e.g. dim(K) = dim(K ′) = 3. The geometrical transformation φ
must fulfill the following conditions:

1. φ is bijective: to each point u in K corresponds one point x of K ′, and
conversely;

2. the nodes of K correspond to the nodes of K ′;

3. each part of ∂K, defined by the nodes on the boundary of K, corresponds to
the part of ∂K ′ defined by the corresponding nodes.

The evaluation of the Jacobian matrix is done numerically, by using the barycentric
functions λk (k = 1, . . . ,N (K)) introduced in Section 2.5.1. Indeed, if xj

k denotes
the jth coordinate of the kth node of the element, we have

xj =

N (K)∑
k=1

xj
kλk,
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and thus

∂xj

∂ui
=

N (K)∑
k=1

xj
k

∂λk

∂ui
.

Since φ is bijective, the Jacobian matrix J is non-singular: its inverse J−1 exists
and corresponds to the application φ∗ mapping K ′ onto K, equivalently defined by
dim(K) relations:

ui = ui(x1, . . . , xdim(K′)), i = 1, . . . , dim(K).

The expression of this inverse is actually never constructed analytically, but obtained
by numerical inversion of (2.58).

It can be shown (see e.g. [109, chapter 2] or [104, chapter 8]) that functions f 0 in
H1(K), f 1 in H(curl; K), f 2 in H(div; K) and f 3 in L2(K) are transformed into

functions f 0′, f 1′, f 2′ and f 3′ respectively, such that

f 0′ = f 0, f 1′ = J−1f 1, f 2′ =
JT

detJ
f 2 and f 3′ =

1

detJ
f 3.

These four rules give the generic relations necessary to transform any function be-
longing to H1(K), H(curl; K), H(div; K) and L2(K), and in particular the basis
functions presented in Section 2.5.

Now, let us consider the case of the trace spaces mentioned in Section 2.3.5. The
tessellation M(Ω) of Ω generates a surface mesh M(Γ) on Γ, onto which the refer-
ence (triangular and quadrangular) two-dimensional elements have to be mapped.
This process is called the parametrization, and its associated non-square Jacobian
matrix (with dim(K) < dim(K ′)) is built exactly in the same way as for the reg-
ular transformations. To “invert” the mapping, we now have to project a space of
dimension dim(K ′) onto a space of dimension dim(K) = dim(K ′) − 1. To achieve
this, a singular value decomposition (SVD) [36,204] is used, which permits to build
a left inverse of the singular parametrization Jacobian matrix.

2.6.3 Discrete mathematical structure

Thanks to the properties of the local spaces defined in Section 2.3, one can show
that the following inclusions also hold for the global spaces defined on the mesh
M(Ω) of Ω:

gradW 0
p (Ω) ⊂ W 1

p (Ω), (2.59)

curlW 1
p (Ω) ⊂ W 2

p (Ω), (2.60)

div W 2
p (Ω) ⊂ W 3

p (Ω). (2.61)

The global spaces W i
p(Ω) (i = 0, . . . , 3) thus constitute a de Rham complex (see Sec-

tion A.2.6) and form a discrete counterpart of the continuous mathematical structure
presented in Section 1.3.1:

W 0
p (Ω)

grad // W 1
p (Ω) curl // W 2

p (Ω) div // W 3
p (Ω) .
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Let us study in greater detail two important subspaces of the curl-conforming dis-
crete space W 1

p (Ω).

2.6.4 Subspaces of W 1
p (Ω)

A field u belonging to W 1
p (Ω) can be written as

u =

dim(W 1
p (Ω))∑

i=1

uis
1,xi
p , (2.62)

where xi represents an edge e ∈ E(Ω), a face f ∈ F(Ω) or an element K ∈ V(Ω). The
basis functions s1,xi

p are linearly independent if they cover the whole space W 1
p (Ω).

However, these functions are too rich to cover only a subspace of W 1
p (Ω), of lower

dimension. In this case they are linearly dependent, and a new basis has to be
constructed. In this section, we consider two important subsets of W 1

p (Ω) which
will be used in Chapter 3: the discrete reduced nullspace and the discrete reduced
complement to the nullspace of the curl operator.

2.6.4.1 Nullspace and reduced nullspace of the curl operator

The discrete reduced nullspace of the curl operator relative to a subdomain ΩC
c of

Ω is defined as

NS1
p(Ω, ΩC

c ) = {u ∈ W 1
p (Ω) : curlu = 0 in ΩC

c }. (2.63)

Let us first construct a basis of NS1
1(Ω, ΩC

c ), i.e. the reduced nullspace for first order
elements. A field u belonging to W 1

1 (Ω) can be expressed as

u =
∑

e∈E(Ω)

ues
1,e
1 , (2.64)

since all the degrees of freedom for first order curl-conforming elements are associated
with the edges of the mesh (see Section 2.4). Splitting the edges of the mesh into the
two complementary sets E(Ωc)−E(∂Ωc) (which contains all the interior edges of the
mesh of Ωc) and E(ΩC

c ) (which contains all the edges of the mesh of ΩC
c , including

the edges on its boundary), (2.64) can be rewritten as

u =
∑

e∈E(Ωc)−E(∂Ωc)

ues
1,e
1 +

∑
e∈E(ΩC

c )

ues
1,e
1 . (2.65)

But if u belongs to NS1
p(Ω, ΩC

c ), curlu = 0 in ΩC
c , and u can thus be derived from

a scalar potential v in ΩC
c such that u = −grad v. Thanks to the definition (2.46)

of the degrees of freedom for first order curl-conforming elements, it follows that

ue =

∫
e

u · dl =

∫
e

−grad v · dl = v
∣∣
i
− v

∣∣
j
, (2.66)
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where e = {i, j} is the edge joining the nodes i and j. The expression (2.65) then
becomes

u =
∑

e∈E(Ωc)−E(∂Ωc)

ues
1,e
1 +

∑
n∈NΩC

c

vn

( ∑
{n,k}∈E(ΩC

c )

s
1,{n,k}
1

)
. (2.67)

In the second term of this expression, a summation is performed for all the curl-
conforming basis functions associated with the edges incident to the node n. It can
be shown that for the interior nodes of ΩC

c one has∑
{n,k}∈E(ΩC

c )

s
1,{n,k}
1 = −grad s0,n

1 , (2.68)

so that the discrete field is simply expressed inside ΩC
c through the gradient of

the conforming basis functions associated with the nodes, i.e. s0,n
1 [19, 217]. Two

problems however remain:

1. if ΩC
c is topologically non-trivial, the expression (2.67) lacks the explicit defini-

tion of the discontinuities of the field v across the l cutting surfaces. We have
seen in Section 1.3.1 that a basis for the subspace H1(ΩC

c ) (whose dimension
is equal to the number of cutting surfaces Σi, i = 1, . . . , l) consists of l basis
functions qi, i = 1, . . . , l, which present a unit discontinuity across the cuts Σi

(with qi

∣∣
Σ+

i
= 1 and qi

∣∣
Σ−

i
= 0);

2. (2.67) also lacks the definition of the discontinuities of the potential that may
result from the abstraction of thin regions from Ω.

For this purpose, let us split the potential v as follows:

v = vc + vl + vd = vc +
l∑

i=1

vl,i +
t∑

i=1

vd,i, (2.69)

where vc is continuous in ΩC
c , vl,i is discontinuous across the cutting surface Σi, and

vd,i is discontinuous across the surface Γt,i. The discrete form of the discontinuous
fields vl,i or vd,i is constructed by restricting their support to layers of elements
adjacent to the “+” side of the surfaces Σi or Γt,i, to which are added the elements
of Ωc which touch this layer by at least one edge e such that e ∈ E(ΩC

c ) and e 6∈ E(Σi)
or e 6∈ E(Γt,i). These layers are called transition layers and are denoted by supp(vl,i)
and supp(vd,i) respectively. In the general case, (2.67) can thus be expressed as

u =
∑

e∈E(Ωc)−E(∂Ωc)

ues
1,e
1 +

∑
n∈N (ΩC

c )

vc,n fc,n+
l∑

i=1

(
Ii

∑
n∈N (Σi)

fl,n

)
+

t∑
i=1

( ∑
n∈N (Γt,i)

vd,i fd,n

)
,

(2.70)
with

fc,n =
∑

{n,k}∈E(ΩC
c )

s
1,{n,k}
1 , fl,n =


∑

{n,k}∈E(ΩC
c ),k 6∈N (Σi)

s
1,{n,k}
1 in supp(vl,i)

0 otherwise

,
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and

fd,n =


∑

{n,k}∈E(ΩC
c )

s
1,{n,k}
1 in supp(vd,i)

0 otherwise

.

The apparent complexity of this decomposition should not mask its meaning: the
last three terms of (2.70) simply represent the gradients of the three components of
the potential v and can thus be rewritten, in ΩC

c , in terms of gradients of conforming
(nodal) basis functions.

If ΩC
c = Ω, the reduced nullspace NS1

1(Ω, ΩC
c ) comes down to the nullspace

NS1
1(Ω) of the curl operator. The field u can then be derived from a scalar potential

v everywhere in Ω, and this potential can simply be discretized (with the same
notations and under the same hypotheses as above) as

v =
∑

n∈N (Ω)

vc,i s
0,n
1 +

l∑
i=1

(
Ii

∑
n∈N (Σi)

gl,n

)
+

t∑
i=1

( ∑
n∈N (Γt,i)

vd,i gd,n

)
, (2.71)

with

gl,n =

{
s0,n
1 in supp(vl,i)
0 otherwise

and gd,n =

{
s0,n
1 in supp(vd,i)
0 otherwise

.

Thanks to the hierarchical bases defined in Section 2.5, the generalization of
the previous developments to finite elements of order p > 1 is relatively straight-
forward. For each high order conforming basis function there is a corresponding
curl-conforming basis function which is its gradient. Therefore, it is only necessary
to set the coefficient vc,i of the conforming basis function equal to the negative (since
u = −grad v) of the corresponding curl-conforming basis function. In addition, on
each face f ∈ F(∂Ωc), each basis function which is not a gradient of a conforming
basis function is eliminated by setting its associated coefficient to zero.

2.6.4.2 Orthogonal complement and reduced orthogonal complement to
the nullspace of the curl operator

Let us assume that a field w ∈ W 2
p (Ω) is derived from the potential u ∈ W 1

p (Ω)
through the relation

w = curlu. (2.72)

Since div w = 0, w belongs to NS2
p(Ω), the nullspace of the divergence operator. If

the dimension of the discrete nullspace of the curl operator is different from zero, a
whole class of fields u verifying (2.72) exist, and the system matrix resulting from
the discretization of the curl-curl operator is singular [5].

In the case of a topologically simple domain, the de Rham diagram in Figure 2.1
suggests that the selection of a unique representative of the field u (a procedure
that is usually called gauging [126]) may be done by restricting the space W 1

p (Ω)

to the discrete orthogonal complement S1
p(Ω) to the nullspace NS1

p(Ω). When this
restriction is only applied in a subdomain ΩC

c of Ω (i.e. when other conditions permit
to ensure the unicity of u in Ωc = Ω−ΩC

c ), the gauging process amounts to finding
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u ∈ S1
p(Ω, ΩC

c ), where S1
p(Ω, ΩC

c ) is called the reduced orthogonal complement to
the nullspace of the curl operator relative to the subdomain ΩC

c of Ω. Let us first
construct S1

1 (Ω, ΩC
c ), i.e. the reduced orthogonal complement to the nullspace for

first order curl-conforming elements. It was first demonstrated in [4] that in this
case the singularity of the system matrix is intimately related to the graph structure
of the finite element mesh. Specifically, a tree co-tree decomposition of the edges
of the finite element mesh was shown to sort edge variables into dependent and
independent degrees of freedom. The tree (or, more accurately, the spanning tree)
involved in this decomposition is defined as a connected subset of the edges in the
mesh that visit every node, but contains no closed loops. The co-tree is defined
as the complement of the tree. It can be shown [4, 215] that the basis functions
associated with the edges of the tree span the nullspace of the curl operator, while
the basis functions of the co-tree span its orthogonal complement (i.e. its range

after application of the curl operator). If Ẽ(ΩC
c ) represents the set of edges of a

tree constructed in ΩC
c , the reduced orthogonal complement to the nullspace of first

order curl-conforming elements can thus be characterized as

S1
1 (Ω, ΩC

c ) = {u ∈ W 1
1 (Ω) : ue = 0,∀e ∈ Ẽ(ΩC

c )}, (2.73)

where ue is the coefficient of the basis function associated with the edge e. It is
important to point out that the tree should be constrained on the boundary of
ΩC

c [58]:

1. on a surface where an essential boundary condition is applied (i.e. n×u
∣∣
Γe

= 0

or n × u
∣∣
Γh

= 0), the basis functions have to be linearly independent, which
can be achieved if the tree is complete on the surface. In practice, the tree
thus has to be first generated on such a surface before being extended into
the volume ΩC

c . If the surface is topologically trivial, the essential boundary
condition then comes down to setting to zero all the coefficients of the basis
functions associated with the edges of the surface;

2. the tree should not contain any edge of the surface mesh of the boundary
between Ωc and ΩC

c (but one edge of the tree has contain one node of the
surface mesh). Indeed, if u is uniquely defined in Ωc, it is also uniquely defined
on its boundary by continuity (only its tangential component is continuous
across ∂Ωc) and no condition should be imposed on the coefficients of the
basis functions associated with the edges of ∂Ωc.

An algorithm for the construction of such a tree can be found in e.g. [105]. Let
us now explicitly write the discrete expression of a field u belonging to the reduced
orthogonal complement to the nullspace of the curl operator relative to a subdomain
ΩC

c of Ω. For the sake of generality, we consider, as in the previous section, that the
tangential component of the field u may be discontinuous across the surfaces Γt,i,
i = 1, . . . , t. It is thus convenient to decompose u as

u = uc + ud = uc +
t∑

i=1

ud,i, (2.74)
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where uc is curl-conforming in ΩC
c and the tangential component of ud,i is discon-

tinuous across the surface Γt,i, and we can write:

u =
∑

e∈E(Ωc)

uc,e s1,e
1 +

∑
e∈E(ΩC

c )−E(∂Ωc)−eE(ΩC
c )

uc,e s1,e
1 +

t∑
i=1

( ∑
e∈E(Γt,i)

ud,e fd,e

)
, (2.75)

with

fd,e =

{
s1,e
1 in supp(ud,i)
0 otherwise

, (2.76)

where supp(ud,i) is the layer of elements of ΩC
c adjacent to Γ+

t,i.

When Ωc = ∅ (i.e. ΩC
c = Ω), S1

p(Ω, ΩC
c ) comes down to S1

p(Ω). The field u can
simply be expressed as

u =
∑

e∈E(Ω)−eE(Ω)

uc,e s1,e
1 +

t∑
i=1

( ∑
e∈E(Γt,i)

ud,e fd,e

)
. (2.77)

Contrary to the basis functions of W 1
1 (Ω), the basis functions added hierarchically

to span the spaces W 1
p (Ω), p > 1, can be separated into basis functions of NS1

p(Ω)	
NS1

1(Ω) and S1
p(Ω) 	 S1

1 (Ω) (see Section 2.5.2.2). The generalization of the tree
co-tree gauging procedure to finite elements of order p > 1 is thus straightforward:
it amounts to setting to zero the coefficients of all the basis functions spanning
NS1

p(Ω) 	 NS1
1(Ω), p > 1, i.e. the coefficients of all the basis functions which are

the gradient of a corresponding conforming basis function. This process is notably
simpler than with other (non-hierarchical) high order curl-conforming elements (see
e.g. [147]).

When the domain on which the gauge condition has to be applied is not topo-
logically simple, the simple spanning tree technique mentioned above will not work
satisfactorily, since there are curl-free fields which are not gradients (see e.g. Fig-
ure 1.7). Results from the theory of homology (which largely exceed the scope of
this work) can then show that, if l loops exist in the domain, one should add to the
tree l edges of the co-tree, for which the circuits they close surround the loops. The
augmented tree constructed in this way is sometimes called a belted tree [19,126].

It should finally be noted that, if a conjugate gradient-like algorithm is used for
solving the system of equations, it is possible to leave the space W 1

p (Ω) non-gauged
under certain conditions. The selection of one field u among all its representatives
is then implicitly achieved by the iterative algorithm [182,183].

2.7 Optimization of the global spaces

In the previous sections we presented a method to generate discrete approximation
spaces for H1(Ω), H(curl; Ω), H(div; Ω) and L2(Ω). The question is now: how
should these spaces be actually constructed, or modified, in order to fulfill some
prescribed quality constraints for the discretized fields? In this section we apply
three classical optimization schemes to the discrete spaces W i

p(Ω) so as to meet
these requirements.
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2.7.1 Generalities

The error committed on the solutions of the formulations that will be presented in
Chapter 3 can be split into:

1. the error in the continuous models, resulting from the hypotheses under which
the integro-differential equations describing the models are valid, and in partic-
ular the hypotheses which lead to the construction of the constitutive equations
(see Section 1.1);

2. the error in the discretization of the continuous model, resulting from the finite
dimension of the finite element spaces used to approximate the continuous
function spaces (of infinite dimension) to which the solutions of the continuous
models belong. This discretization error can be split up into:

(a) the error made in discretizing the geometry (the problem is solved on an
idealized geometry, meshed with a finite number of elementary elements);

(b) the error made in discretizing the fields (the fields are locally approxi-
mated by polynomials of finite order).

The adaptation process aims at foreseeing and controlling the second type of
error (the discretization error). This process is only possible if [165]:

1. the asymptotic error convergence is known;

2. an approximation of the discretization error is available.

Eventually, the goal of the adaptation process is to generate the best possible
discrete function space, with either the dimension of the function space or the dis-
cretization error constrained to a certain value. Among the methods to perform
adaptation, we combine the modification of the order of the polynomial interpo-
lation (p-refinement) and the modification of the size of the geometrical elements
paving the domain (h-refinement). Both modifications can be either global or local,
the latter case leading to a so-called adaptive refinement. These techniques have
been widespread in the domain of finite element computations for more than twenty
years (see for example [7,8]) and are applied here to the whole range of mixed finite
elements built on tetrahedra, hexahedra and prisms.

Note that the computation of lower and upper bounds for the convergence of p-
and hp-methods in three dimensions is still an ongoing work [6]. Notably, while we
are only concerned with the estimation of the global error (in some energy norm)
committed on the solution of our discretization schemes, local error estimates can
also be obtained, at least for static problems [97,2, 3].

2.7.2 Local and global errors

Let u and u′ be the exact and the approximate solutions on Ω of a given problem.
The elementary error ei in the geometrical element Ki ⊂ Ω of the mesh and the global
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error e are defined as L2(Ω)-norms (cf. Section A.2.3) of the differences between the
computed and the exact fields:

e2
i = (u′ − u, u′ − u)Ki

and e2 = (u′ − u, u′ − u)Ω.

Introducing
n2 = (u′ + u, u′ + u)Ω,

we define the relative elementary error contribution εi and the global relative error
ε as

ε2
i = e2

i /n
2 and ε2 = e2/n2 =

NV∑
i=1

ε2
i , (2.78)

where NV = dim(V(Ω)) is the number of elements in the mesh M(Ω) of Ω. (These
definitions can be easily generalized when the problem leads to the computation of
several independent fields, for example by considering the elementary error as the
maximum of all elementary errors on the different solutions [176].)

2.7.3 Error convergence

If we define the size hi of the geometrical element Ki as the length of its longest
edge (this is an upper bound for all other measures of the size of an element, e.g.
the radius of the circumsphere, and thus well suited for adaptation), the asymptotic
convergence rate (in the L2(Ω)-norm) of the elementary error in an elliptic problem
is [165]

εi = O
( 1

pi

h
min(pi,γ)
i

)
, (2.79)

where pi is the order of the local function space and γ depends on the smoothness
of the solution. When the solution exhibits no singularities (neither geometrical nor
in the source fields), or when the mesh is constructed so that the elementary error
is uniformly distributed on all elements, the convergence rate becomes independent
of the singularities:

εi = O
( 1

pi

hpi

i

)
. (2.80)

2.7.4 Error estimates

The common denominator of all a posteriori error estimators is the extrapolation
of the exact solution of the problem from the computed solution (we do not use a
priori error estimates, which are based on the nature and the physical behavior of the
problem, to guess before any computation where the error will be important). The
way to approximate this exact solution differentiates the various error estimators.

The development of the dual formulations that will be presented in Chapter 3
permits to take advantage of the conformity of the solution of each formulation on
either side of the Tonti diagram to estimate the error through the non-fulfillment of
the constitutive relation by the couple formed by the primal and dual solution [193,
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194, 138, 179, 177]. For the three constitutive relations (1.8), (1.10) and (1.12), the
error in the constitutive relations is defined as

eσ
i =

1

2
‖j − σe‖Ki

, eε
i =

1

2
‖d− εe‖Ki

and eµ
i =

1

2
‖b− µh‖Ki

.

Taking 1
2
(j +σe) , 1

2
(d+ εe) and 1

2
(b+µh) respectively as the approximation of the

exact solutions, the elementary errors coincide with the errors in the constitutive
relations, and, from (2.78), the relative errors can be written as

εσ
i =

‖j − σe‖Ki

‖j + σe‖Ω

, εε
i =

‖d− εe‖Ki

‖d + εe‖Ω

and εµ
i =

‖b− µh‖Ki

‖b + µh‖Ω

.

The major advantage of this technique is that, thanks to the hypercircle theorem,
upper bounds to the exact error can be derived provided that the error functional is
separable [194,193,176,93]1. The main disadvantage is the computational cost, since
both dual formulations have to be solved. We developed a projection-reconstruction
technique in [180] to avoid the resolution of both formulations: the main idea is to
reconstruct, from the finite element solution of a primal formulation, a field belong-
ing to the space of the dual finite element formulation (this technique thus combines
the estimation of the error due to a lack of fulfillment of the constitutive relation
and the evaluation of numerical discontinuities at interfaces). Similar approaches
can be found in [148,19].

In order to focus on the properties of the dual formulations (without introduc-
ing additional approximations due to the projection-reconstruction operator), we
will stick to the complete resolution of the dual formulations in all the applica-
tions of Chapter 4. It should nevertheless be noticed that the adaptation proce-
dures described in the next section can also be used with any error estimator (as
for example, error estimators based on the lack of fulfillment of the weakly solved
equation [172, 92, 144, 7, 165], where the error is computed thanks to the evalua-
tion of numerical discontinuities at interfaces, or error estimators based on solution
smoothing, which consider the smoothed field as a better approximation of the exact
solution [228]).

2.7.5 Adaptation schemes

2.7.5.1 Optimality

Let M(Ω) and M′(Ω) be the initial and the adapted mesh of Ω. If hi and pi are
the size and order of the element (Ki, Σ, S) of M(Ω), we define h′i and p′i as the
target size and order of all elements of M′(Ω) whose barycenters belong to Ki. If NV
represents the number of elements of the initial mesh M(Ω), the number of elements

1Even if the error functional is not separable (e.g. for dissipative systems), the method appears
to be nevertheless asymptotically valid, i.e. valid as soon as the mesh size is sufficiently small. In
practice, the framing of the exact solution by the solutions of the dual formulations is thus exper-
imentally verified as soon as the mesh size is compatible with the skin depth and the wavelength
of the problem.
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NV
′ of the adapted mesh M′(Ω) is thus approximatively given by (we consider only

the three-dimensional case)

NV
′ =

NV∑
i=1

(hi/h
′
i)

3. (2.81)

From Tables 2.1, 2.2 and 2.3, we know that the size of the local function spaces
behave like O(p3) for W 0

p (K), W 1
p (K), W 2

p (K) and W 3
p (K). We can thus estimate

the worst asymptotic behavior of the number of unknowns in the adapted mesh as

I ′ = O
( NV∑

i=1

p′i
3
NV

′
)

= O
( NV∑

i=1

p′i
3
(hi/h

′
i)

3
)
.

Using (2.80), the modification of the elementary error between the initial and
adapted mesh can be written as

εi

ε′i
=

p′i hi
pi

pi h′i
p′i

,

which leads by (2.78) to the following expression for the global error in the adapted
mesh:

ε′
2

=

NV∑
i=1

ε2
i

p2
i h′i

2p′i

p′i
2 h2pi

i

.

We then define the optimality property as the minimization of the number of
unknowns, while respecting a prescribed global error ε0:

min
h′i,p

′
i

NV∑
i=1

p′i
3
(hi/h

′
i)

3 with ε2
0 =

NV∑
i=1

ε2
i

p2
i h′i

2p′i

p′i
2 h2pi

i

. (2.82)

Note that the optimality property could also be stated the other way around, i.e.
minimizing the global error while the number of unknowns is limited to an imposed
value [176].

Three mesh adaptation strategies are considered: h-, p- and hp-refinement, where
the sizes of the elements, their orders, or both their sizes and orders are locally
modified in order to produce adapted meshes.

2.7.5.2 h-adaptation

Since only the elementary sizes are modified (hence, p′i = pi, i = 1, . . . , NV), the
introduction of a Lagrange multiplier λ permits to reformulate the constraint opti-
mization problem (2.82) into the minimization of the functional

Lh =

NV∑
i=1

qi + λ
( NV∑

i=1

ε2
i q

2pi/3
i − ε2

0

)
, (2.83)
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where we posed qi = (hi/h
′
i)

3. The extremality condition ∂qi
Lh = 0 then leads to

qi = (2λpiε
2
i /3)3/(3+2pi), (2.84)

and the value of the Lagrange multiplier is obtained by solving (for example by
means of the golden section technique [170]) the nonlinear equation in λ obtained
by introducing (2.84) into (2.83). It can be easily verified that this optimum cor-
responds to a uniform distribution of the error across the elements, thus making
(2.80) hold. Once the Lagrange multiplier is determined, the elementary sizes in
the adapted mesh can be deduced from (2.84) (with qi = (hi/h

′
i)

3) and be used to
provide the characteristic length field [33,179] in the form of a background mesh to
an automatic mesh generator. The mesh generator can either perform a (partial or
complete) remeshing (see Section D.2), which is the technique we use in Chapter 4,
or simply subdivide the elements of the initial mesh into smaller elements. If this
second technique is the faster, it however exhibits some disadvantages when used
with unstructured meshes:

1. the size of an element in the initial mesh is at least twice the size of an ele-
ment in the adapted mesh if no relocalization of the nodes is performed (the
remeshing technique allows greater smoothness of the adapted mesh);

2. the derefinement (i.e. local augmentation of the size) is cumbersome to imple-
ment, since the meshes have to fulfill the conditions for finite element meshes
given in Section 2.6.1;

3. simple subdivision algorithms (which are not coupled with the geometri-
cal model) do not enhance the geometrical description (e.g. the respect of
the curved boundaries) when the mesh is refined, and introduce artificial
anisotropy in the mesh.

2.7.5.3 p-adaptation

In the case of a p-adaptation, only the elementary orders are modified (hence,
h′i = hi, i = 1, . . . , NV). The introduction of a Lagrange multiplier λ permits to
reformulate a simplified version of the constraint optimization problem (2.82) into
the minimization of the functional

Lp =

NV∑
i=1

qi − λ
( NV∑

i=1

ε2
i h

−2qi/3
i − ε2

0

)
, (2.85)

where we posed qi = (p′i − pi)
3. The extremality condition ∂qi

Lh = 0 then leads to

qi = −3 log(2λ log hiε
2
i )/(2 log hi), (2.86)

and the value of the Lagrange multiplier is obtained by solving the nonlinear equa-
tion in λ obtained by introducing (2.86) into (2.85). Once the Lagrange multiplier
is determined, the elementary orders in the adapted mesh can be computed through
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(2.86) (with qi = (hi/h
′
i)

3). The advantage of the p-refinement is of course that the
geometrical elements do not need to be modified. Three main disadvantages should
be pointed out:

1. the convergence of the p-refinement dramatically depends on the smoothness
of the solution (see (2.79)). Thus, the solution we advocate is to combine h-
and p-refinements, as explained in the next section;

2. the elementary orders cannot vary continuously, so the actual values of p′i are
chosen as the integer values directly superior to the computed ones;

3. high interpolation orders lead to elevated bandwidths in the system matrix.

2.7.5.4 hp-adaptation

The combination of h- and p-adaptations leads to the so-called hp-method. The
strategy we consider is uncoupled [165,178]:

1. the problem is first solved on the initial mesh M(Ω);

2. an h-adapted mesh M′(Ω) is created with a global error constraint ε′ = αε′′,
where α > 1 and ε′′ is the desired final global error;

3. the problem is solved on M′(Ω);

4. a p-adapted mesh M′′(Ω) is created with the error constraint ε′′. Since the
error is uniformly distributed on M′(Ω), the p-adaptation should lead to the
ideal convergence rate (2.80);

5. the final solution is then computed on M′′(Ω).

The main disadvantage lies of course in the additional computation in comparison
with one step adaptation techniques (for example presented in [228], where the
h-refinement is followed by a uniform augmentation of the interpolation order).
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Chapter 3

Hybrid Formulations

3.1 Introduction

In Chapter 1, we fitted the continuous electromagnetic field problems (magnetostat-
ics, magnetodynamics and electromagnetic propagation problems) inside Maxwell’s
house: a diagram made of two dual de Rham complexes, put into relation by the
constitutive laws. In Chapter 2, a way to approximate each de Rham complex by dis-
crete subspaces was proposed. The resulting spaces were called W i

p(Ω), i = 0, . . . , 3,
and were piece-wise defined on a finite element mesh M(Ω) of the domain Ω, thus
deserving the name of finite element spaces. It is now time to express the continuous
electromagnetic problems in forms (called the continuous formulations) suitable for
their discretization thanks to these finite element spaces.

Two approaches will be considered to build these continuous formulations, which
can both be interpreted as particular cases of the general weighted residual method.
The first approach rests on the use of the adjoints of the differential operators to build
weak formulations (see Section A.3). This approach leads in a natural way to the
Galerkin method [120], which we will use as our favorite discretization scheme. As
an immediate consequence of the use of the adjoint operators, the Galerkin approach
is dependent on inner products. The second approach is based on the definition of
left inverses for the considered operators. It leads to what will be called the de
Rham (or collocation) method. When dealing with purely differential equations,
the de Rham method directly maps the first order equations of the physical models
to systems of algebraic equations. Disguised as a finite volume scheme, this is the
gist of the finite integration technique (FIT) [219] and constitutes a generalization
of finite difference techniques to non-orthogonal meshes [24,150]. One advantage of
the de Rham method is that the inner product dependent and purely topological
operations are clearly uncoupled. Starting directly in integral form with global
quantities like circulations or fluxes, a variant of the de Rham method expressing
the equations directly at the discrete level (without any notion of partial differential
equations or function spaces) is favored by Tonti [210].

Indeed, the Galerkin and the de Rham approaches are tightly related to each
other. It has been shown in [208, 111] that, in the case of partial differential equa-

59
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tions, the Galerkin and de Rham methods lead to identical mass matrices at the
discrete level, provided that Whitney forms are used for the discretization and that
a suitable discretization of the Hodge operator (see Section A.1) is selected. It
should nevertheless be noted that, while the formal connection with the de Rham
map is rather new, the reinterpretation of the finite element methods by circuit-like
relations has already been at the heart of the rediscovery of the Whitney forms for fi-
nite element computations (see [14] and the historical comments in the introduction
of [19]). Many other authors have also worked on such interpretations [210,208,42].

Since the use of both Galerkin and de Rham methods is widespread in the case
of purely differential equations, we will not go into too many details while estab-
lishing the weak formulations (i.e. suitable for the Galerkin method) of the model
problems defined in Chapter 1, and we will only give references on how to achieve
comparable results with the de Rham method. More interesting is the case of the
integral parts of the models: if Galerkin approaches are also widely used in this case,
de Rham methods are most of the time reduced to their simplest expression—nodal
collocation (see e.g. [28,187]). Though, when dealing with integral operators, there
is no reason why the benefits of mixed finite elements should not be exploited as
well. Appendix C presents the general background of the hybrid formulations estab-
lished in this chapter as well as the different discretization alternatives. The results
outlined in this chapter permit to justify the expression of the integral operators in
terms of equivalent sources and the choice of the discretization strategies of these
sources (in particular the necessity to rely on a dual mesh when using the de Rham
method). To the best of our knowledge, no work has been carried out in this di-
rection, although some fundamental ideas have already been alluded to by Bossavit
in [18, p. 77].

In this chapter, two sets of dual formulations are constructed. First, the clas-
sical weak formulations are re-established, conforming either in the magnetic field
(h-conforming) or in the magnetic flux density (b-conforming). New formulations
adapted to the discretization of thin conducting and magnetic structures are then
derived. While the literature dealing with this kind of approximation is abundant
(see e.g. [196, 197, 136, 99, 152, 185, 11]), we present a fully dual approach for the
construction of the continuous formulations based on an appropriate treatment of
the surface terms arising in the weak formulations. Contrary to the approach pre-
sented for example in [185], all approximations are thus introduced at the continuous
level, before any discretization. And contrary to the approaches favored for exam-
ple in [134,196,197], no stream function for the current has to be introduced, since
we directly work with the traces of the electromagnetic fields or potentials on the
boundary of the thin structures. The coupling between the local electromagnetic
quantities and the global current and voltages is then presented for each set of
formulations, and particular attention is given to an original treatment of massive,
stranded and foil winding inductors. A method to compute the source fields involved
in the magnetic field conforming formulations is introduced as well. The coupling
of the continuous formulations with integral equations is eventually presented.

The developments made in this chapter are mainly based on the work by Bossavit
and Vérité for the h-conforming formulations [25, 26] and on the work by Ren and
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coauthors for the b-conforming formulations [186,191,192]. Most original contribu-
tions of this chapter have been published separately in [82,83,52,57,49,86].

3.2 Magnetic field conforming formulations

3.2.1 Magnetodynamics

3.2.1.1 Generalities

Let us first consider the magnetodynamic problem defined in Section 1.4.2 (the
magnetostatic case will be treated as a particularization of the results presented in
this section). We thus want to solve (1.50) together with the constitutive relations
(1.12) and (1.8). We start by writing a weak form (see Section A.3) of Faraday’s
law (1.50a), i.e.

∂t(b, h′)Ω + (e, curlh′)Ω + 〈n× e, h′〉Γe = 0, ∀h′ ∈ H0
h(curl; Ω), (3.1)

where the field h′ ∈ H0
h(curl; Ω) is a field of test functions independent of time

(see Section 1.3.2 for the definition of the function spaces). In order to satisfy the
upper part of the Tonti diagram (1.55) (i.e. Ampère’s law) in a strong sense, we first
introduce the magnetic constitutive relation (1.12) in the weak form (3.1) to obtain

∂t(µh, h′)Ω + (e, curlh′)Ω + 〈n× e, h′〉Γe = 0, ∀h′ ∈ H0
h(curl; Ω). (3.2)

Combining the electric constitutive relation (1.8) with Ampère’s law (1.50b), we
have curlh = j = σ−1e in Ωc, and thus

∂t(µh, h′)Ω + (σ−1curlh, curlh′)Ωc + (e, curlh′)ΩC
c

+ 〈n× e, h′〉Γe = 0,

∀h′ ∈ H0
h(curl; Ω). (3.3)

As has been seen in Section 1.2.2.2, the constraint j = js on the current density
in the (stranded) inductors Ωs leads to the definition of a source magnetic field hs

that fulfills (1.22). Let us explicitly introduce hs in the expression of the magnetic
field h thanks to (1.51), i.e.:

h = hs + hr. (3.4)

Since
curlh = js in Ωs and curlh = 0 in ΩC

c − Ωs, (3.5)

we have
curlhr = 0 in ΩC

c . (3.6)

The field hr, called the reaction magnetic field, is the unknown of our problem. The
test field h′ appearing in the weak form (3.2) may thus be chosen in a subspace
of H0

h(curl; Ω) for which curlh′
r = 0 in ΩC

c , with h′ = h′
s + h′

r. This causes the
cancellation of the third term of (3.3), and the weak form (3.3) can thus be rewritten
as

∂t(µh, h′)Ω + (σ−1curlh, curlh′)Ωc + (σ−1js, curlh′)Ωs + 〈n× e, h′〉Γe = 0,
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∀h′ ∈ H0
h(curl; Ω) with curlh′

r = 0 in ΩC
c and h′ = h′

s + h′
r. (3.7)

It should be noticed that this formulation of the magnetodynamic problem does
not permit to determine the electric field e in the non-conducting regions ΩC

c . The
trace of the electric field n × e is subject to a natural boundary condition on the
boundaries Γe of the domain Ω (more precisely, of the domain obtained after the
removal of the thin regions; cf. Section 1.2.2.4). This condition can take various
forms:

1. the trace of the electric field can be locally specified. In particular, this is the
case for a homogeneous Neumann boundary condition imposing a symmetry
condition of “perpendicular current” or “zero magnetic flux” (since n×e

∣∣
Γe

=

0 implies n · b
∣∣
Γe

= 0);

2. the trace of the electric field can appear in local implicit boundary conditions,
such as the conditions established for the treatment of thin structures. This
is developed in Section 3.2.1.2;

3. the trace can be a field for which only associated global quantities are known
(i.e. functional of n× e). This is developed in Sections 3.2.1.3 and 3.2.1.4 for
the treatment of massive, stranded and foil winding inductors;

4. the traces can appear in the definition of an integral operator. In that case they
constitute local unknowns of the problem. This is developed in Section 3.2.1.5.

3.2.1.2 Thin conducting and magnetic structures

Across conducting and/or magnetic thin structures, the tangential magnetic field is
discontinuous (see Section 1.2.2.1). We thus decompose h as follows:

h = hc + hd, (3.8)

where the tangential components hc,t and hd,t of hc and hd are continuous and
discontinuous across the thin structures Ωt respectively. To simplify further devel-
opments, we assume that hd is equal to zero on the side Γ−t of the thin structure.
Performing the cross product of nt by (1.20) and developing (1.21), we obtain

nt × e
∣∣
Γ+

t
+ nt × e

∣∣
Γ−t

= −(σβ)−1 hd,t , (3.9)

nt × e
∣∣
Γ+

t
− nt × e

∣∣
Γ−t

= −∂t

(
µβ (2hc,t + hd,t)

)
, (3.10)

which can be solved for nt × e
∣∣
Γ+

t
and nt × e

∣∣
Γ−t

to give

nt × e
∣∣
Γ+

t
=

1

2

[
− ∂t

(
µβ (2hc,t + hd,t)

)
− 1

σβ
hd,t

]
, (3.11)

nt × e
∣∣
Γ−t

=
1

2

[
∂t

(
µβ (2hc,t + hd,t)

)
− 1

σβ
hd,t

]
. (3.12)
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As explained in Section 1.2.2.4, the thin regions Ωt can then be removed from the
domain Ω. If we rewrite the formulation (3.7) for the resulting transformed domain,
the boundary Γe now contains the boundary of the thin regions Ωt, i.e. Γ+

t ∪Γ−t ∪Γ=
t

(see Figure 1.3). Thanks to the hypothesis made in Section 1.2.2.1, Γ+
t ∪ Γ−t ∪ Γ=

t

can then be replaced by a single thin region Γt, and the corresponding part of the
surface term in (3.7) successively becomes, using (3.11) and (3.12):

〈n× e, h′〉Γ+
t ∪Γ−t ∪Γ=

t
= −〈nt × e, h′〉Γ+

t
+ 〈nt × e, h′〉Γ−t

= −〈1
2

[
− ∂t

(
µβ (2hc,t + hd,t)

)
− 1

σβ
hd,t

]
, h′

c + h′
d〉Γt

+〈1
2

[
∂t

(
µβ (2hc,t + hd,t)

)
− 1

σβ
hd,t

]
, h′

c〉Γt . (3.13)

The magnetic field conforming magnetodynamic formulation (3.7) then becomes

∂t(µh, h′)Ω + (σ−1curlh, curlh′)Ωc + (σ−1js, curlh′)Ωs + 〈n× e, h′〉Γe−Γt

+2 ∂t〈µβ hc,t, h
′
c〉Γt + ∂t〈µβ hd,t, h

′
c〉Γt + ∂t〈µβ hc,t, h

′
d〉Γt

+
1

2
∂t〈µβ hd,t, h

′
d〉Γt +

1

2
〈 1

σβ
hd,t, h

′
d〉Γt = 0,

∀h′ ∈ H0
h(curl; Ω) with curlh′

r = 0 in ΩC
c and h′ = h′

s + h′
r. (3.14)

The magnetic field h has been decomposed in (3.4) into a reaction field hr and
a source field hs. In the non-conducting regions ΩC

c , the reaction field hr can be
derived from a scalar potential φ such that hr = −gradφ (see also Section 1.4.2).
This derivation is only valid if l cutting surfaces Σi, i = 1, . . . , l are defined in ΩC

c

(see Section 1.2.1). In order to express the constraints associated with these cuts
(as seen in Section 1.3.1) and the discontinuity of the tangential component of the
magnetic field across the thin structures (cf. (3.8)), we decompose the magnetic
scalar potential φ into three parts:

φ = φc + φl + φd, (3.15)

where φc is continuous in ΩC
c , where φl is discontinuous across the cutting surfaces Σi,

and where φd is discontinuous across the set of thin structures Γt. The introduction
of this potential φ in the non-conducting regions and its coupling with the magnetic
field h in the conducting regions is made in the discrete form of the formulation
(see Section 3.2.3). At the continuous level, it is already interesting to note that, as
seen in Section 1.3.1, the discontinuities of φl are constant on each cut and can be
written as

φl =
l∑

i=1

Iiqi, (3.16)

where Ii is the value associated with the cut Σi and where qi is the ith basis function
of H1(ΩC

c ), exhibiting a unit discontinuity across Σi.

One should also remark that the formulation (3.14) does not make any use of cur-
rent stream functions [196,197]. The treatment of topologically non-trivial domains
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is handled in a natural way by considering the cuts on Γt as the traces of the cuts in
Ω (this technique was already favored in [134]). As mentioned in the introduction
of this chapter, the preceding developments were carried out while building a weak
formulation suitable for a Galerkin-type discretization. They could of course also
be expressed without the use of adjoint operators (see e.g. [208] or [34] for direc-
tions on how to do this in the case of magnetostatic or magnetodynamic problems
respectively).

3.2.1.3 Currents as strong global quantities

In weak h-conforming formulations, the total electric current flowing in a conductor
is a global quantity directly obtained from the magnetic field h, with (1.50b) and
(1.24b) or (1.25b). The current is said to be expressed in a strong sense in contrast
with the associated voltage being only defined in a weak sense, i.e. through an
integration procedure in close relation with the considered weak formulation (the
definition of the voltage is indeed contained in Faraday’s law expressed in a weak
form).

Current driven massive inductors can be directly considered through the expres-
sion of the reaction magnetic field in (3.4) and so the circulation of hr along any
closed path Ci around each massive inductor Ωm,i has to be equal to its current Ii:∫

Ci

hr · dl = Ii. (3.17)

This relation implies that for each inductor there exists one basis function of h (called
the current basis function and denoted ci) associated with its current, with the
property of having a unit circulation along any closed path Ci around the inductor.
This function ci, associated with the cut Σi, is precisely the gradient of the scalar
potential qi appearing in (3.16), i.e. ci = −grad qi, the potential being defined in
the domain ΩC

c made topologically simple.

Foil winding inductors can be first considered as a set of massive subregions,
treated in the same way as classical massive inductors. The constraints on the
current in each foil of the inductor Ωf,i are then fixed through global current basis
functions ci,j, j = 1, . . . , Ni, where Ni is the total number of foils (Figure 3.1).
Because the current Ii is the same in each foil, a global cut function ci can be
defined in the whole inductor by

ci =

Ni∑
j=1

(Ni − j + 1)ci,j. (3.18)

This method can further be simplified if the space to which the magnetic field be-
longs is decomposed into orthogonal subspaces, uncoupling the components of the
field along the height of the foils as well as the component along the foil thick-
ness. This method will be elaborated in the discrete form of the formulation (see
Section 3.2.3.2).
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...

Ωf,i

ci,1

ci,2

ci,3

ci,4
...

γ
α

β

...

...ci,1 ci,2 ci,3 ci,4

Figure 3.1: Foil winding inductor Ωf,i. Cuts for magnetic scalar potential discon-
tinuities between massive subregions.

For stranded inductors, the constraint of uniformity of the current density is
automatically satisfied through source magnetic fields hs,i, each one being associ-
ated with an inductor Ωs,i with a unit current, i.e. satisfying curlhs,i = js,i (see
Section 1.2.2.2). Then the total source magnetic field hs can be expressed as

hs =
∑

i

Is,ihs,i, (3.19)

where Is,i is the current flowing in the ith stranded inductor. The actual source
current density in the ith inductor is js = Is,ijs,i. Therefore, source magnetic fields
given by (3.19) make it possible to directly take current driven stranded inductors
into account in the formulation (3.7).

3.2.1.4 Voltages as weak global quantities and circuit relations

Voltages are expressed in a weak sense in accordance with the considered weak
formulation (3.7). Let us examine the inductor in Figure 3.2 (initially defined in
Figure 1.6) with its source of electromotive force located between two sections. The
electric field e in the ith generator Ωg,i can be considered as being known (as a
conservative electric field) and its circulation along any path from one electrode to
the other in Ωg,i is actually the applied voltage Vi.

For massive inductors, in a treatment similar to the one applied to thin structures
in Section 3.2.1.2, the generator Ωg,i can be removed from the domain Ω. The
formulation (3.7), rewritten for the resulting transformed domain, then involves a
boundary integral on Γe which now contains the boundary of the generators, i.e. Γg

(see Figure 1.6). For a test magnetic field h′ equal to the current basis function ci

(see Section 3.2.1.3), the part of this integral on Γg,i becomes successively (n×e = 0
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Figure 3.2: Inductor with a source of electromotive force Ωg,i and its cut.

on each electrode):

〈n× e, ci〉Γg,i
= 〈n× e, ci〉Γ=

g,i
= 〈n× e,−grad qi〉Γ=

g,i
= 〈grad qi × e, n〉Γ=

g,i

= 〈curl (qi e), n〉Γ=
g,i
− 〈qi curle, n〉Γ=

g,i
. (3.20)

Using the Stokes formula for the first integral and observing that the second vanishes,
we obtain

〈n× e, ci〉Γg,i
=

∫
∂Γ=

g,i

qie · dl =

∫
γi

e · dl = Vi, (3.21)

because only the part γi of the oriented contour ∂Γ=
g,i in contact with ∂Σ+

g,i gives a
non-zero contribution (see Figure 3.2). Consequently, for the test function h′ = ci

and with (3.21), (3.7) becomes

∂t(µh, ci)Ω + (σ−1curlh, curl ci)Ωc = −Vi. (3.22)

This relation is the weak circuit relation for the ith inductor and can be physically
interpreted as “∂t(magnetic flux) + resistance× current = voltage”.

Foil winding inductors, when treated as a set of massive subregions, can be
handled by (3.22) if the current basis function ci is taken as (3.18). The same kind
of relation could also be written for each separate foil using associated functions cj,
j = 1, . . . , Ni. The simplified case, when the foil winding inductor is considered as
a continuous region, will be treated at the discrete level (see Section 3.2.3.2).

The treatment of stranded inductors is similar to the treatment of massive in-
ductors, except that the basis functions of the source magnetic field hs defined in
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(3.19) (i.e. the unit source magnetic fields hs,i) are used as test functions h′. The
very same treatment of the surface term arising in (3.7) then leads to

∂t(µh, hs,i)Ω + Ii(σ
−1js,i, curlhs,i)Ωs,i

= −Vi, (3.23)

which is the weak circuit relation for the ith stranded inductor. This relation allows
a natural computation of the total magnetic flux linked with all the turns of the
inductor in perfect accordance with the weak formulation, without the need for any
supplementary integral formula.

3.2.1.5 Integral operators

For open boundary problems (i.e. when the domain of study is not bounded), the
surface term 〈n × e, h′〉Γe in (3.7), which can be reduced to ∂t〈n · b, φ′〉Γe , is not
fixed a priori and constitutes an unknown of the problem. Using the exterior hybrid
approach presented in Appendix C, we introduce a boundary operator relating the
trace of the magnetic flux density on the boundary Γe and a magnetic scalar potential
φ in the exterior domain E3−Ω, which leads in a natural way to a classical magnetic
field conforming hybrid finite element and boundary element method [25,26].

If a source current je exists in the exterior inductor domain Ωe (see Section 1.2.1),
the magnetic field in E3−Ω can be decomposed in the same way as in (1.45), i.e. into
a source magnetic field he generated by the source current (determined by the Biot-
Savart law (1.47)) and a reduced magnetic field deriving from the scalar potential
φ:

h = he + hr = he − gradφ. (3.24)

If the exterior domain E3 − Ω contains l loops, l cuts have to be introduced in
E

3−Ω in order to make the scalar potential φ single valued. To avoid the definition
of these cuts, one may rewrite the coupling directly in terms of the magnetic field,
as proposed in [191]. Nevertheless, in order to minimize the number of unknowns in
the discrete formulation, the boundary of Ω is usually extended so that Ω exhibits
the simplest possible and most regular shape. As a consequence, E3−Ω is in general
of very simple topology.

Let us define the integral operator Pe(0, σ) by the following Fredholm integral
of the first kind:

Pe(0, σ) = x 7→ 1

4π

∫
Γe

σ(y)

|x− y|
dy. (3.25)

Its normal derivative at a point x on Γe is given by (beware that n represents the
exterior normal to the exterior domain E3 − Ω, and thus the interior normal to Ω:
see Section C.3):

n · gradPe(0, σ) = x 7→ 1

2
σ(x) +

1

4π

∫
Γe

n(x) · (y − x) σ(y)

|x− y|3
dy. (3.26)

Thanks to the properties of Pe(0, σ) (similar to those presented in Appendix C
for the two-dimensional case), at any point x in the exterior domain E3 − Ω, the
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scalar potential can then be expressed as

φ(x) = µ−1Pe(0, σ), (3.27)

and its derivative at a point x on Γe as

n · gradφ(x) = µ−1n · gradPe(0, σ). (3.28)

It is interesting to notice that the sources σ of the integral operator can in this case
be interpreted as virtual magnetic charges [139]. The goal of the hybrid formulation
is then to establish a relation between n · b and φ on Γe, which can be obtained in
various ways depending on the scheme chosen to discretize (3.27)–(3.28). Among
these schemes [187], the most widespread are the collocation method [28], the Treffz
method [227] and the variational method [25]. Following the strategy presented
in Appendix C for the discretization of the sources σ, the variational formulation
becomes (beware that the normal n now points outward Ω): find σ ∈ H1

h
0(Γe) and

φ ∈ H1
h

0(Γe) such that

〈φ, σ′〉Γe = 〈µ−1Pe(0, σ), σ′〉Γe , ∀σ′ ∈ H1
h

0(Γe), (3.29)

and

〈n · b, φ′〉Γe = −〈n · gradPe(0, σ), φ′〉Γe + 〈µ n · he, φ
′〉Γe , ∀φ′ ∈ H1

h
0(Γe). (3.30)

The generalized collocation technique can be applied in exactly the same way as in
Section C.4.2.

3.2.2 Magnetostatics

Keeping in mind the developments that were made for the magnetodynamic problem
in the previous section, we now consider the simplified case of magnetostatics, where
all time dependent phenomena are neglected (see Section 1.4.1).

Let us start by writing a weak form of (1.44b), i.e.

(b,−gradφ′)Ω + 〈n · b, φ′〉Γe = 0, ∀φ′ ∈ H1
h

0(Ω). (3.31)

In order to satisfy in a strong sense the upper part of the Tonti diagram (1.49), we
first introduce (1.12) into (3.31) to obtain

(µh,−gradφ′)Ω + 〈n · b, φ′〉Γe = 0, ∀φ′ ∈ H1
h

0(Ω). (3.32)

Then, decomposing h ∈ H(curl; Ω) by (3.4) in the same way as in Section 3.2.1, we
can derive the reaction field hr from a scalar potential φ such that hr = −gradφ
everywhere in Ω. Of course, this derivation is only valid if the l cuts Σi, i = 1, . . . , l
are introduced in Ω. The weak form (3.32) can then be written as

(µ (hs − gradφ),−gradφ′)Ω + 〈n · b, φ′〉Γe = 0, ∀φ′ ∈ H1
h

0(Ω). (3.33)
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The treatment of thin magnetic structures is similar to the treatment of thin
magnetic and conducting structures presented in Section 3.2.1.2. On account of

〈n× e, h〉 = −〈n× e,gradφ〉 = −〈n, φ curle〉+ 〈n, curl (φe)〉 = 〈∂t(n · b), φ〉,
(3.34)

and since hd = 0 as no current flows in the shell, we can rewrite a time primitive of
(3.13) as

〈n · b, φ′〉Γ+
t ∪Γ−t ∪Γ=

t
= 〈µd hc,t, h

′
c〉Γt . (3.35)

The scalar potential φ is now continuous across the thin structures Γt and the h-
conforming magnetostatic formulation becomes

(µ (hs − gradφ),−gradφ′)Ω + 〈n · b, φ′〉Γe−Γt (3.36)

+〈µd (hs,t − gradsφ),−gradsφ
′〉Γt = 0, ∀φ′ ∈ H1

h
0(Ω), (3.37)

where grads represents the surface gradient on Γt. This formulation has been known
for many years and is widely used [30]. Taking (3.34) into account, the treatment of
global electrical quantities, as well as the introduction of integral operators for the
treatment of unbounded domains, is the same as what has been presented for the
magnetodynamic formulation in Sections 3.2.1.3, 3.2.1.4 and 3.2.1.5.

3.2.3 Discretization

3.2.3.1 Local quantities

Discrete counterparts of the spaces H1(Ω) and H(curl; Ω) have been constructed
in Chapter 2, namely W 0

p (Ω) and W 1
p (Ω). Since the reaction magnetic field hr

appearing in the magnetodynamic formulations established above fulfills curlhr = 0
in ΩC

c , it belongs to the reduced nullspaceNS1
p(Ω, ΩC

c ) of the curl operator defined in
Section 2.6.4.1. Its discrete expression is thus given by (2.70), with u = hr, v = φ,
vc = φc, vl = φl and vd = φd. The scalar potential φ involved in the magnetostatic
formulation belongs to the nullspace NS1

p(Ω) and its discrete expression is thus given
by (2.71), with v = φ, vc = φc, vl = φl and vd = 0.

Several ways of defining the source magnetic field hs can be considered. These
methods differ in the way the source field is approximated as well as in the extent of
its domain of definition [159, 216, 128, 169, 55, 52, 153]. Indeed, as has been pointed
out in Section 1.4.1, there exists a whole class of source fields hs verifying curlhs =
js, the one calculated by the Biot-Savart law being one of those for which the
gauge condition div hs = 0 is implicitly satisfied. But at the discrete level it is
computationally more interesting to choose other fields (without physical meaning)
thanks to other gauges, e.g. similar to the gauges presented in Section 2.6.4.2. The
Section 3.2.4 presents a method to actually compute the discrete source field hs.

The last local quantity to be discretized is the source σ of the integral operator
P(0, σ), which belongs to W 0

p (Γe) (see Section C.4).
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3.2.3.2 Global quantities

Each source magnetic field hs,i is discretized exactly in the same way as the source
field hs (see Section 3.2.4), by considering the domain Ωs,i instead of the full inductor
domain Ωs, and by considering the source current density js,i (whose magnetomotive
force is equal to the number of turns Ni of the inductor) instead of js.

In the case of foil windings, the continuous potential can be continuously ex-
tended in the foil region, which makes the explicit definition of multiple foil in-
terfaces superfluous. The discrete space of the magnetic field adapted to such an
extension in the foil region can only be characterized by variations of this potential
along the height of the foils (i.e. along the direction 1β, see Figure 3.1) as well as
by the component along the foil thickness (i.e. along the direction 1α) of the curl-
conforming vector basis functions. In this way, the cut global basis function ci is
also continuously extended, which turns the discrete sum (3.18) into a continuous
variation. It is unfortunately impossible to explicitly build a basis for such a space
on an arbitrary unstructured mesh M(Ωf,i) of the foil region, and the orthogonality
condition has to be imposed in a weak sense. For example, in the case of first order
elements, the magnetic field in Ωf,i can be expressed by

h =
∑

e∈E(Ωf,i)

he(s
1,e
1 · 1α)1α +

∑
n∈N (Ωf,i)

φn(grad s0,n
1 · 1β)1β + Ii(ci · 1β)1β, (3.38)

to which the following equations have to be added to express that the curl-
conforming field he =

∑
e∈E(Ωf,i)

hes
1,e
1 in the direction 1β is the gradient of the

scalar potential φ in this direction:

(he · 1β, s1,e
1 · 1β)Ωf,i

− (gradφ · 1β, s1,e
1 · 1β)Ωf,i

= 0, ∀e ∈ E(Ωf,i). (3.39)

3.2.4 Pre-computation of source magnetic fields

A discrete source magnetic field hs verifying (1.22), i.e. curlhs = js in Ωs and
curlhs = 0 in ΩC

s , belongs to the reduced nullspace of the curl operatorNS1
p(Ω, ΩC

s )
(see Section 2.6.4.1). It can thus be expressed by (2.70), with the inductor domain
Ωs playing the role of the conductor domain Ωc and with u = hs, v = φs, vc = φs,c,
vl = φs,l and vd = 0. The potential φs is a source scalar potential defined in
ΩC

s . The support of the source field hs is thus limited to the inductor Ωs and to
a transition layer associated with the cuts making the complement of the inductor
domain topologically simple. Note that the way in which this source field is defined
(hs is equal to zero almost everywhere in non-conducting regions) leads to an elegant
manner to reduce the cancellation error in magnetic materials [216]. Indeed, this
implicitly defines a total magnetic scalar potential in a formulation that uses a
reduced magnetic scalar potential φ.

Since js must be divergence-free, the source magnetic field hs also belongs to the
reduced orthogonal complement S1

p(Ω, ΩC
s ) to the nullspace of the curl operator (see

Section 2.6.4.2). It should thus be expressed thanks to (2.75), with u = uc = hs

and ud = 0. For first order elements, the actual expression of the source field hs is
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thus obtained by restricting the set of edges considered in (2.70) to the edges of a
co-tree built in the inductor Ωs.

Two methods are proposed to actually determine the coefficients of the basis
functions of Hs = NS1

p(Ω, ΩC
s ) ∩ S1

p(Ω, ΩC
s ):

1. one method consists in solving an electrokinetic problem with a tensorial con-
ductivity having a principal value along the wires of the inductor, i.e.

(σ−1curlhs, curlh′
s)Ωs = 0, ∀h′

s ∈ Hs; (3.40)

2. the other one consists in computing hs through a projection method of a
known distribution js [86], i.e.

(curlhs, curlh′
s)Ωs = (js, curlh′

s)Ωs , ∀h′
s ∈ Hs. (3.41)

This approach can also be applied if the source current density js is not ana-
lytically given, but results from a previous computation [195].

In both cases, the coefficient of the cut basis function is directly given by the mag-
netomotive force of the fixed current. The degrees of freedom can be fixed to zero
on the lateral boundary of the inductor, which implies that the tree of edges has
to be complete on this boundary before entering the volume (see Section 2.6.4.2).
Both methods are much simpler than the classical inspection procedure (described
e.g. in [55]) and far more general (holding for spaces of any order). Of course, when
the inspection method is applicable, the cost to solve the linear system resulting
from (3.40) or (3.41) must be carefully evaluated.

3.3 Magnetic flux density conforming formula-

tions

3.3.1 Magnetodynamics

3.3.1.1 Generalities

Let us start, as in Section 3.2, from the magnetodynamic problem defined in Sec-
tion 1.4.2. We want to solve (1.50) together with the constitutive relations (1.8) and
(1.12). We start by writing a weak form of Ampère’s law (1.50b):

(h, curla′)Ω + 〈n× h, a′〉Γh
= (j, a′)Ω, ∀a′ ∈ H0

e(curl; Ω), (3.42)

where the field a′ is a field of test functions independent of time.

In order to satisfy in a strong sense the lower part of the Tonti diagram (1.55) (i.e.
Faraday’s and Gauss’s law), we first introduce the magnetic and electric constitutive
relations (1.8) and (1.12) in the weak form (3.42) to get

(µ−1b, curla′)Ω + 〈n× h, a′〉Γh
= (σe, a′)Ωc + (js, a

′)Ωs ,

∀a′ ∈ H0
e(curl; Ω). (3.43)
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We then define the magnetic vector potential a and the electric scalar potential v
such that (1.53) and (1.54) hold, i.e. such that b = curla and e = −∂ta− grad v.
Introducing these two definitions in (3.43), we get

(µ−1curla, curla′)Ω + (σ ∂ta, a′)Ωc + (σ grad v, a′)Ωc + 〈n× h, a′〉Γh
= (js, a

′)Ωs ,

∀a′ ∈ H0
e(curl; Ω). (3.44)

The vector potential a is uniquely defined in the conducting regions only: we
thus have to impose a gauge condition (see Section 3.3.3) everywhere else. The
trace of the magnetic field n× h is subject to a natural boundary condition on the
boundaries Γh of the domain Ω (or, more precisely, of the domain obtained after the
abstraction of the thin regions). This condition can take various forms:

1. the trace of the magnetic field can be locally specified. In particular, this
is the case for a homogeneous Neumann boundary condition e.g. imposing a
symmetry condition of “zero crossing current” (n×h

∣∣
Γh

= 0 ⇒ n ·curlh
∣∣
Γe

=

0 ⇒ n · j
∣∣
Γe

= 0) or taking a perfect magnetic wall (of infinite magnetic

permeability) into account;

2. the trace of the magnetic field can appear in local implicit boundary conditions,
such as the conditions established for the treatment of thin structures. This
is developed in Section 3.3.1.2;

3. the trace can be a field for which only associated global quantities are known
(i.e. functional of n×h). This is developed in Sections 3.3.1.3 and 3.3.1.4 for
the treatment of massive, stranded and foil winding inductors;

4. the traces can appear in the definition of an integral operator. In that case they
constitute local unknowns of the problem. This is developed in Section 3.3.1.5.

One should also note that the electric scalar potential v is only defined in the
conducting regions Ωc. The weak formulation (3.43) implies, by taking a′ = grad v′

as a test function, that

(σ ∂ta,grad v′)Ωc + (σ grad v,grad v′)Ωc = 〈n · j, v′〉Γg , ∀v′ ∈ H1
e

0(Ωc), (3.45)

where Γg is the part of the boundary of Ωc which is crossed by a current (Γg is the
union of all the surfaces Γg,i resulting from the abstraction of the generators Ωg,i:
see Section 1.2.2.4). In fact, the formulation (3.45) is the weak form of div j = 0 in
Ωc as well.

3.3.1.2 Thin conducting and magnetic structures

Across conducting and/or magnetic thin structures, the tangential electric field is
discontinuous (see Section 1.2.2.1). We thus decompose a as

a = ac + ad, (3.46)
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where the tangential components ac,t and ad,t of ac and ad are continuous and
discontinuous across Ωt respectively. To simplify further developments, we assume
without any loss of generality that the discontinuous part ad is equal to zero on
the side Γ−t of the thin structure. Performing the cross product of nt by (1.21) and
developing (1.20), we get, assuming zero initial conditions on a:

nt × h
∣∣
Γ+

t
+ nt × h

∣∣
Γ−t

= −(µβ)−1 ad,t , (3.47)

nt × h
∣∣
Γ+

t
− nt × h

∣∣
Γ−t

= −σβ ∂t(2ac,t + ad,t), (3.48)

which can be solved for nt × h
∣∣
Γ+

t
and nt × h

∣∣
Γ−t

to give

nt × h
∣∣
Γ+

t
=

1

2

[
− σβ ∂t(2ac,t + ad,t)−

1

µβ
ad,t

]
, (3.49)

nt × h
∣∣
Γ−t

=
1

2

[
σβ ∂t(2ac,t + ad,t)−

1

µβ
ad,t

]
. (3.50)

Reducing Ωt to Γt in the same way as for the h-conforming formulation (see Sec-
tion 3.2.1.2), the surface term in (3.44) successively becomes

〈n× h, a′〉Γ+
t ∪Γ−t ∪Γ=

t
= −〈nt × h, a′〉Γ+

t
+ 〈nt × h, a′〉Γ−t

= −〈1
2

[
−σβ ∂t(2ac,t + ad,t)−

1

µβ
ad,t

]
, a′c + a′d〉Γt

+〈1
2

[
σβ ∂t(2ac,t + ad,t)−

1

µβ
ad,t

]
, a′c〉Γt . (3.51)

The magnetic flux density conforming magnetodynamic formulation (3.44) then be-
comes

(µ−1curla, curla′)Ω + (σ ∂ta, a′)Ωc + (σ grad v, a′)Ωc + 〈n× h, a′〉Γh−Γt

+2〈σβ ∂tac,t, a
′
c〉Γt + 〈σβ ∂tad,t, a

′
c〉Γt + 〈σβ ∂tac,t, a

′
d〉Γt

+
1

2
〈σβ ∂tad,t, a

′
d〉Γt +

1

2
〈 1

µβ
ad,t, a

′
d〉Γt = (js, a

′)Ωs ,

∀a′ ∈ H0
e(curl; Ω). (3.52)

3.3.1.3 Voltages as strong global quantities

The b-conforming formulation does not need a source field in the same sense as the
h-conforming formulation. Nevertheless, a similar approach can be considered to
define another kind of source field which will be used to produce circuit relations.

Voltage driven massive inductors can be considered through a unit source electric
scalar potential vs,i associated with a unit voltage for each inductor Ωm,i, and leading
to

v =
∑

i

Vivs,i, (3.53)
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where Vi is the voltage drop between the electrodes Γ+
g,i and Γ−g,i of the ith massive

inductor Ωg,i (see Section 1.2.2.3). The volume part of the formulation (3.44) then
becomes

(µ−1curla, curla′)Ω + (σ ∂ta, a′)Ωc +
∑

i

Vi(σ grad vs,i, a
′)Ωm,i

= (js, a
′)Ωs ,

∀a′ ∈ H0
e(curl; Ω). (3.54)

The voltage associated with a massive inductor then explicitly appears in the equa-
tions as a global quantity defined in a strong sense, e.g. as an essential global con-
straint when prescribed. Formulation (3.54) is a generalization of the modified vector
potential formulation given in [63, 12]. These formulations do not need any gauge
condition in the conducting regions Ωc nor on its boundary (since div j = 0 implies
∂tdiv σa = 0). The pre-computation of the source scalar potential vs,i can be done
by using the electrokinetic formulation

(σ grad vs,i,grad v′)Ωm,i
= 0, ∀v′ ∈ H1

e
0(Ωm,i), (3.55)

defined in each massive inductor and with appropriate boundary conditions, in par-
ticular vs,i equal to 0 and 1 on its two respective electrodes. Note that (3.55) is a part
of (3.45). While the potential vs,i as defined in (3.55) has a clear physical meaning,
it can nevertheless be calculated in a more efficient and direct way if it is defined as
a kind of generalized source potential, lacking such a meaning: it is sufficient that
vs,i is equal to 1 on one electrode, to 0 on the other one and varies continuously
in Ωm,i (which gives the electric field needed in the electromotive force region Ωg,i).
The construction of such a generalized source field is made at the discrete level by
reducing its support to a transition layer connected to Γg,i. It is interesting to notice
that the decomposition of the problem into the pre-computation of a source scalar
potential and the actual computation of the vector potential is precisely what is
done in two-dimensional problems, where the electrokinetic problem (3.55) has a
trivial solution: grad v is constant in each conductor and is equal to Vi1z [146].

The treatment of foil winding inductors is based on the treatment of massive
inductors, with the aim of considering the actual distribution of the current in the
foils, while avoiding modeling each foil separately. For this purpose, a continuum
will be defined for the foil voltage (see the next section).

The treatment of stranded inductors is somewhat different. What is actually
known in the case of a stranded inductor is a current density distribution, and
it is not possible to have a priori information available about one kind of unit
voltage. This points out a loss of a part of the duality between h- and b-conforming
formulations: the current will be rather a strong quantity for stranded inductors,
through js in (3.44).

3.3.1.4 Currents as weak global quantities and circuit relations

With the b-conforming formulation, the total current flowing in a conductor can
only be expressed in a weak sense, e.g. as a natural global constraint, because it
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comes from Ampère’s law which is itself expressed in a weak form. The current Ii

through the section Γg,i of an inductor can be obtained from (3.45) with v′ equal to
the source scalar potential vs,i. Indeed, with v′ = vs,i, the surface integral term in
(3.45) written for the ith inductor Ωm,i gives

〈n · j, vs,i〉Γg,i
= 〈n · j, 1〉Γg,i

= Ii, (3.56)

and thus (3.45) becomes

(σ ∂ta,grad vs,i)Ωm,i
+ (σ grad v,grad vs,i)Ωm,i

= Ii, (3.57)

or, with v = Vivs,i,

(σ ∂ta,grad vs,i)Ωm,i
+ Vi(σ grad vs,i,grad vs,i)Ωm,i

= Ii. (3.58)

Equation (3.58) is the circuit relation associated with the inductor Ωm,i, i.e. a relation
between its voltage Vi and its current Ii. One should note that the global current is
obtained from a volume integration and not from a surface integration of n·j = n·σe
on the section of the inductor, which would depend on the choice of the integration
surface [20].

The treatment of foil windings is based on the same principle, with the exception
that we want to build a continuum for the foil voltage, with the aim of making the
definition of all the foils superfluous. Three principal directions are defined in the
winding, namely 1α, 1β and 1γ, being the directions perpendicular to the foils, along
their height and their length respectively. Coordinates α, β and γ are associated
with these directions (see Figure 1.5). The winding has Ni turns (“foils”) and its
total thickness is Li. Let us apply (3.58) to a given foil of the winding, the middle of
which is located at position α. If we make the hypothesis that the vector potential
a does not vary along the thickness of the foil, the volume integral can be replaced
by a surface integral over the mean surface Γα

f,i of the foil (i.e. the surface described
by β and γ for α fixed), leading to the following circuit relation:

Li

Ni

〈σ ∂ta,grad vs,i〉Γα
f,i

+ V α
i

Li

Ni

〈σ grad vs,i,grad vs,i〉Γα
f,i

= Ii, (3.59)

where V α
i is the voltage associated with the foil. It is important to note that grad vs,i

does not depend on the actual foil being considered. In order to weakly satisfy (3.59)
for all the elementary foils, V α

i is extended to a continuum, i.e. Vi(α), for all the
foils and a projection equation is expressed:

Li

Ni

(σ ∂ta, V ′
i (α)grad vs,i)Ωf,i

+ Vi(α)
Li

Ni

(σ grad vs,i, V
′
i (α)grad vs,i)Ωf,i

= Ii

∫
α

V ′
i (α) dα, ∀V ′

i (α) ∈ R([0, Li]). (3.60)

The test function for the foil winding circuit relation appears as being V ′
i (α)grad vs,i,

while it was grad vs,i for a single conductor. This formulation generalizes the method
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presented in [76] in both two and three dimensions. The total voltage of the foil
winding can be determined from Vi(α), i.e.

Vi =
Ni

Li

∫
α

Vi(α) dα. (3.61)

Note that a strong constraint fixing a constant current in each elementary foil can
only be obtained with a h-conforming formulation. In case the support of the source
scalar potential vs,i is limited to a subset of Ωf,i (e.g. a transition layer connected to
Γg,i, see Section 3.3.3.2), it is necessary to define an anisotropic tensor value for the
conductivity σ in (3.60), with a zero value in direction 1α. In this way, (3.60) weakly
fixes the current in each elementary foil in the support of vs,i, while the anisotropic
conductivity prevents the current from penetrating the foil interfaces in the whole
inductor.

For a stranded inductor, the circuit relation cannot be issued from (3.58). Indeed,
to enable this, the gradient of the source scalar potential vs,i should be the electric
field in the stranded inductor Ωs,i associated with a unit voltage. Nevertheless
it is generally impossible to determine a priori such an electric field because the
distribution of the voltage in the wires is precisely a part of the solution of the
magnetodynamic problem. This reveals the impossibility of directly controlling the
function space of the current density in the case of the b-conforming formulation.
One should rather consider the circuit relation obtained from the h-conforming
formulation, and express it in terms of the vector potential [60]. And so the first
term of (3.23) is integrated by parts to get

∂t(µh, hs,i)Ω = ∂t(curla, hs,i)Ω = ∂t(a, curlhs,i)Ω + ∂t〈n× a, hs,i〉∂Ω. (3.62)

If the surface integral vanishes (which is usually the case), (3.62) becomes

∂t(µh, hs,i)Ω = ∂t(a, js,i)Ω = ∂t(a, js,i)Ωs,i
, (3.63)

where the integration support has been reduced to the inductor (this is not the case
with the magnetic field conforming formulation where the entire domain has to be
considered). Consequently, (3.23) becomes

∂t(a, js,i)Ωs,i
+ Ii(σ

−1js,i, js,i)Ωs,i
= −Vi, (3.64)

which is the circuit relation associated with the b-conforming formulation, i.e. in
which a direct control of the current is possible. This relation is actually the sum-
mation of elementary relations of the same kind for all the turns of the winding (this
sum would not have been possible with (3.58)). Different expressions of the unit
current density js,i can be considered, which lead to different approximations of the
winding distribution. The commonly used form for js,i is

js,i =
Ni

Si

ti = wi, (3.65)
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where ti is a unit vector tangent to the winding direction, Si is the surface area
of the inductor and wi is called the wire density vector. With such a form, (3.64)
comes down to the classically used circuit relation [142,94]:

∂t(a, wi)Ωs,i
+ RiIi = −Vi, (3.66)

where Ri is the resistance of the inductor. The distribution of js,i can also be
calculated thanks to a source scalar or vector electric potential [60]:

1. js,i can be calculated as the gradient of the source scalar potential −σgrad v0

obtained from the resolution of an electrokinetic problem with a tensorial
conductivity:

(σgrad v0,grad v′)Ωs,i
= 〈n · js,i, v

′〉Γg,i
, ∀v′ ∈ H1

e
0(Ωs,i). (3.67)

The sources for this problem are the uniform current densities (equal to Ni/Si)
on the boundaries Γg,i that are crossed by a current. Note that only the surface
areas of the input and output boundaries have to be known. Another way to
obtain a similar form for js,i is to use a projection method [86] of a known

distribution j0:

(σgrad v0,grad v′)Ωs,i
= (−j0,grad v′)Ωs,i

, ∀v′ ∈ H1
e

0(Ωs,i). (3.68)

Note that the generalized potential used in the case of massive inductors, as
well as a potential obtained using a scalar conductivity, would not be appro-
priate for a correct consideration of stranded inductors: the winding can only
be correctly taken into account through the physical electric potential v0;

2. js,i can be calculated as the curl of an electric vector potential having the same
definition as the source magnetic field used in the h-conforming formulation,
i.e. obtained by solving (3.40) or (3.41). Such a potential can be used to enable
a good convergence of a non-gauged resolution [183].

The choice of a particular method should not have a significant influence on the
distribution of the magnetic flux density in the main parts of the system. Neverthe-
less, they could influence the expression of the flux linked to the windings, because
such expressions precisely make use of b (through a) in these windings. It is inter-
esting to remark that the method developed above for foil windings could also be
applied to stranded inductors, with the wires taken as the elementary regions. An
advantage in three-dimensional problems could be the reduction of the number of
non-zero entries in the algebraic system of equations due to the circuit relation in
comparison with the method presented here.

3.3.1.5 Integral operators

For open boundary problems, the surface term 〈n × h, a′〉Γh
in (3.44) is not fixed

a priori and constitutes an unknown of the problem. Using the exterior hybrid
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approach presented in Appendix C, we introduce a boundary operator relating the
trace of the magnetic field on the boundary Γh and the magnetic vector potential a
in the exterior domain E3−Ω, which leads in a natural way to a classical magnetic
flux density hybrid finite element and boundary element method [186,191,192].

In the presence of a source current je in the exterior inductor domain Ωe, the
magnetic flux density in E3 − Ω can be decomposed as

b = be + br = be + curla, (3.69)

where be is a source magnetic flux density due to the source current (determined
by the Biot-Savart law) and br is a reduced magnetic flux density deriving from the
magnetic vector potential a.

Let us define the integral operator Ae(0, σ) as

Ae(0, σ) = x 7→ 1

4π

∫
Γh

σ(y)

|x− y|
dy. (3.70)

Its normal derivative at a point x on Γh is given by the Fredholm integral of the
second kind:

n× curlAe(0, σ) = x 7→ 1

2
σ(x) +

1

4π

∫
Γh

n(x)× ((y − x)× σ(y))

|x− y|3
dy. (3.71)

Thanks to the properties of Ae(0, σ), at any point x in the exterior domain
E

3 − Ω, the vector potential can then be expressed as

a(x) = µ Ae(0, σ), (3.72)

and its derivative at a point x on Γh can be expressed as

n× curla(x) = µ n× curlAe(0, σ). (3.73)

It is interesting to note that the sources σ of the integral operator can, in this case,
be interpreted as virtual magnetization currents. The goal of the hybrid formulation
is then to establish a relation between n×h and a on Γh, which can be obtained in
various ways depending on the scheme chosen to discretize (3.72)–(3.73). Following
the strategy presented in Appendix C for the discretization of the sources σ, the
variational formulation becomes: find σ ∈ H0

e(div; Γh) and a ∈ H0
e(curl; Γh) such

that
〈a, σ′〉Γh

= 〈µAe(0, σ), σ′〉Γh
, ∀σ′ ∈ H0

e(div; Γh), (3.74)

and

〈n×h, a′〉Γh
= 〈n× curlAe(0, σ), a′〉Γh

+ 〈µ−1n× be, a
′〉Γh

, ∀a′ ∈ H0
e(curl; Γh).

(3.75)
The generalized collocation technique can be applied in exactly the same way as in
Section C.4.2. It is important to note that the source σ is not unique, and a gauge
condition has to be applied (see Section 3.3.3).
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3.3.2 Magnetostatics

Keeping in mind the developments that were made for the magnetodynamic problem
in the previous section, we now consider the simplified case of magnetostatics, where
all time dependent phenomena are neglected (see Section 1.4.1).

Let us start by writing a weak form of (1.44a), i.e.

(h, curla′)Ω + 〈n× h, a′〉Γh
= (js, a

′)Ωs , ∀a′ ∈ H0
e(curl; Ω). (3.76)

In order to satisfy in a strong sense the lower part of the Tonti diagram (1.49), we
first introduce (1.12) into (3.76) to get

(µ−1b, curla′)Ω + 〈n× h, a′〉Γh
= (js, a

′)Ωs , ∀a′ ∈ H0
e(curl; Ω). (3.77)

Then, deriving b ∈ H(div; Ω) from a vector potential a such that b = curla
everywhere in Ω, the weak form (3.77) can be written as

(µ−1curla, curla′)Ω + 〈n× h, a′〉Γh
= (js, a

′)Ωs , ∀a′ ∈ H0
e(curl; Ω). (3.78)

The treatment of thin magnetic structures is similar to the treatment of thin
magnetic and conducting structures presented in Section 3.3.1.2. We first decompose
the magnetic vector potential as in (3.46). Since in the static limit case (i.e. for
β = d/2), (3.51) becomes

〈n× h, a′〉Γ+
t ∪Γ−t ∪Γ=

t
= 〈(µd)−1 ad,t, a

′
c + a′d〉Γt − 〈(µd)−1 ad,t, a

′
c〉Γt , (3.79)

the weak form (3.78) can be rewritten as

(µ−1curla, curla′)Ω + 〈n× h, a′〉Γh−Γt + 〈(µd)−1ad,t, a
′
d〉Γt = (js, a

′)Ωs . (3.80)

The treatment of global electrical quantities as well as the introduction of integral
operators for the treatment of unbounded domains is the same as what has been pre-
sented for the magnetodynamic formulation in Sections 3.3.1.3, 3.3.1.4 and 3.3.1.5.
As in the magnetodynamic case, it is necessary to define a gauge condition in order
to choose one representative of the magnetic vector potential a among the infinity
of valid choices. The gauge condition will be introduced at the discrete level in the
next section.

3.3.3 Discretization

3.3.3.1 Local quantities

The magnetic vector potential in the magnetic flux density conforming formula-
tions established above is discretized by curl-conforming mixed finite elements. In
the magnetodynamic formulation, the vector potential belongs to the reduced or-
thogonal complement to the nullspace of the curl operator (S1

p(Ω, ΩC
c )) defined in

Section 2.6.4.2. Its discrete expression is thus given by (2.75), with u = a, uc = ac



80 CHAPTER 3. HYBRID FORMULATIONS

and ud = ad. In the case of the magnetostatic formulation, the vector potential
belongs to S1

p(Ω) and is given by (2.77), with u = a, uc = ac and ud = ad.

The source σ of the integral operator A(0, σ), which belongs to W 2
p (Γh), is

discretized by the trace of the curl-conforming finite elements presented in Chapter 2
(see Sections 2.3.5 and C.4). It should be gauged in the same way as the vector
potential in order to generate a non-singular system matrix.

3.3.3.2 Global quantities

The generalized source potential vs,i is equal to 1 on one electrode (Γ+
g,i), is equal to 0

on the other one (Γ−g,i) and varies continuously in Ωm,i. One possibility to construct
a discrete field which fulfills these conditions is to reduce the support of vs,i to a
transition layer supp(vs,i) connected to the electrode (i.e. to the set of elements
connected to the “+” side of the abstracted generator Γg,i), exactly in the same way
as the discontinuity of the field across the cutting surfaces has been introduced in
Section 2.6.4.1:

vs,i =
∑

n∈N (Γg,i)

gn with gn =

{
s0,n
1 in supp(vs,i)
0 otherwise

. (3.81)

The reduction of the support of vs,i to a transition layer permits to reduce the
number of unknowns involved in the circuit relations (3.22), (3.23), (3.58), (3.60)
and (3.64), allowing to reduce the number of non-zero entries of this equation in the
system matrix.

In the case of foil windings, the voltage is extended to a continuum Vi(α) (see
(3.60) and (3.61) in Section 3.3.1.4). At the discrete level, an approximation of Vi(α),
being also used for V ′

i (α), has to be defined. Such quantities are called spatially
dependent global quantities [49], in contrast with the classical global quantities
defined above. One-dimensional complete or piece-wise polynomial variations are
examples of possible approximations, with the general interpolation form

Vi(α) =
n∑

k=1

Vi,k sk(α). (3.82)

On the one hand, complete polynomials in α permit a global interpolation. On
the other hand, piece-wise polynomials enable a finite element approximation, with
a possible non-uniform discretization of the one-dimensional α domain R([0, Li]).
These approximations are totally independent of the mesh used for the computation
of the local quantities (i.e. the vector potential a). Compared to the approximation
presented in [76] for the two-dimensional case, they do not need an additional regular
volume mesh, which particularly facilitates three-dimensional treatments.



Chapter 4

Numerical Tests

4.1 Introduction

In this chapter we present a series of numerical tests undertaken to validate the the-
oretical developments presented in Chapters 2 and 3. These numerical tests should
by no means be considered as practical applications: they are specifically chosen to
highlight the originalities of this thesis, and should thus be simple enough for the
different aspects of the developments to be examined separately. We consider that
the real practical applications of this thesis are the two computer codes described in
Appendix D, which have been extensively used for both collaborative research and
“real life” engineering problems.

The first numerical test consists in the study of a spherical shell immersed in a
spatially uniform magnetic field. The aim of this test is to validate the dual hybrid
formulations as well as the thin shell approximation. The second numerical test
is derived from an international test problem consisting in an inductor-core-shield
system. In addition to the validation of the developments mentioned above in a
topologically non-trivial domain, it permits to test the coupling between local and
global quantities for the three considered kinds of inductors. It should be noted that
all the dynamic cases have been solved in the frequency domain, using the complex
formalism (see Section 1.1).

4.2 Hollow sphere

A hollow sphere (of radius r = 50 mm and thickness d = 1 mm), magnetic or not,
conducting or not, is immersed in a spatially uniform magnetic field, which may be
time dependent (see Figure 4.1, with be = 1 T). Only 1/16th of the structure is
modeled1. Two families of finite element meshes are considered:

1. the meshes Ms
i , i = 1, . . . , 5, form a sequence of quasi-uniform structured

meshes (consisting of hexahedra and prisms) of the domain Ω before abstrac-

1One could of course, in a much more efficient way, take the axisymmetry of the problem into
account using appropriate two-dimensional formulations, but that is not our goal here.

81
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hollow sphere (µ, σ)air (µ0)

y

air (µ0)

50
x

1

z

be = be1z

air (µ0)

air (µ0)

x

be = be1z

z

y

Figure 4.1: Geometry of the hollow sphere problem. All dimensions are in mm.

Figure 4.2: Hollow sphere. Detail of the meshes Ms
1 (top left), Ms

5 (top right),
Mu

1 (bottom left) and Mu
5 (bottom right).

tion of the thin regions (see Figure 4.2, top). The size of the elements (i.e.
the length of their longest edge, see Section 2.7.3) making up the ith mesh is
approximately half the size of the elements in the (i−1)th mesh. A variant for
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Table 4.1: Hollow Sphere. Comparison of the modulus of the magnetic flux density
at the center of the sphere with h- and b-conforming formulations, with (Mt

1
′
) or

without (Ms
1
′) abstraction of the thin region.

Relative difference (in %)
f (Hz) δ (mm) d/δ b-conforming h-conforming
0 ∞ 0 3.05 2.99
1 5.033 0.199 3.32 3.27
50 0.712 1.405 2.59 2.50
1000 0.159 6.283 2.71 0.13

µr = 1000, σ = 107 S/m, d = 1mm.

each mesh in the sequence, in which the thin regions are replaced by surfaces
(see Section 1.2.2.4), is denoted by Mt

i, i = 1, . . . , 5. An additional mesh,
denoted by Ms

1
′, is obtained by manually refining the structured mesh around

the hollow sphere. This mesh is considered as the reference mesh for all the
numerical tests. A variant for Ms

1
′, in which the thin regions are replaced by

surfaces, is denoted by Mt
1
′
;

2. the meshes Mu
i , i = 1, . . . , 5, form a sequence of unstructured meshes (consist-

ing of tetrahedra) of the domain Ω, where the thin regions have been abstracted
(see Figure 4.2, bottom). In the same way as for the structured meshes, the
size of the elements making up the ith mesh is approximately half the size of
the elements in the (i− 1)th mesh. The two variants for the first mesh in the
sequence resulting from the hp-adaptation scheme presented in Section 2.7.5.4
are denoted by Mu

1
′ and Mu

1
′′ respectively.

Let us first compare the solution obtained with the reference meshes, before and
after abstraction of the thin region (i.e. withMs

1
′ andMt

1
′
). The z-component of the

magnetic flux density computed along the line {y = z = 0} is shown in Figures 4.3
to 4.8, for several variants of the problem. Figures 4.3 and 4.4 permit to compare the
magnetic flux density in the static case, where the relative permeability of the sphere
is taken equal to 100 and 1000. Figures 4.5 to 4.8 permit to compare the magnetic
flux density in the dynamic case, where the frequency and the conductivity are
maintained constant (f = 50 Hz and σ = 107 S/m), while the permeability is chosen
in order to obtain skin depths δ from 22.5 mm (µr = 1) to 0.712 mm (µr = 1000).
In both the static and the dynamic case, the results obtained when the thin region
is abstracted from the computational domain are in very good accordance with
the results obtained when no abstraction is performed. Table 4.1 compares the
results obtained with the two kinds of formulations for increasing frequencies (the
permeability and the conductivity are fixed: µr = 1000 and σ = 107 S/m). The
difference between the two sets of dual formulations appears to be approximately
the same (under 4 %) regardless of the ratio between the thickness of the thin region
and the skin depths.

Figure 4.9 shows the convergence of the error in the magnetic constitutive rela-
tion εµ (see section 2.7.4) in function of the number of elements in the meshes. One
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Figure 4.3: Hollow sphere. Static z-component of the magnetic flux density along
the line {y = z = 0}, without abstraction of the thin region (µr = 100 and µr = 1000;
mesh Ms

1
′).
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Figure 4.4: Hollow sphere. Static z-component of the magnetic flux density along
the line {y = z = 0}, with abstraction of the thin region (µr = 100 and µr = 1000;
mesh Mt

1
′
).

can see that the hp-adaptation scheme provides an efficient way to speed up the
convergence of the discretization error. Due to the greater richness of the discrete
spaces associated with hexahedral and prismatic elements, one can notice that struc-
tured meshes behave better than their unstructured counterparts. A detail of the
adapted meshes Mt

1
′
and Mu

1
′ is given in Figure 4.10. The hp-adapted mesh Mu

1
′′
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Figure 4.5: Hollow sphere. Real and imaginary parts of the z-component of the
magnetic flux density along the line {y = z = 0}, without abstraction of the thin
region (f = 50 Hz; µr = 1 and µr = 100; σ = 107 S/m; mesh Ms

1
′).
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Figure 4.6: Hollow sphere. Real and imaginary parts of the z-component of the
magnetic flux density along the line {y = z = 0}, with abstraction of the thin region
(f = 50 Hz; µr = 1 and µr = 100; σ = 107 S/m; mesh Mt

1
′
).

contains 14% of third order elements, 41% of second order elements, and 40% of
first order elements. The hp-adaptation in the dynamic case leads to similar results,
since no magnetic or conducting materials are left after the abstraction of the thin
region. It should be pointed out that in this case, even with the coarsest meshes,
the complementarity of the dual formulations has always been observed. This may
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Figure 4.7: Hollow sphere. Real and imaginary parts of the z-component of the
magnetic flux density along the line {y = z = 0}, without abstraction of the thin
region (f = 50 Hz; µr = 1000; σ = 107 S/m; mesh Ms

1
′).
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Figure 4.8: Hollow sphere. Real and imaginary parts of the z-component of the
magnetic flux density along the line {y = z = 0}, with abstraction of the thin region
(f = 50 Hz; µr = 1000; σ = 107 S/m; mesh Mt

1
′
).

be explained by the fact that even the coarsest mesh is adapted to the nature of
the solution after abstraction of the hollow sphere, since no more regions with skin
effect exist in the computational domain.



4.2. HOLLOW SPHERE 87

0.001

0.01

0.1

1000 10000

εµ

Number of elements

Mt
i, i = 1, . . . , 5

Mt
1, Mt

1
′

Mu
i , i = 1, . . . , 5

Mu
1 , Mu

1
′′

Figure 4.9: Hollow sphere. Convergence of the error in the magnetic constitutive
relation εµ in the static case (µr = 100).

Figure 4.10: Hollow sphere. Detail of the adapted meshes Mt
1
′
(left) and Mu

1
′

(right).



88 CHAPTER 4. NUMERICAL TESTS

4.3 Inductor-core-shield problem

A parallelepipedic core (of relative magnetic permeability µc
r and conductivity σc)

is surrounded by a coil in which an excitation current flows. A magnetic shield (of
relative magnetic permeability µr = 1000 and conductivity σ = 2 106 S/m) surrounds
the core and the coil (see Figure 4.11). When the excitation current is static (I =
3000 A) and when the core is highly magnetic (µc

r = 1000), this problem is a test-case
proposed by the Institute of Electrical Engineers of Japan [158]. In the dynamic case,
we will consider several variants of this problem to highlight the behavior of the dual
formulations when dealing with stranded, massive and foil winding inductors. In
the same way as in Section 4.2, two families of finite element meshes are considered,
namely Ms

i (and its variants Mt
i) and Mu

i , for i = 1, . . . , 5. The size factor between
two successive meshes in each sequence is however chosen as approximately 1.5
(instead of 2). The corresponding adapted structured and unstructured meshes are
denoted by Ms

1
′, Mu

1
′ and Mu

1
′′ (the reference mesh Ms

1
′ is shown in Figure 4.12).

4.3.1 Stranded inductor

We first consider the case of an imposed current density js. The cutting surface con-
sidered in the h-conforming formulations is shaded in Figure 4.11, and the source
field hs is calculated by projection as described in Section 3.2.4. Table 4.2 com-
pares experimental results [158] to the results obtained with the dual magnetostatic
formulations, with and without abstraction of the thin region (an illustration of
the magnetic field h on the section {y = 0} is shown in Figure 4.13). The z-
component of the magnetic flux density along the lines {y = 0, z = 110 mm} and
{y = 0, z = 210 mm} is presented in Figures 4.14 and 4.15. The results of simi-
lar computations carried out in dynamic regime (with f = 50 Hz, µc

r = 1000 and
σc = 2 106 S/m) are summarized in Figures 4.16 and 4.17. As in the case of the
hollow sphere problem, an excellent agreement is observed between all the formula-
tions.

Table 4.2: Inductor-core-shield problem. Comparison of the computed and mea-
sured static magnetic flux density (‖b‖, in T ).

Mesh Position (mm)
(0, 0, 110) (40, 0, 110) (40, 40, 110)

Measured 0.02400 0.02981 0.03550
b-conforming Ms

1
′ 0.0242349 0.0297104 0.0349587

Mt
1
′ 0.0242313 0.0297043 0.0349503

h-conforming Ms
1
′ 0.0242716 0.0302545 0.0360349

Mt
1
′ 0.0242673 0.0302478 0.0360257

The convergence of the error in the magnetic constitutive relation is shown in
Figure 4.18 for the static case (the results in dynamic regime are similar). A detail of
the adapted mesh Mu

1
′ is given in Figure 4.19. The hp-adapted mesh Mu

1
′′ contains
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Figure 4.12: Inductor-core-shield problem. Detail of the reference mesh Ms
1
′.

less than 1% of third order elements, 22% of second order elements, and 77% of first
order elements.

After these preliminary tests, which confirm the conclusions drawn for the hollow
sphere problem, let us now examine the behavior of the system when it is driven by
global quantities, i.e. by a global current or voltage. For this purpose we compute
the impedance of the inductor for different characteristics of the system. In each
case, a magnetomotive force of 1 A is enforced, which corresponds to a current of
0.001 A if we consider a 1000-turn stranded inductor (i.e. with N1 = 1000). The core
is considered to be non-conducting (σc = 0) and the electrical conductivity of the
inductor is taken as σi = 1.475 107 S/m. In order to highlight the differences between
the three kinds of inductors considered, the original geometrical model is slightly
changed to consider a proportionally wider inductor, closer to the core: li = 25,
lg = 8.333, hc = 10 and lc = 33.333, hi = 100 (see Figure 4.11).

The inductances computed with the h- and b-conforming formulations are given
in Figure 4.20 for frequencies of 50 Hz and 100 Hz and for a relative magnetic perme-
ability of the core equal to 10. They are independent of the frequency and tend to
limit values when the mesh is refined. The value of the resistance, equal to 14.3 µΩ
(or 14.3 Ω for a 1000-turn inductor), is independent of the frequency and is accu-
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Figure 4.13: Inductor-core-shield problem. Static magnetic field h on the section
{y = 0} (µc

r = 1000; maxh = 4.86 104 A/m; mesh Ms
3
′).

rately computed with both formulations and with any mesh in the sequences. The
unit source field hs,1 involved in the h-conforming formulation (see Section 3.2.1.3)
is shown in Figure 4.21 (left). Its discontinuous nature in the inductor, due to the
tree gauging, as well as the extension of its support to the transition layer associated
with the cut is clearly visible. The unit source scalar potential v0 involved in the
magnetic flux density formulation, computed thanks to an electrokinetic formula-
tion (see Section 3.3.1.4), is shown in Figure 4.21 (right). It can be seen that the
associated voltage is higher for the wires in the outer part of the coil than for those
in the inner part, which is coherent with the difference of length of the turns. The
alternative method to compute the source current, by means of an electric vector
potential defined in the same way as the source magnetic potential hs,1, leads to
identical values of the resistance and inductance of the inductor.
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Figure 4.20: Stranded inductor. Convergence of the inductance value at 50 Hz and
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Figure 4.21: Stranded inductor. Source field hs,1 (left; mesh Mu
3 ; maxhs,1 =

5.2 102 A/m) and equipotential lines of the electrokinetic source scalar electric po-
tential v0 on the section {z = 0} (right; mesh Mu

2).
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Figure 4.23: Massive inductor. Convergence of the inductance value at 50 Hz and
100 Hz (µc

r = 10; meshes Ms
i , i = 1, . . . , 5).

4.3.2 Massive inductor

The resistances and inductances computed with the h- and b-conforming formu-
lations when the inductor is considered as massive are given in Figures 4.22 and
4.22. The generalized source scalar potential vs,1 involved in the magnetic flux
density formulation (see Section 3.3.1.3) is shown in Figure 4.24. This figure also
shows the equipotential lines on the section {z = 0} of the source potential that
would have resulted from the resolution of an electrokinetic problem. The general-
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Figure 4.24: Massive inductor. Equipotential lines of the generalized (left) and
electrokinetic (right) source scalar electric potential vs,1 on the section {z = 0}
(mesh Mu

2).

ized source potential should be favored since it does not require any finite element
pre-computation and leads to a lower bandwidth in the system of equations when
voltages are considered as unknowns.

As in the case of stranded inductors, the values of the inductance and resistance
converge (in a complementary way) toward limit values when the meshes are refined,
which is a good way to validate the coupling of local and global quantities in both
h- and b-conforming formulations.

4.3.3 Foil winding inductor

When the foil windings are considered as a set of massive conductors, the h-
conforming formulation leads to the computation of a scalar potential along the
foil interfaces. Figure 4.25 compares the γ-component of current density in the
foils obtained in this case and when the scalar potential is continuously extended
in the foil region (see Section 3.3.1.4). Note that, contrary to the stranded and
massive cases, we consider a reference source magnetomotive source of 6 A, i.e. a
current of 1 A for half of a 6-turn foil inductor. This enables a direct comparison
of the thus normalized voltages and current densities for inductors with different
numbers of foils. A very good agreement is observed between the two computa-
tions, which validates the orthogonal decomposition of the magnetic field described
in Section 3.3.1.4.

When the foils are classically treated as individual massive conductors, the b-
conforming formulation leads to the computation of a constant voltage for each
entity. A spatially dependent global quantity has to be considered for the voltage if
the foil region is extended to a continuum (see Section 3.3.3.2). Several approxima-
tions for the voltage continuum Vi(α) are displayed in Figure 4.26. It can be seen
that complete and piece-wise polynomials in α both lead to a good accuracy of the
voltage in comparison with the discrete values of the individual massive inductors
(for N1 = 6, 12 and 18). The correspondence is valid for different permeabilities of
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complete and piece-wise polynomials (b-conforming formulation; µc
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the core (see Figure 4.27) and the anisotropic tensor form of the electric conductivity
of the foil region is essential to correctly describe the behavior of the current in foils
(see Figure 4.28).

The current density distribution in the foil region is comparable to the one ob-
tained with individual massive inductors (see Figure 4.29). Its variation along the
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height of the foil region is shown in Figure 4.30. For the simulated 6-turn winding,
the total currents in the foils are, from the interior to the exterior of the winding,
1.040 A, 0.994 A, 0.996 A, 1.000 A, 0.997 A and 0.972 A. Such a distribution points
out the absence of skin effect in the α direction. Without the application of the
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Figure 4.30: Foil winding inductor. γ-component of the current density along the
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order polynomial; µc
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′).

proposed method, the total currents would have been 1.260 A, 1.153 A, 0.974 A,
0.916 A, 0.845 A and 0.813 A. It should be pointed out that the mesh of the foil re-
gion can be defined independently of the foil interfaces, but that it has nevertheless
to be compatible with the variation of the voltage, i.e. fine enough to take these
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variations into account.
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General conclusions

A solution strategy for computing local and global electromagnetic quantities by
finite element-type techniques in three-dimensional structures has been presented.
The main achievements of this thesis (concerning mixed finite elements and dual
hybrid formulations) are summarized hereafter, as well as conclusions that can be
drawn from the numerical tests and some important future prospects. For a suc-
cinct summary of the original contributions of the thesis (with the list of associated
publications), please refer to the introduction, page 5.

Mixed finite elements

First we have presented a generalized summary of the construction of mixed finite
elements built on a collection of tetrahedra, hexahedra and prisms, which can be
combined in the same mesh. These elements exhibit three main characteristics:

1. they form a complete sequence for three-dimensional computations, i.e. they
are conforming either in H1(Ω), H(curl; Ω), H(div; Ω) or L2(Ω). Finite ele-
ments of class H1(Ω) interpolate scalar fields that are continuous across any
interface (like the scalar magnetic potential and the scalar electric potential).
Finite elements of class H(curl; Ω) or H(div; Ω) only ensure the continuity
of the tangential or normal part of the interpolated fields respectively, and are
thus well suited for the discretization of the magnetic field, the electric field
and the magnetic vector potential, or for the current density and the electric
displacement respectively. Finite elements of class L2(Ω) do not impose any
inter-element continuity and are thus well adapted to discretize densities (as
for example the electric charge density);

2. they extend the classical Whitney elements to higher orders in a hierarchical
way, i.e. they span higher order polynomial spaces by ensuring that the basis
functions for a given interpolation order are a subset of the basis functions
used for the interpolation at any higher order. With a judicious choice of
degrees of freedom associated with all the geometrical entities of the elements
(i.e. the nodes, the edges, the faces and the volume), this makes it easy to
combine elements of different orders and different geometrical shapes in the
same mesh;

3. they are built in a recursive way, starting from the classical Whitney ele-

103
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ments (and their generalization to hexahedra and prisms) for the first order,
and are extended by respecting the Helmholtz decomposition of the function
spaces they span in the construction of their bases. This permits to explic-
itly characterize the global finite spaces discretizing the nullspace and range
of the associated differential operators by extending the fundamental results
demonstrated for Whitney elements.

Next we have set out a deterministic procedure for the optimization of the global
finite element spaces built with a collection of these mixed tetrahedral, hexahedral
and prismatic finite elements. This optimization is based on an hp-refinement pro-
cedure, where the error estimation is based on the error in the constitutive relations.

Hybrid formulations

In order to compute the error in the constitutive relations in a rigorous way, we
have developed two families of hybrid finite element formulations, which generalize
existing formulations on three levels:

1. an original treatment of thin conducting and magnetic regions is elaborated:
contrary to current approaches, the one-dimensional approximations are not
introduced at the discrete level (by defining special finite elements) but directly
in the weak form of the formulations, thanks to an appropriate treatment of
the surface integral terms. Moreover, all developments are carried out for both
magnetic field and magnetic flux density conforming formulations;

2. a natural method for the coupling between local field quantities and global
electrical variables is proposed. The treatment of massive, stranded and foil
winding inductors in the case of the magnetic field conforming formulation
appears to be entirely new. In the case of the magnetic flux density conform-
ing formulation, the treatment of massive and stranded inductors generalizes
the existing modified vector potential formulations proposed in the literature,
while the treatment of foil windings generalizes the existing method devel-
oped for two-dimensional problems. The computation of source fields in the
magnetic field conforming formulations being mandatory, an original method
to construct such global basis functions of minimal geometrical support (i.e.
limited to the inductors and the neighboring of the cutting surfaces) is also
presented, based on a projection technique. If this method may appear less
efficient than purely algebraic ones (working locally by inspection), it permits
to handle high order mixed elements in a straightforward way;

3. a rationale for the choice of the discretization method for the sources of the
integral operators is given, stemming from differential geometry concepts and
generalizing the widely used collocation techniques. This notably shows that
the dualism of electromagnetism is not yet fully exploited and understood when
constructing numerical approaches for field computation, especially when it
comes to techniques using integral operators. It is for example pointed out
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that the use of the dual mesh is mandatory as soon as collocation techniques
are sought.

Numerical tests

The numerical experiments have shown that the complementarity of the developed
formulations exists both for local and global quantities and that the computed values
tend to limit values when the mesh is refined, which is a way to validate the methods
at a global level. In all cases, a very good agreement has been found between the
dual formulations, discretized with all developed kinds of mixed finite elements up
to the order three. The abstraction of the thin regions has turned out to provide ex-
cellent results in comparison with the classical formulations, and the hp-adaptation
procedure has proved to greatly accelerate the convergence of the discretization er-
ror. As for the coupling between finite element and boundary element methods, the
numerical tests tend to show that the de Rham approach performs slightly better (in
terms of convergence) than the Galerkin method. We deliberately have not pursued
a thorough comparison of the actual relative efficiency of these methods, since we do
not consider our current implementation as optimal. Nevertheless, the algorithmic
complexity is similar.

If we had to favor one of the dual approaches, we would undoubtedly choose the
magnetic field conforming formulations. Although they require the (sometimes com-
plex) construction of cuts, the direct use of a scalar potential in the non-conducting
regions permits, as far as performance is concerned, to avoid the costly use of a vec-
tor potential in the whole domain of study. Moreover, we have had some difficulties
to achieve reasonable convergence of the iterative solvers for the gauged magnetic
flux density conforming formulations in the complex formalism. In the same way, the
choice of de Rham- or Galerkin-type formulations is, in practice, difficult to make
on the basis of efficiency considerations. At this point of our understanding of the
methods, we would only recommend the de Rham approach for the discretization
of the integral equation part of the hybrid formulations, since it avoids some of the
tedious double integrations encountered with the Galerkin approach and seems to
converge better. From the classical finite element method point of view, it neverthe-
less requires some unusual handling of dual meshes. In any case, all the developed
software tools are freely available on the Internet for further tests (see Appendix D).

Future prospects

Several suggestions for future research are given below:

1. the actual choice of the degrees of freedom (and thus the choice of the basis
functions) of the high order mixed elements should be made with the aim
to achieve an optimal conditioning of the discretized operator [207]. A bet-
ter comprehension of the associated high order basis functions as high order
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Whitney maps should also permit to extend the de Rham map to high order
elements (see [22] in the case of non-hierarchical elements);

2. the treatment of the thin conducting and magnetic regions could be enhanced
in the time domain, using an approach similar to the one used in finite differ-
ence methods in the case of high frequency problems (see e.g. [199, 66]). The
extension to nonlinear cases could also be performed (see e.g. [130,129]);

3. the investigation of iterative algorithms better suited for the resolution of sys-
tems of equations with populated lines (due to the presence of global quantities
in the formulations) should be carried on;

4. the current implementation of the integral part of the hybrid formulations
remains costly at the computational level. Besides a thorough comparison with
transformation techniques for low frequency problems (see e.g. [181,107]) and
with perfectly matched layers for propagation phenomena (see e.g. [10,156]), a
fast multipole expansion should be introduced in order to accelerate the BEM
(see e.g. [198, 46]). The acceleration of the FEM could be achieved thanks to
the implementation of a hierarchical multigrid solver based on the proposed
high order mixed elements [112];

5. in order to efficiently apply the solving strategies developed in this thesis
to high frequency problems, a comparison between the implicit and explicit
time integration should be undertaken. In particular, the critical time step
size governed by a Courant-Friedrichs-Levy condition as well as the loss of
accuracy due to the lumping of the system matrix, regarding the size and
distortion of the elements, should be analyzed in the case of explicit schemes
(see e.g. [102, 45, 140, 65, 225, 85, 24, 9]). A better quality enforcement of the
three-dimensional unstructured meshes is likely to be mandatory [122].



Appendix A

Mathematical framework

A.1 Formalism

We consider the oriented Euclidean space E3 as the framework for all develop-
ments. Together with an absolute time variable, this is a good approximation of the
Minkowsky space-time (we consider only non-moving systems, and we ignore both
special relativity and quantum effects [68,115,200]).

But it is worth noticing that the structure presented in the Section 1.3 is not
limited to open sets of the oriented Euclidean space. It could be extended to n-
dimensional manifolds, and the scalar and vector fields appearing in all developments
could be considered as the representation, in three dimensions, of other geometric
elements: differential forms [69,201,220,17]. The difficulty in keeping the formalism
straightforwardly understandable (particularly when dealing with integral operators:
see for example [214] for an analysis of this question) has refrained us from using
differential forms in the text.

Nevertheless, since differential forms have influenced the way in which this work
is structured, it is worth highlighting some of the most fundamental concepts of this
formalism so that a deeper understanding of the concepts can be achieved. Roughly
stated, in a three-dimensional space, to vector fields like the magnetic field h or the
electric field e belonging to H(curl; Ω), for which it makes sense to compute the cir-
culation on a contour, correspond differential forms of degree one (called 1-forms),
whereas to vector fields like the magnetic flux density b or the current density j
belonging to H(div; Ω), and for which it makes sense to compute the flux across
a surface, correspond differential forms of degree two (2-forms) (for the definition
of H(curl; Ω) and H(div; Ω), see section A.2.5). In a similar way, to scalar fields
like the electric potential v or the charge density q, belonging respectively to H1(Ω)
and L2(Ω), which are evaluated locally or integrated over a volume, correspond
differential forms of degree zero and three (0-forms and 3-forms). Differential ge-
ometry defines a single derivation operator (the exterior derivative d), transforming
(p− 1)-forms into p-forms, of which the grad, curl and div operator are the repre-
sentatives in three dimensions. Another important operator is the Hodge operator,
which transforms p-forms into (n− p)-forms. Whereas the exterior derivative (and
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thus the grad, curl and div operators) is a purely topological operator, one can
show that the Hodge operator involves the metric of the space where the forms are
defined. The interpretation of the Galerkin and de Rham methods presented in
Appendix C can be greatly simplified if one keeps these two aspects in mind.

A.2 Function spaces

The following section is only given as a short reminder (see e.g. [37] for an extensive
coverage of the subject), so that all the essential building blocks for the numerical
approaches are explicitly defined. Scalar and vector fields1 are defined at any point
x = (x, y, z) ∈ E3 and at any time instant t ∈ R. Please note that the space-
time dependence of the fields will be generally omitted: the scalar field f(x, t) =
f(x, y, z, t) and the vector field f(x, t) = f(x, y, z, t) will thus be often simply
denoted by f and f . In Cartesian coordinates, the three components of the vector
field f are denoted by fx, fy and fz respectively, and the vector field can then be
denoted by f = (fx, fy, fz)

T .

We consider an open set Ω of E3, whose boundary is a closed surface Γ of exterior
unit normal n.

A.2.1 Vector spaces and function spaces

Let E be a set and x, y, z, elements of E. Let the scalars α, β, γ be elements of a
field K (i.e. a commutative division algebra, or a corps commutatif in French). The
set E is a vector space on the field K if

1. to each pair of elements x and y of E corresponds an element x + y belonging
to E and if this addition rule satisfies the following conditions (∀x, y, z ∈ E):

(a) x + y = y + x;

(b) x + (y + z) = (x + y) + z;

(c) there exists an element 0 such that x + 0 = 0 + x = x;

(d) for every element x ∈ E there exists an element (−x) such that x+(−x) =
(−x) + x = 0;

2. to each pair of elements α ∈ K and x ∈ E corresponds an element αx ∈ E
and if this multiplication by a scalar rule satisfies the following conditions
(∀α, β ∈ K and ∀x, y ∈ E):

(a) α(βx) = (αβ)x;

(b) there exists an element 1 such that 1x = x;

(c) α(x + y) = αx + αy;

1We use the terms “scalar field” and “function” equally and we do so for the terms “vector
field” and “vector valued function” as well.
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(d) (α + β)x = αx + βx.

If the elements of a vector space are functions, the vector space is called a function
space.

A vector space E is normed if to each element x ∈ E corresponds a non-negative
number ‖x‖ such that

1. ‖x‖ = 0 if and only if x = 0;

2. ‖αx‖ = |α|‖x‖, ∀α ∈ K;

3. ‖x + y‖ ≤ ‖x‖+ ‖y‖, ∀y ∈ E.

If a space is normed, the distance between two elements x and y is defined as

d(x, y) = ‖x− y‖. (A.1)

A.2.2 Hilbert spaces

Let E be a normed vector space. A sequence {xn} is called a Cauchy sequence if

∀ε > 0, ∃N(ε) : n > N(ε) and m > N(ε) ⇒ d(xm, xn) < ε. (A.2)

E is complete if every Cauchy sequence converges toward an element of E. A vector
space that is normed and complete is called a Banach space.

If E is a vector space equipped with a scalar product and if E is complete for
the norm derived from this scalar product, then E is a Hilbert space.

A.2.3 Square integrable field spaces

The space L2(Ω) of square integrable scalar fields on Ω and the space L2(Ω) of
square integrable vector fields on Ω are defined by

L2(Ω) =
{

u :

∫
Ω

u2(x) dx < ∞
}

, (A.3)

L2(Ω) =
{

u :

∫
Ω

‖u(x)‖2 dx < ∞
}

, (A.4)

where x is a point of space, dx a volume element and ‖u(x)‖ represents the Eu-
clidean norm of u(x). These spaces are Hilbert spaces and can welcome physical
fields, characterized by a finite energy. The scalar product of two elements of L2(Ω)
and L2(Ω) is defined by

(u, v)Ω =

∫
Ω

u(x) v(x) dx and (u, v)Ω =

∫
Ω

u(x) · v(x) dx. (A.5)

The norm of an element u ∈ L2(Ω) and u ∈ L2(Ω) is defined by

‖u‖L2(Ω) = (u, u)
1/2
Ω =

[ ∫
Ω

u2(x) dx
]1/2

, (A.6)
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‖u‖L2(Ω) = (u, u)
1/2
Ω =

[ ∫
Ω

‖u(x)‖2 dx
]1/2

. (A.7)

The following notation is also introduced for integrals over a surface Γ:

〈u, v〉Γ =

∫
Γ

u(x) v(x) dx and 〈u, v〉Γ =

∫
Γ

u(x) · v(x) dx. (A.8)

The notations introduced in this section are used throughout this work. The paren-
thesis notation will thus always denote a scalar product of its arguments.

A.2.4 Sobolev spaces

The Sobolev spaces of scalar fields H1(Ω) and vector fields H1(Ω) are defined by

H1(Ω) =
{

u ∈ L2(Ω) : ∂xu, ∂yu, ∂zu ∈ L2(Ω)
}

, (A.9)

H1(Ω) =
{

u ∈ L2(Ω) : ∂xu, ∂yu, ∂zu ∈ L2(Ω)
}

, (A.10)

where the space derivatives have to be understood in the sense of distributions [37].
These two spaces are thus respectively subspaces of L2(Ω) and L2(Ω), for which all
first order partial derivatives are also square integrable.

In the same way, one can define the Sobolev spaces Hp(Ω) and Hp(Ω), ∀p > 1:

Hp(Ω) =
{

u ∈ Hp−1(Ω) : ∂xu, ∂yu, ∂zu ∈ Hp−1(Ω)
}

, (A.11)

Hp(Ω) =
{

u ∈ Hp−1(Ω) : ∂xu, ∂yu, ∂zu ∈ Hp−1(Ω)
}

. (A.12)

Note that if we define the grad operator in Cartesian coordinates for scalar fields
f in C1(Ω) as

grad f = (∂xf, ∂yf, ∂zf)T , (A.13)

it follows that H1(Ω) = H(grad; Ω):

H(grad; Ω) =
{
u ∈ L2(Ω) : gradu ∈ L2(Ω)

}
. (A.14)

A.2.5 Stream function spaces and flux spaces

Much effort has been spent on devising finite element schemes for variational prob-
lems in the Sobolev spaces H1(Ω) and H2(Ω). Yet, other spaces of vector val-
ued functions, based on the “incomplete” differential operators from vector analysis
curl and div, are of importance in many physical problems, and in particular for
Maxwell’s equations.

To begin with, we recall the classical definition of the curl and div operators for
vector fields f = (fx, fy, fz)

T in C1(Ω):

curlf = (∂yfz − ∂zfy, ∂zfx − ∂xfz, ∂xfy − ∂yfx)
T , (A.15)
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div f = ∂xfx + ∂yfy + ∂zfz. (A.16)

Note that these operators have also to be understood in the sense of distributions,
as the formal adjoints of the grad and curl operators respectively (see section A.3).
Based on these concepts of weak curl and div, we define the Hilbert spaces of stream
functions and fluxes:

H(curl; Ω) =
{
u ∈ L2(Ω) : curlu ∈ L2(Ω)

}
, (A.17)

H(div; Ω) =
{
u ∈ L2(Ω) : div u ∈ L2(Ω)

}
. (A.18)

A.2.6 de Rham complexes

Since we have gradH1(Ω) ⊂ H(curl; Ω), curlH(curl; Ω) ⊂ H(div; Ω) and
div H(div; Ω) ⊂ L2(Ω), or, equivalently, R(grad) ⊂ D(curl), R(curl) ⊂ D(div),
and R(div) ⊂ L2(Ω), the spaces H1(Ω), H(curl; Ω), H(div; Ω) and L2(Ω) form a
complex:

H1(Ω)
grad // H(curl; Ω) curl // H(div; Ω) div // L2(Ω) (A.19)

If Ω = E
3, one has R(grad) = NS(curl) and R(curl) = NS(div), and the

sequence (A.19) is said to be exact. In this case, the image of H1(E3) in H(curl;E3)
by the grad operator is exactly the kernel of the curl operator, which means that
all curl-free fields are gradients. In the same way, the image of H(curl;E3) in
H(div;E3) by the curl operator is exactly the kernel of the div operator, which
means that all divergence-free fields can be expressed as the curl of some other
field.

If Ω is a bounded set of E3, as it is the case in this work, the sequence is not
exact any more, except for trivial topologies (for example if Ω is simply connected).
The study of the “defects of exactness” is the basis of the theory of cohomology,
closely related to the theory of homology by de Rham’s theorem [149,131]. The only
(simple) results of homology and cohomology that will be exploited in this work are
presented in sections 1.2.1 and 1.3.1 respectively.

A.2.7 Affine spaces

Let E be a vector space on a field K, and let A be a nonempty set. For any p ∈ A
and x ∈ E we define an addition p + x ∈ A. If the addition fulfills the following
properties (for p, q ∈ A and x, y ∈ E):

1. p + 0 = p,

2. (p + x) + y = p + (x + y),

3. for any q in A, there exists a unique vector x in E such that q = p + x,

then A is an affine space. The dimension of A is the same as the dimension of E.
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A.3 Strong and weak solutions

Let L be a differential operator of order n defined on Ω. The operator L∗ (of order
n) is the adjoint of L if one can write, ∀u ∈ D(L) and ∀v ∈ D(L∗):

(Lu, v)Ω − (u, L∗v)Ω =

∫
Γ

Q(u, v)ds, (A.20)

where Q is a bilinear function of u and v and in their derivatives up to the order
n − 1. This expression is the generalized Green relation. Note that an operator is
called self-adjoint if L = L∗.

Let us now consider two differential operators L and B, and let f and g be two
functions defined on Ω and Γ respectively. If u is an unknown function defined on
Ω̄, the partial derivative problem

Lu = f in Ω (A.21)

Bu = g in Γ (A.22)

constitutes what is called a strong formulation. A function u that verifies this
problem is called a strong solution. A weak formulation of the same problem is
defined as being of the form

(u, L∗v)Ω − (f, v)Ω +

∫
Γ

Qg(v) ds = 0, ∀v ∈ V (Ω), (A.23)

where L∗ is defined by (A.20), where Qg is a linear form in v which depends on
g and where the space V (Ω) is a space of test functions (which we have to define
in accordance with L∗). A function u that satisfies (A.23) for all test functions
v ∈ V (Ω) is called a weak solution. The generalized Green formula (A.20) can be
applied to (A.23) in order to switch from L∗ to L, which is in general equivalent to
performing an integration by parts.

Two particular cases of the generalized Green relation (A.20) are extensively
used in this work: the grad-div and curl-curl Green formulas. Let u be a function
of Ω 7→ R and v a function of Ω 7→ E

3. Integrating the following vector analysis
formula

v · gradu + u div v = div (uv) (A.24)

over Ω, and applying the divergence theorem, we obtain the Green formula of type
grad-div, ∀v ∈ H1(Ω) and ∀u ∈ H1(Ω):

(v,gradu)Ω + (div v, u)Ω = 〈u, n · v〉Γ. (A.25)

Let w be a function of Ω 7→ E
3. Proceeding in the same way as for the Green

formula of type grad-div, but with the formula

v · curlw −w · curlv = div (w × v), (A.26)

we obtain the Green formula of type curl-curl, ∀v, w ∈ H1(Ω):

(v, curlw)Ω − (curlv, w)Ω = 〈v × n, w〉Γ. (A.27)



Appendix B

Analytic integration

B.1 Thin shells

Let us consider an infinitely wide structure Ωt, with thickness d, permeability µ and
conductivity σ, immersed in a time-harmonic magnetic field of angular frequency ω
(see Figure B.1). The permeability and conductivity of the material are assumed to
be independent of the value of the local electromagnetic fields. It is also assumed
that displacement currents can be neglected compared to conduction currents (see
Section 1.4.2). Under these hypotheses, Maxwell’s equations (1.16) and (1.17) can
be rewritten, in harmonic regime, as

curl curlh = −iωσµ h and curl curl e = −iωσµ e. (B.1a,b)

Let us for example consider the equation involving the magnetic field, written in
Cartesian coordinates (see Figure B.1). Due to the symmetry of the problem, all
derivatives with respect to x and y vanish, as well as the z-component of the field.
Equation (B.1a) thus simply amounts to two one-dimensional equations (the com-
ponents of the magnetic field being completely uncoupled):

∂2hx

∂z2
= iωσµ hx and

∂2hy

∂z2
= iωσµ hy. (B.2a,b)

Posing γ2 = iωσµ, (B.2a) can be rewritten as

∂2hx

∂z2
= γ2hx, (B.3)

with

γ =
1 + i

δ
and δ =

√
2

ωσµ
. (B.4)

The general solution of (B.3) is

hx(z) = A exp−γz +B expγz, (B.5)

where the two constants A and B are determined thanks to the boundary conditions

hx(d/2) = h+
x and hx(−d/2) = h−x . (B.6)
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Figure B.1: Infinitely wide region Ωt of finite thickness d
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Figure B.2: Thin shell Ωt

After some elementary calculations, (B.5) becomes

hx(z) =
1

sinh(γd)

[
h−x sinh

(
γ(d/2− z)

)
+ h+

x sinh
(
γ(d/2 + z)

)]
. (B.7)

The solution of (B.2b) is, of course, similar.

Let us now consider the actual case of a finite width thin shell. The thin shell
hypothesis is as follows: if Ωt,i is sufficiently thin and locally sufficiently flat, the
magnetic field still has no component along the thickness of the shell, and the other
components fulfill relations similar to (B.7). If we denote the tangential component
n × (f × n) of a field f on a surface of normal n by f t, we can define a local
coordinate system (r, s, t) whose t coordinate is chosen in the same direction as the
tangential component f t, and whose s component is directed along the thickness
of the shell (see Figure B.2). If we assume the thin shell hypothesis to hold, the
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component t of the magnetic field h can then be written inside the shell as

ht(s) =
1

sinh(γd)

[
ht

∣∣
Γ−t

sinh
(
γ(d/2− s)

)
+ ht

∣∣
Γ+

t
sinh

(
γ(d/2 + s)

)]
. (B.8)

Since the electric field fulfills the same equation as the magnetic field (see (B.1)),
one also has

et(s) =
1

sinh(γd)

[
et

∣∣
Γ−t

sinh
(
γ(d/2− s)

)
+ et

∣∣
Γ+

t
sinh

(
γ(d/2 + s)

)]
. (B.9)

We should now look for a relation linking the traces n×h and n×e of the magnetic
and electric fields on both sides of Ωt.

Let us consider a magnetic field h whose only non-zero component is directed
along t. Integrating (1.17) over the elementary volume V of boundary ∂V = ∂V + ∪
∂V − ∪ ∂V = (see Figure B.2), we get, assuming that the area of ∂V + and ∂V − is
equal to a:∫

V

curlh dV =

∫
V

j dV = σa

∫ d/2

−d/2

et(s) ds = σa
1

γ
tanh

(γd

2

)
(et

∣∣
Γ−t

+ et

∣∣
Γ+

t
).

(B.10)
Since

∫
V

curlh =
∫

∂V + n+
t × h +

∫
∂V − n−

t × h, we thus locally have

n+
t × h

∣∣
Γ+

t
+ n−

t × h
∣∣
Γ−t

= σ
1

γ
tanh

(γd

2

)
(et

∣∣
Γ−t

+ et

∣∣
Γ+

t
). (B.11)

Analogously, considering an electric field e whose only non-zero component is
directed along t and integrating (1.16) over the elementary volume V , we get

n+
t × e

∣∣
Γ+

t
+ n−

t × e
∣∣
Γ−t

= −iωµ
1

γ
tanh

(γd

2

)
(ht

∣∣
Γ−t

+ ht

∣∣
Γ+

t
). (B.12)

If we define a single field of normals nt = n+
t = −n−

t for the thin shell Ωt and if
we define

β =
1

γ
tanh

(γd

2

)
, (B.13)

(B.11) and (B.12) can finally be written as

nt × h
∣∣
Γ+

t
− nt × h

∣∣
Γ−t

= σβ (et

∣∣
Γ+

t
+ et

∣∣
Γ−t

), (B.14)

nt × e
∣∣
Γ+

t
− nt × e

∣∣
Γ−t

= −∂t

[
µβ (ht

∣∣
Γ+

t
+ ht

∣∣
Γ−t

)
]
. (B.15)

Equations (1.20) and (1.21) are the relations we are looking for. They are often
called the impedance boundary conditions for the thin shell Ωt [152, 11, 114]. It is
interesting to notice that if γd is small, (B.13) simplifies to

β =
d

2
, (B.16)

and the magnetic and electric fields vary linearly along the thickness of the shell.
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B.2 Singular kernels

The integration of the volume and surface terms encountered in all the formulations
of Chapter 3 is an important aspect in the practical implementation of the com-
puter code (see Appendix D). When the integrands are regular (when they contain
no Green functions, they are polynomials of relatively low orders), the integration
can be handled efficiently by a Gauss formula, with a number of evaluation points
depending on the polynomial order of the integrand [64]. However, integrals with
singular or quasi-singular kernels appear in all hybrid formulations. The approach
we follow is classical: the exterior integral (which arises with all the Galerkin for-
mulations as well as some de Rham formulations—see Appendix C) is treated with
a Gauss formula, while the interior integration is performed either analytically for
constant shape functions (see e.g. [184]), or numerically for higher order shape func-
tions (see [96, 46]). For the two-dimensional case presented in Appendix C, the
analytic developments are given in [80].



Appendix C

Discretization of sources of
integral operators

C.1 Introduction

The discrete form of the hybrid formulations established in Chapter 3 is commonly
obtained thanks to the Galerkin or the collocation technique, sometimes leading to
numerical difficulties like slow convergence or oscillations in particular coupling con-
figurations [104]. We have shown in [209,88] that the dualism of electromagnetism is
not yet fully exploited and understood in constructing numerical approaches for field
computation, especially when it concerns techniques using integral operators, and
that significant improvements can be obtained by expressing the integral equations
in terms of equivalent sources and by paying extra attention to the discretization of
these sources. This chapter presents a summary of the observations made in [209,88],
and justifies the choice of the schemes applied in Chapter 3 for the discretization
of the integral parts of the hybrid finite element formulations. For details about
the special case of purely integral (i.e. non-hybrid) formulations, not studied in
this thesis, and for the comparison of these integral schemes with and without the
introduction of equivalent sources, please refer to [209].

To avoid the topological problems introduced by three-dimensional analyzes, we
consider a simple magnetostatic problem in the two-dimensional Euclidean space E2.
The magnetostatic field, described with the flux density b and the field strength h,
fulfills

curlh = j, div b = 0 and b = µh, (C.1)

where j is the source current density and µ = µ0µr = µ0(1 + χ) is the magnetic
permeability (see Section 1.4.1). Furthermore, both field quantities b and h should
vanish to infinity.

An equivalent way to express problem (C.1) is to introduce the potential a such
that b = 1z × grad a and to impose

∆a = −µ0jz + div
χ

µr

grad a. (C.2)

As div χ/µr grad a can be identified with a magnetic current generating the same
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magnetic field as magnetization, (C.2) can be recognized as a standard Poisson
equation where the right hand side represents the source terms. Here, the sources are
the current density jz and the equivalent magnetization current. This observation
will be a key point when developing hybrid schemes using integral operators for the
solution of problem (C.1).

At the discrete level the main question will be: how should the source terms
be discretized? Traditionally, not much attention is paid to this issue. We will
show that, by exploiting the dualism in electromagnetism, more robust numerical
approaches can be found.

C.2 Interior Hybrid Formulation (FEM-IEM)

Let Ω ⊂ E
2 be a bounded domain whose boundary is denoted by Γ. Domain Ω

is considered to be open and to contain all the magnetic materials as well as the
source currents. The boundary Γ is assumed to be smooth and the outward pointing
normal is named n.

Let τ be a smooth curve drawn perpendicularly through Γ from the interior of
Ω onto the exterior space, and which is parametrized by t ∈ [−1, 1] such that τ(t)
is the boundary point and ‖∂tτ

∣∣
t=0
‖ = 1. We shall denote by

∂−na = lim
t→0−

∂a(τ(t))

∂t
, (C.3)

∂+
na = lim

t→0+

∂a(τ(t))

∂t
(C.4)

the interior and exterior normal derivatives on the boundary Γ respectively. The
field defined by the bilinear integral operator

Ai(ρ, σ) = x 7→
∫

Ω

ρ ln |x− y| dy +

∫
Γ

σ ln |x− y| dy (C.5)

fulfills the following conditions [205]:

∆Ai = ρ in Ω, (C.6)

∂−nAi = ∂nAi +
1

2
σ, ∂+

nAi = ∂nAi − 1

2
σ in Γ. (C.7)

One should notice that the integrals in (C.5) are singular, but due to the weak
singularity it is still possible to define ∆Ai within Ω and ∂nAi on the boundary
Γ. Equations (C.7) imply that the normal derivative is not continuous over the
boundary. However, ∂nAi has a definite value on the boundary Γ although it does
not coincide with the limits from inside to outside and from outside to inside.

The idea is now to search for the solution of the magnetostatic problem in the
form

a = Ai(ρs + ρ, σ), (C.8)
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by requiring the proper boundary conditions to hold on Γ. We know that within Ω

div
1

µ
grad a = −jz (C.9)

has to hold, and on Γ the continuity conditions of the magnetic field imply

1

µ−
∂−na− 1

µ+
∂+

na = 0. (C.10)

What remains to do is to set the right conditions for the source terms. From (C.2),
we have

ρs = −µ0jz, and ρ = div
χ

µr

grad a. (C.11)

From (C.7) and (C.10) we have

(1 + µr)σ = 2χ∂nAi(ρs + ρ, σ), (C.12)

assuming that µ+ = µ0.

The magnetostatic field given in (C.1) can thus be characterized by

a = Ai(ρs + ρ, σ), (C.13)

ρs = −µ0jz, ρ = div
χ

µr

grad a, σ =
2χ

1 + µr

∂na. (C.14)

In order to express the boundary conditions of the finite element method implicitly,
we will take advantage of the fact that the potential on Γ can be expressed with the
aid of the integral operator given in (C.13). This integral operator depends only on
what happens inside Ω and on Γ. With this consideration in mind, we can build
the interior hybrid formulations, which will lead to the FEM-IEM formulations after
discretization.

C.2.1 Dirichlet

Let t denote the trace operator on Γ. Applying the following bijective operator
(where Ω̄ represents the closure of Ω)

t×∆ : H1(Ω̄) → H1(Γ)× L2(Ω) (C.15)

to (C.13), and using (C.6), we get

ta = tAi(ρ− µ0jz, σ), (C.16)

∆a = −µ0jz + div
χ

µr

grad a. (C.17)

Equations (C.16) and (C.17), together with source equations (C.14), constitute the
interior Dirichlet hybrid formulation with equivalent sources. For the establish-
ment of the standard hybrid Dirichlet formulation (without equivalent sources), see
e.g. [127].
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C.2.2 Neumann

The interior Neumann hybrid formulation with equivalent sources is obtained by
applying the bijective operator (where x0 is a point on Γ)

t× ∂n ×∆ : H1(Ω̄) → H1(x0)×H(curl; Γ)× L2(Ω) (C.18)

to (C.13). The part t : H1(Ω̄) → H1(x0) of this operator is needed to keep it
bijective (it is the ordinary gauge condition required to impose a unique solution for
a). Using (C.6), we get

a(x0) = 0, ∂na = ∂nAi(ρ− µ0jz, σ), (C.19)

∆a = −µ0jz + div
χ

µr

grad a. (C.20)

The source terms given in (C.14), (C.19) and (C.20) together form the interior
Neumann problem. The corresponding formulation without equivalent sources can,
for example, be found in [72,127].

C.3 Exterior Hybrid Formulation (FEM-BEM)

Instead of working from inside Ω toward the boundary as in Section C.2, one can
also work from outside Ω toward the boundary. Therefore, let us now denote by Γ
the boundary of E2−Ω. The exterior normal n is now pointing outside from E

2−Ω,
i.e. into Ω. The field defined by the integral operator

Ae(0, σ) = x 7→
∫

Γ

σ ln |x− y| dy (C.21)

fulfills the following conditions:

∆Ae = 0 in E
2 − Ω, (C.22)

∂+
nAe = ∂nAe +

1

2
σ, ∂−nAe = ∂nAe − 1

2
σ in Γ. (C.23)

If the solution in the exterior domain is given by

a = Ae(0, σ) in E
2 − Ω, (C.24)

then one can show [15,19] that on boundary Γ and within Ω hold

∂na = ∂nAe(0, σ), (C.25)

div
1

µ
grad a = −jz. (C.26)

Equations (C.24), (C.25) and (C.26) constitute the exterior hybrid formulation,
which results in a FEM-BEM formulation after discretization. Note that, since a
is the solution of the exterior Dirichlet problem, (C.25) is an application of the so-
called Dirichlet-to-Neumann map (or Poincaré-Steklov operator [15,19]). We do not
look for a symmetric discrete approximation of this operator (see e.g. [184,19,113]).
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Figure C.1: A two-dimensional example of primal and dual meshes.
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Figure C.2: Dual entities in the reference three-dimensional elements.

C.4 Discretization

We consider a triangulation of Ω (called the primal mesh) and its dual counterpart
obtained by barycentric subdivision (see Figure C.1) [20]. The discretization of the
hybrid formulations is based on the following principle: if we choose to associate the
field (here the potential a) with the primal mesh, then the sources (ρ and σ) should
be assigned to the dual mesh [209]. To show this, we should rewrite (C.2) in terms
of differential forms [69], i.e.

d ∗ da = µ0jz + µ0d(χ/µ) ∗ da,

where d represents the exterior derivative, and ∗ is the Hodge operator mapping p-
forms to (n− p)-forms (where n is the dimension; here n = 2). At the discrete level
the Hodge operator can be interpreted as a mapping between the primal and dual
sides of the mesh, whereas the exterior derivative maps within the same side [208,20].
As a result, if a is a 0-form on the primal side, then ρ = d ∗ da is a 2-form that
should be on the dual side.
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C.4.1 The Galerkin Method

The very idea of the Galerkin technique is to represent the potential a in a finite
dimensional space and to impose the basic equations in the weak sense by exploiting
the basis functions also as test functions. Obviously, the source terms ρ and σ need
to be approximated in discrete spaces as well.

Here, as usual, the potential is expressed as a =
∑

i∈N (·) aiλi, where N (·) rep-
resents the set of nodes of its argument and λi is the conforming mixed element of
degree 1 associated with the node i. The space spanned by the nodal elements is
named W 0

1 .

Since we do not have at our disposal mixed finite elements for the dual mesh,
the sources need to be given with the aid of the primal side functions:

ρ =
∑

i∈N (Ω)

ρi λi and σ =
∑

i∈N (Γ)

σi tλi, (C.27)

where tλi is the trace of λi on Γ. This choice differs from the classical approach fol-
lowed e.g. in [192], and is guided by the expression of ρ and σ in terms of differential
forms: ρ =

∑
i∈N (Ω) ρi ∗ λi and σ =

∑
i∈N (Γ) σi ∗ tλi (where the Hodge operator is

associated with the inner product in Ω and Γ respectively) [209].

Equations (C.16) and (C.17) may now be imposed in the weak sense resulting in
the following problem: find a such that ∀a′ ∈ W 0

1∫
Γ

a a′ dx =

∫
Γ

tA(ρ− µ0jz, σ) a′ dx, (C.28)∫
Ω

µ−1grad a · grad a′ dx = −
∫

Ω

jz a′ dx (C.29)

hold.

In the same manner (C.19) and (C.20) result in the weak problem: find a such
that ∀a′ ∈ W 0

1 ∫
Γ

∂na a′ dx =

∫
Γ

∂nAi(ρ− µ0jz, σ) a′ dx, (C.30)∫
Ω

µ−1grad a · grad a′ dx = −
∫

Ω

jz a′ dx +

∫
Γ

µ−1∂na a′ dx (C.31)

hold. Likewise, (C.25) and (C.26) result in finding a such that∫
Γ

∂na a′ dx = −
∫

Γ

∂nAe(0, σ) a′ dx (C.32)

and (C.31) hold for all a′ ∈ W 0
1 .

The next step is to discretize the source equations (C.14). By projecting the
volume source term into W 0

1 and after integration by parts, we get∫
Ω

ρ ρ′ dx =

∫
Ω

χ

µr

grad a · grad ρ′ dx−
∫

Γ

χ

µr

∂na ρ′ dx, (C.33)
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which should hold for all ρ′ ∈ W 0
1 . Discrete boundary sources are obtained in the

same way. That is, for all σ′ ∈ W 0
1 should hold∫

Γ

σ σ′ dx =

∫
Γ

2χ

1 + µr

∂na σ′ dx (C.34)

in the case of the interior formulations, or∫
Γ

a σ′ dx =

∫
Γ

Ae(0, σ) σ′ dx (C.35)

in the case of the exterior formulation.

C.4.2 The de Rham Map

Another possibility to discretize the hybrid formulations is to employ the de Rham
map [208, 209], which is a generalization of the collocation technique (see [208, 20]
for the relation between Galerkin and dual mesh de Rham approaches in the case
of partial differential finite element methods). We define the primal (respectively
dual) de Rham map as an integration operator that, when applied to a p-form f ,
returns a real number for each p-cell (i.e. node, edge and face for p = 0, 1, 2) of the
primal (respectively dual) mesh:

(Cf)i =

∫
ωi

p

f dx and (C̃f)i =

∫
eωi

p

f dx, (C.36)

where ωi
p is the ith p-cell of the mesh of Ω and where ω̃i

p is the dual counterpart
of ωi

n−p. To be concise, we denote by γi
p and γ̃i

p the primal and dual cells paving Γ
(now with p = 0, 1). See Figure C.1 for a graphical illustration of these definitions.

Equations (C.16) and (C.17) are imposed by applying the de Rham map (and
the Stokes theorem: ∂ denotes the boundary operator and n′ the exterior normal
to this boundary): find a such that for all nodes and all 2-cells of the mesh hold∫

γi
0

a dx =

∫
γi
0

tA(ρ− µ0jz, σ) dx, (C.37)∫
∂eωi

2

n′ · µ−1grad a dx = −
∫

eωi
2

jz dx. (C.38)

In the same manner (C.19) and (C.20) lead to the following problem: find a such
that for all 1- and 2-cells of the mesh hold∫

eγi
1

∂na dx =

∫
eγi
1

∂nAi(ρ− µ0jz, σ) dx, (C.39)∫
∂eωi

2

n′ · µ−1grad a dx = −
∫

eωi
2

jz dx +

∫
eγi
1

µ−1∂na dx. (C.40)
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Likewise, (C.25) and (C.26) result in finding a such that for all 1- and 2-cells of the
mesh hold [208] ∫

eγi
1

∂na dx = −
∫

eγi
1

∂nAe(0, σ) dx (C.41)

and (C.40).

The final step is to discretize the source equations by applying the dual de Rham
map to (C.14). For all 2-cells should hold∫

eωi
2

ρ dx =

∫
∂eωi

2

n′ · χ

µr

grad a dx−
∫

eγi
1

χ

µr

∂na dx, (C.42)

while for all boundary 1-cells or boundary nodes should hold∫
eγi
1

σ dx =

∫
eγi
1

2χ

1 + µr

∂na dx or

∫
γi
0

a dx =

∫
γi
0

Ae(0, σ) dx. (C.43)

C.5 Numerical Tests

We consider a simple two-dimensional magnetostatic problem: the so-called C-dipole
magnet [72]. Figure C.3 illustrates one of the numerical problems mentioned in the
introduction, as well as the advantage of locating sources on the dual mesh. It is
interesting to notice that the ordinary solution to the problem encountered when
locating the sources on the primal mesh in exterior hybrid formulations is to perform
the FEM-BEM coupling not directly on the boundary of magnetic materials, but by
locating Γ in the air, at a distance from any magnetic materials [104,192].

Figure C.4 displays the convergence of different discretization schemes when the
mesh is refined. All schemes are applied with two variations: first with the sources
discretized in the classical way, then with the sources discretized by taking the
duality into account. From this figure it can be seen that the classical exterior hybrid
formulation (the exterior Galerkin formulation with primal mesh located sources)
does not converge, whereas the interior Neumann formulations seem to converge
only very slowly. Furthermore, for this two-dimensional problem, the de Rham-
based schemes globally seem to behave better than their Galerkin counterparts. Be
aware that, from Figure C.4, one should not conclude that interior formulations are
preferable to exterior ones: the discretized operator in the FEM-IEM coupling is
less sparse than in the FEM-BEM coupling, so that the overall computing time (for
the same number of elements) is significantly higher. One should also keep in mind
that the number of elements in the finite element reference computation totalizes the
elements necessary to mesh a portion of air around the magnet and a geometrically
transformed region (which is needed to take into account the extension of the fields
toward infinity [164]).

These considerations permit to select the discretization schemes for the family
of hybrid formulations presented in Chapter 3. Other combinations of the proposed
discretization schemes could also be studied, since each scheme could be applied to
the field and the source equations separately. For example, an approach combining
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Figure C.3: Field lines obtained with the exterior hybrid formulation, with sources
located on primal (middle) and dual (bottom) meshes.

the Galerkin technique for the partial differential equation part and a de Rham map
for the integral equation would lead to a generalization of the well-known FEM-BEM
approach with collocation.
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mesh.



Appendix D

Practical implementation

Two original computer codes have been developed, which implement the methods
described in this thesis. The purpose of this appendix is to present the philosophy
behind these software tools. They have both been designed with an overall aim of
generality, to provide versatile tools for the solution of coupled discrete problems
arising in multi-physic simulations without compromising performance or accuracy.

Both environments are available on the Internet [77, 91] in order to give a free
alternative to commercial software for collaborative research. They aim at this
goal by providing transparent access to all implemented methods through dedicated
languages.

D.1 GetDP

D.1.1 Introduction

The first software project, called GetDP (a General environment for the treatment of
Discrete Problems [53,59,51,50,81,78]) and realized in collaboration with P. Dular,
benefits from the experience gathered in the Department of Electrical Engineering
of the University of Liège for the last decade, and provides an original approach to
the implementation of weighted residual methods. GetDP is open to the coupling
of physical problems (electromagnetic, thermal, mechanical, acoustic, etc.) as well
as of numerical methods (finite element method, integral methods, etc.) and can
deal with such problems of various dimensions (1D, 2D or 3D) and time states
(static, transient or harmonic). Its main feature is the closeness between its internal
structure, the organization of data defining discrete problems (written by the user in
ASCII text data files) and the symbolic mathematical expressions of these problems.
Its aim is to be welcoming and of easy use at both development and application
levels: it consists of a general working environment in which the definition of any
problem makes use of a limited number of elements (ten objects, briefly described
in the next section), which makes the environment structured and concise.

Besides the high order hybrid finite element formulations presented in this
work [209,88,87,178,180], their application to the modeling of thin structures [82,83]

127
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and their coupling with global quantities [86,52,54,57,49], GetDP has been success-
fully used for both research collaborations and industrial projects. A non-exhaustive
list of research subjects includes: inductive heating processes [59] (and in particular
the optimization of the thixoforming of steels [174]), electromagnetic wave propaga-
tion around antennas [85], eigenvalue problems in non-homogeneous waveguides [98],
rotating machines [48, 67], multi-harmonic simulations [100], piezoelectric devices,
etc. Many practical engineering problems have also been solved in the same envi-
ronment by researchers in several countries: for the computation of electromagnetic
fields in low and high frequency shielding problems, in the vicinity of high voltage
towers or underground cables, in breakers and cable junctions; for magnet opti-
mization in magnetrons; for the computation of thermal effects in breakers; for the
computation of acoustic waves in the vicinity of inductors; etc.

This generality could only be achieved thanks to the tight closeness ensured be-
tween the mathematical formulation of the problem, its description by means of the
dedicated language (analyzed by Lex and Yacc [143]) and the corresponding inter-
nal data structure, which forms a reduced-size kernel written in ANSI C [124]. This
kernel contains neither a geometrical pre-processor (and a fortiori no graphical inter-
face), nor linear algebra routines: the mesh generation and the visualization of the
results are relegated to other software tools (like Gmsh, described in Section D.2),
and the computationally intensive linear algebra code (all matrix and vector opera-
tions, as well as all linear solvers) is transparently interfaced with dedicated toolkits
(GetDP does not specify any vector or matrix formats, but relies on dedicated func-
tions in the linear algebra toolkits to particularize its generic access methods). For
example, GetDP can be linked with SPARSKIT [203] or with PETSc [167] in order
to achieve high computational efficiency either sequentially or in distributed com-
puting environments (in this case with the help of appropriate partitioning tools,
like e.g. Metis [123]). There is thus no particular multi-processor version of GetDP:
the sequential version of the software is simply a special case of the more general
parallel implementation.

The next section briefly defines the objects that have to be constructed by the
users in ASCII text files in order to set up the definition of discrete problems. We
intentionally do not present any syntax (see [78] for this, or [51, 81] for a concise
summary): the goal is to show how all the techniques involved in modern finite
element-type methods prove advantageous when defined as interdependent general
objects with evolutionary possibilities.

D.1.2 Working philosophy

The resolution of a discrete problem with GetDP requires the definition, in a text
data file, of the GetDP objects listed (together with their dependences) in Table D.1
and Figure D.1. The gathering of all these objects constitutes the problem definition
structure, which is a copy of the formal mathematical formulation of the problem.
Reading the first column of the table from top to bottom pictures the working
philosophy and the linking of operations peculiar to GetDP, from the definition of
groups to the visualization of results.
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Figure D.1: Objects and dependences. The decomposition points out the separa-
tion between the objects defining the method of resolution, which may be isolated
in a “black box” (bottom) and those defining the data peculiar to a given problem
(top).

Table D.1: Objects and dependences.

Group —
Function Group
Constraint Group, Function, (Resolution)
FunctionSpace Group, Constraint, (Formulation), (Resolution)
Jacobian Group
Integration —
Formulation Group, Function, (Constraint), FunctionSpace,

Jacobian, Integration
Resolution Function, Formulation
PostProcessing Group, Function, Jacobian, Integration,

Formulation, Resolution
PostOperation Group, PostProcessing

The computational tools which are at the center of a problem definition structure
are formulations (Formulation) and function spaces (FunctionSpace). Formula-
tions define the equations that have to be solved, while function spaces contain the
discrete approximations of all the quantities involved in formulations, i.e. fields of
vectors or co-vectors, as well as the associated constraints.

Each object of a problem definition structure must be defined before be-
ing referred to by others. A linking which always respects this property is
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the following: it first contains the objects defining particular data of a prob-
lem, such as geometry, physical characteristics and boundary conditions (i.e.
Group, Function and Constraint) followed by those defining a resolution method,
such as unknowns, equations and related objects (i.e. Jacobian, Integration,
FunctionSpace, Formulation, Resolution and PostProcessing). The process-
ing cycle ends with the presentation of the results (i.e. lists of numbers in various
formats), defined in PostOperation fields. Note that this decomposition points
out the possibility of building black boxes, containing objects of the second group,
adapted to treatments of defined problems (see Figure D.1).

Each of these objects makes an abundant use of the basic tool of GetDP: expres-
sions. These cover a wide range of functional expressions, from constants to formal
expressions containing functions (built-in or user-defined, depending on space co-
ordinates and on time, etc.), arguments, discrete quantities and their associated
differential operators, etc. A brief description of the ten objects is given hereafter.

Group: defining topological entities

Besides the file containing the definition of the problem structure, a file con-
taining a mesh must be specified. This mesh file contains a list of nodes
(with their coordinates) and a list of geometrical elements with, for each one,
a number characterizing its geometrical type (i.e. line, triangle, quadrangle,
tetrahedron, hexahedron, prism, etc.), a number indicating the physical region
to which it belongs and the list of its nodes.

Groups of geometrical entities of various types can be defined, based on this
mesh, and are used in many objects. There are region groups, of which the
entities are regions (and used for example as the support for piece-wise defined
functions, or as domains of integration), and function groups which define lists
of geometrical entities (e.g. nodes for nodal elements, edges for edge elements,
edges of tree for gauge conditions, groups of nodes for floating potentials,
elements on one side of a surface for cuts, etc.).

Function: defining global and piece-wise expressions

A function can be global in space or piece-wise defined in region groups. A
physical characteristic is an example of a piece-wise defined function (e.g. mag-
netic permeability, electric conductivity, etc.) and can be simply a constant,
for linear materials, or a function of one or several arguments for nonlinear
materials. Such functions can of course depend on space coordinates or time,
which can be necessary to express complex constraints.

Constraint: specifying constraints on function spaces and formulations

Constraints can be referred to in FunctionSpace objects to be used for bound-
ary or initial conditions, to impose global quantities, etc. These constraints
can be expressed with functions or be imposed by the resolution of another
discrete problem. Other types of constraints can be defined as well, e.g. con-
straints of network type for the definition of circuit connections, to be used in
Formulation objects.
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FunctionSpace: building function spaces

A FunctionSpace is characterized by the type of its interpolated fields, by
one or several basis functions and by optional constraints (in space and time).
Subspaces of a function space can be defined (e.g. for the use with hierarchi-
cal elements), as well as direct associations of global quantities (e.g. floating
potential, electric charge, current, voltage, magnetomotive force, etc.).

A key point is that basis functions are defined by any number of subsets of
functions, being added. Each subset is characterized by associated built-in
functions for evaluation, a support of definition and a set of associated sup-
porting geometrical entities (e.g. nodes, edges, faces, volumes, groups of nodes,
edges incident to a node, etc.). The freedom in defining various kinds of basis
functions, associated with different geometrical entities permits to build made-
to-measure function spaces adapted to a wide variety of field approximations.

Jacobian: defining Jacobian methods

Jacobian methods can be referred to in Formulation and PostProcessing

objects to be used in the computation of integral terms and for changes of
coordinates. They are based on Group objects and define the geometrical
transformations applied to the reference elements (i.e. lines, triangles, quad-
rangles, tetrahedra, prisms, hexahedra, etc.). Besides the classical line, surface
and volume Jacobians, the Jacobian object allows the construction of various
transformation methods (e.g. axisymmetric transformation or infinite trans-
formations for unbounded domains) thanks to dedicated Jacobian methods.

Integration: defining integration methods

Various numerical or analytical integration methods (see Section B.2) can be
referred to in Formulation and PostProcessing objects to be used in the
computation of integral terms, each with a set of particular options (number
of integration points for quadrature methods, definition of transformations for
singular integrations, etc.). The choice between several integration methods
can be made according to user-defined criteria (e.g. on the interpolation order,
on an error estimation, on the proximity between the source and computation
points in integral formulations, etc.).

Formulation: building equations

The Formulation tool permits to deal with volume, surface and line integrals
as well as with the punctual evaluation of many kinds of densities, written
in a form that is similar to their symbolic expression (it uses the same ex-
pression syntax as elsewhere in GetDP). This permits to take various kinds of
elementary matrices directly into account (e.g. with scalar or cross products,
anisotropies, nonlinearities, time derivatives, various test functions, etc.). In
case nonlinear physical characteristics are considered, arguments are simply
used for associated functions. In that way many formulations can be directly
written in the data file, just as they are written symbolically. Fields involved
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in each formulation are declared as belonging to beforehand defined function
spaces. The uncoupling between formulations and function spaces allows to
maintain a generality in both their definitions.

A Formulation is characterized by its type (for example a finite element
method), the involved quantities (of local, global or integral type) and a list
of local or global equation terms.

Resolution: solving systems of equations

The Resolution object defines all the operations to be performed on the
equations specified in a set of formulations, in order to obtain a solution to
the discrete problem. These operations may comprise: the generation of a
linear system and its solving with a given linear solver (which is independent
of GetDP, see Section D.1), the saving of the solution or its transfer to an-
other resolution, the definition of a time stepping method (e.g. a theta scheme
or the Newmark algorithm), the construction of iterative loops for nonlinear
problems (e.g. Newton-Raphson or fixed point methods), the computation of
a Fourier transform, etc. Multi-harmonic resolutions, coupled problems (e.g.
magneto-thermal-mechanical) or chained problems (e.g. pre-computations of
source fields) are thus easily defined in GetDP.

PostProcessing: exploiting computational results

The PostProcessing object is based on the quantities defined in a Formu-

lation and permits the construction, with the same expression mechanism as
elsewhere in GetDP, of any piece-wise defined quantity of interest.

PostOperation: exporting results

The PostOperation is the bridge between results obtained with GetDP
and the external world. It defines several elementary operations on Post-

Processing quantities (e.g. evaluation on a region, cut on a user-defined plane,
etc.), and outputs the results in several file formats.

For a complete definition of all these objects and examples showing how to define
the formulations developed in this work, see [81,78,77].

D.2 Gmsh

D.2.1 Introduction

As mentioned in the previous section, GetDP can be considered as a non-graphical
kernel for the solving of weighted residual type problems. In order to perform
mesh generation and adaptation, a side project has been developed in collabora-
tion with J.-F. Remacle, which goal is to provide a simple three-dimensional mesh
generator with parametric input and up-to-date visualization capabilities required
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for fully three-dimensional analyzes. The resulting effort, called Gmsh, is an auto-
matic three-dimensional mesh generator, primarily Delaunay, with built-in pre- and
post-processing facilities. One of the strengths of Gmsh is its ability to respect a
characteristic length field for the generation of adapted meshes on lines, surfaces
and volumes. These adapted meshes can be mixed with simple structured meshes
(extruded, transfinite, elliptic, hyperbolic) in order to augment the flexibility in the
testing of methods for solving problems involving thin structures. All the meshes
produced by Gmsh are conforming in the sense of finite element meshes (see Sec-
tion 2.6.1).

As for GetDP, all geometrical, mesh, solver and post-processing instructions are
prescribed in a language analyzed by Lex and Yacc [143]. The code itself is written
in C++ [206], while the graphics are rendered with OpenGL [202,166] and the user
interface is based on the FLTK widget set [70].

D.2.2 Working philosophy

Gmsh is structured around four modules: geometry, mesh, solver and post-
processing. The specification of any input to these modules is done either inter-
actively, or in text data files (interactive specifications generate language bits in
the input file, and vice versa). The accessibility of most features in the ASCII text
file makes it possible to automate all treatments (loops, tests and external access
methods permit advanced scripting capabilities). The internal kernel of Gmsh re-
flects this structure: it is built around a geometry, mesh, solver and post-processing
database. It is interesting to notice that the data can be provided to these databases
either in the native format or thanks to dynamically loadable modules (plug-ins).
This is most interesting to convert CAD data from other description languages (e.g.
DXF or STEP), to launch external applications from inside Gmsh (e.g. GetDP or
other solvers) or to apply complex user-defined treatments to geometry, mesh or
post-processing data. A brief description of the four modules is given hereafter.

Geometry: geometrical entity definition

Geometries are created in a bottom-up flow by successively defining points, ori-
ented curves (segments, circles, ellipses, splines, etc.), oriented surfaces (plane
surfaces, ruled surfaces, etc.) and volumes. Compound groups of geometrical
entities can be defined, based on these elementary parametrized geometric en-
tities. The scripting possibilities (with loops, tests, arrays of variables, etc.)
allow fully parametrized definitions of all geometrical entities.

Mesh: mesh generation

The mesh generation is performed in the same order as the geometry creation:
curves are discretized first; the mesh of the curves is then used to mesh the
surfaces; then the mesh of the surfaces is used to mesh the volumes. This
automatically assures the continuity of the mesh when, for example, two sur-
faces share a curve. Every meshing step is constrained by the characteristic
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length field, which can be uniform, specified by a characteristic length asso-
ciated with elementary geometrical entities, or associated with another mesh
(the background mesh, which can for example be created with the elementary
sizes resulting from the optimization procedures presented in Section 2.7).

For each meshing step (i.e. the discretization of lines, surfaces and volumes),
all structured mesh directives are executed first, and serve as additional con-
straints for the unstructured parts. The implemented transfinite, elliptic and
hyperbolic structured algorithms are e.g. described in [116], and can be com-
bined with the extrusion of curve and surface meshes. The implemented Delau-
nay algorithm [75] is subdivided in the following five steps for surface/volume
discretization:

1. trivial meshing of a box including the convex polygon/polyhedron de-
fined by the boundary nodes resulting from the discretization of the
curves/surfaces;

2. creation of the initial mesh by insertion of all the nodes on the
curves/surfaces thanks to the Bowyer algorithm;

3. boundary restoration to force all the edges/faces of the curves/surfaces
to be present in the initial mesh;

4. suppression of all the unwanted triangles/tetrahedra (in particular those
containing the nodes of the initial box);

5. insertion of new nodes by the Bowyer algorithm until the characteristic
size of each simplex is lower or equal to the characteristic length field
evaluated at the center of its circumscribed circle/sphere.

Additional steps involve mesh smoothing and mesh quality enforcement. Gen-
eral considerations on the implementation can be found in [176, chapter 4].

Solver: external solver interface

External solvers can be interfaced with Gmsh through a socket mechanism,
which permits to easily launch computations either locally or on remote com-
puters, and to collect and exploit the simulation results within Gmsh. A
common file format makes it possible to combine the output from the different
solvers in order to perform various couplings (of physical problems and numeri-
cal methods) and opens the way to the implementation of various optimization
procedures (which may depend on the geometrical or mesh parameters of the
model through the integrated scripting language).

Post-processing: field visualization

Multiple post-processing scalar or vector maps can be loaded and manipulated
(globally or individually) along with the geometry and the mesh. Scalar fields
are represented by iso-value curves/surfaces or color maps and vector fields
by three-dimensional arrows or displacement maps. Post-processing functions
include arbitrary section computation, offset, elevation, boundary extraction,
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color map and range modification, animation, vector graphic output [90], etc.
All post-processing options can be accessed either interactively or through the
input ASCII text files. Scripting permits to automate all the post-processing
operations (e.g. for the creation of complex animations).

For a complete description of Gmsh as well as for examples, see [91].
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les sciences et les techniques, vol. 3, Transformations, Sobolev, Opérateurs,
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1979.

[74] C. Garing, Milieux magnétiques, Ellipses, 1995.

[75] P. L. Georges and H. Borouchaki, Triangulation de Delaunay et maillage,
Hermes, 1997.

[76] H. De Gersem and K. Hamayer, A finite element model for foil winding sim-
ulation, IEEE Transactions on Magnetics 37 (2001), no. 5, 3427–3432.

[77] GetDP, a general environment for the treatment of discrete problems, http:
//www.geuz.org/getdp/.

[78] GetDP manual: the documentation for GetDP, a general environment for the
treatment of discrete problems, http://www.geuz.org/getdp/doc/texinfo/.
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Belgium, September 1997.

[81] C. Geuzaine, P. Dular, and W. Legros, A general environment for coupled finite
element and boundary integral methods, Proceedings of the 8th International
IGTE Symposium on Numerical Field Calculation in Electrical Engineering
(Graz, Austria), September 1998, pp. 106–111.

[82] , Dual formulations for the modeling of thin conducting magnetic shells,
COMPEL 18 (1999), no. 3, 385–397.

[83] C. Geuzaine, P. Dular, B. Meys, and W. Legros, Dual formulations for the
modeling of thin electromagnetic shells using edge elements, IEEE Transactions
on Magnetics 36 (2000), no. 4, 799–803.

[84] C. Geuzaine, P. Dular, B. Meys, W. Legros, J.-F. Remacle, and G. Deliége,
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[164] A. Nicolet, J.-F. Remacle, B. Meys, A. Genon, and W. Legros, Transformation
methods in computational electromagnetics, Journal of Applied Physics 75
(1994), no. 10, 6036–6038.



BIBLIOGRAPHY 149

[165] J. T. Oden and A. Patra, A parallel adaptive strategy for hp finite element com-
putations, Technical report TICAM 94-01, Texas Institute for Computational
and Applied Mathematics, University of Texas at Austin, May 1994.

[166] OpenGL, http://www.opengl.org.

[167] PETSc, the portable, extensible toolkit for scientific computation, http://

www.mcs.anl.gov/petsc.

[168] F. Piriou and A. Razek, Finite element analysis in electromagnetic systems
accounting for electric circuits, IEEE Transactions on Magnetics 29 (1993),
no. 2, 1669–1675.
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thesis, University of Liège, Belgium, Faculty of Applied Sciences, June 1997.

[177] J.-F. Remacle, P. Dular, A. Genon, and W. Legros, A posteriori error estima-
tion and adaptive meshing using error in constitutive relation, IEEE Transac-
tions on Magnetics 32 (1996), no. 3, 1369–1372.

http://www.opengl.org
http://www.mcs.anl.gov/petsc
http://www.mcs.anl.gov/petsc


150 BIBLIOGRAPHY

[178] J.-F. Remacle, P. Dular, C. Geuzaine, A. Genon, and W. Legros, Adaptive
hp-refinement for finite element computations using nodal and edge elements,
Electromagnetic Field Problems and Applications, ICEF’96 (Z. Keding, ed.),
International Academic Publisher, May 1997, pp. 66–69.

[179] J.-F. Remacle, P. Dular, F. Henrotte, A. Genon, and W. Legros, Error esti-
mation and mesh optimisation using error in constitutive relation for electro-
magnetic field computation, IEEE Transactions on Magnetics 31 (1995), no. 6,
3587–3589.

[180] J.-F. Remacle, C. Geuzaine, P. Dular, H. Hedia, and W. Legros, Error estima-
tion based on a new principle of projection and reconstruction, IEEE Trans-
actions on Magnetics 34 (1998), no. 5, 3264–3267.

[181] J.-F. Remacle, A. Nicolet, A. Genon, and W. Legros, Comparison of boundary
elements and transformed finite elements for open magnetic problems, Bound-
ary Elements XVI (C. A. Brebbia, ed.), Computational Mechanics Publica-
tions, Elsevier Applied Science, July 1994, pp. 109–116.

[182] Z. Ren, Auto-gauging of vector potential by iterative solver: Numerical evi-
dence, Proceedings of the 3rd International Workshop on Electric and Mag-
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Nédélec, J.-C. 25, 26, 27, 28, 31, 33,
34, 36, 37, 44

Ngnegueu, T. 3, 60
Nicolet, A. 26, 27, 33, 34, 50, 106, 124,
128

Nuutinen, J.-P. 120, 124

Oden, J. T. 52, 53, 54, 57
Okada, Y. 22, 24, 69

Patra, A. 52, 53, 54, 57
Pelle, J.-P. 3, 54
Phelps, B. 9
Pichon, L. 106
Piriou, F. 4, 54
Plaks, A. 26
Preis, K. 3, 13, 60, 69, 115
Press, W. H. 56
Preston, T. W. 24

Rachowicz, W. 27
Raizer, A. 54

Ramo, S. 9, 10
Rassili, A. 127, 128
Raviart, P. A. 25, 36
Razek, A. 4, 60, 61, 67, 68, 77, 122,
124

Reece, A. B. J. 24
Remacle, J.-F. 5, 53, 54, 55, 56, 57,
71, 106, 124, 127, 134

Ren, Z. 3, 27, 30, 31, 37, 43, 51, 60,
61, 67, 68, 77, 116, 120, 122, 124

Renhart, W. 3, 13, 60, 115
Rheinboldt, W. C. 3, 52, 54
Richter, K. R. 3, 13, 60, 69, 115
Rikabi, J. 54
Ritchie, D. 128
Robelet, M. 128
Robert, F. 22, 69, 71
Rodger, D. 3, 24, 60, 63, 76
Rokhlin, V. 106
Rougeot, P. 3, 54
Rubinacci, G. 22, 49, 50, 52

Sacks, Z. 106
Sacotte, M. 3, 60
Sadowski, N. 6, 61, 76, 106, 128
Sands, M. 107
Sarto, M. S. 106
Scharf, G. 107
Schloegel, K. 128
Schutz, B. 107
Segal, M. 133
Simkin, J. 24, 74
Song, J. 106, 116
Stoer, J. 46
Stratton, J. A. 7, 118
Stroustrup, B. 133
Sun, D. K. 25, 27, 37, 105
Suri, M. 4, 52
Sykulski, J. K. 60

Takahashi, N. 22, 24, 69, 88
Tanneau, G. 3, 60
Tarhasaari, T. 6, 59, 60, 64, 117, 119,
120, 121, 122, 123, 124, 127

Taylor, G. 42
Taylor, R. L. 3, 26, 37, 40, 42, 54, 57



158 AUTHOR INDEX

Tegopoulos, J. A. 69
Teukolsky, S. A. 56
Thomas, J. M. 25
Tonti, E. 59, 60
Touzot, G. 25, 37, 38, 40, 44
Tsiboukis, T. D. 25, 27, 37, 54, 106
Tsuji, Y. 42
Tsukerman, I. 26
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