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Past



In [1]: from matplotlib.pyplot import imread
imread("mushroom-small.png"}

Out[1]: array([[[0.03921569, 0.03529412, 0.02352941, 1. 1.
[@.2509884 , ©.1882353 , ©.20392157, 1. 1.
[0.4117647 , ©.34117648, ©.37254903, 1. 1.
[@.20392157, ©.23529412, ©.17254902, 1. 1.
[0.16470589, ©.18039216, ©.12156863, 1. 1.
[0.18039216, ©.18039216, ©.14117648, 1. 11,

[[©.1254982 , ©.11372549, ©.09411765, 1. 1.
[0.2901961 , ©.2509804 , ©.24705882, 1. 1.
[0.21176471, 0.2 , 0.20392157, 1. 1.
[@.1764706 , ©.24705882, ©.12156863, 1. 1.
[0.10980392, ©.15686275, 0.07843138, 1. 1.
[0.16470589, ©.20784314, ©.11764706, 1. 11,

[[©.14117648, ©.12941177, ©.10980392, 1. 1.
[#.21176471, ©.1882353 , ©.16862746, 1. 1.
[0.14117648, ©.13725491, ©.12941177, 1. 1.
[@.10980392, ©.15686275, ©.08627451, 1. 1.
[0.8627451 , ©.88235294, ©.05098039, 1. 1.
[0.14117648, 0.2 , ©.89803922, 1. 11,

How to write a computer program that performs tasks what we can all easily do,
yet all fail to describe precisely how?



Perceptron
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The Perceptron (Rosenblatt, 1957)
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The Multi-Layer Perceptron (Rumelhart et al, 1986)
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Convolutional networks

Complex
cell

Hubel and Wiesel, 1962



10 output units Bl ----ee--

layer H3
30 hidden units
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layer H2
12 x 16=192

. H2.1 H2.12
hidden units

layer H1 X
12 x 64 = 768 x5 o) [

hidden units L
H1.

256 input units S\YA':

fully connected

~ 300 links

fully connected

~ 6000 links

~ 40,000 links
from 12 kernels
5x5x8

~20,000 links
from 12 kernels
5x5

Convolutional network (LeCun et al, 1989)



Learning
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Present



1980s and 1990s
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other approaches
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Now
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What has changed?

Algorithms
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Depth
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Szegedy et al, 2014
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Beyond domain-based approaches

Pixel data Audio data
(e.g., visual recognition) (e.g., speech recognition and synthesis)
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Beyond supervised learning

Adversarial training

L2 Loss

Real Image in domain A

Fake Image in domain B \

Gea generates a reconstructed image of domain A.
This makes the shape to be maintained
real or fake ? when Gas generates a horse image from the zebra.

Discriminator for domain B

Reconstructed Image

Real Image in domain B

Few-shot learning
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Generative models

Waveform samples

‘WaveNet MoL

mel spectrogram
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Linear Pro]entlon

Bi-directional LSTM

Senolive
onv Layers Sensitive 2LSTM Layers
Attention

Character Embedding
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2 Layer Pre-Net

Learning to learn
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Autonomous cars (NVIDIA)




Learning to play video games (Mnih et al, 2013)




Future



Neural networks are not just another classifier, they represent the beginning of a
fundamental shift in how we write software. They are Software 2.0.

Andrej Karpathy (Director of Al, Tesla, 2017)
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Software 1.0

e Programs are written in languages such as Python, C or Java.

e They consist of explicit instructions to the computer written by a programmer.

e The programmer identifies a specific point in program space with some

desirable behavior.

Software 1.0



Software 2.0

e Programs are written in neural network weights
e No humanisinvolved in writing those weights!

e |nstead, specify constraints on the behavior of a desirable program (e.g.,
through data).

e Search the program space through optimization.
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For many real-world problems, it is often significantly easier to collect the data than
to explicitly write the program.

Therefore,

e programmers of tomorrow do not maintain complex software repositories,
write intricate programs or analyze their running times.

e Instead, programmers become teachers. They collect, clean, manipulate, label,
analyze and visualize the data that feeds neural nets.

Fundamentally, deep learning enables a new methodology towards problem solving.
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Growing Use of Deep Learning at Google

# of directories containing model description files

Unique project directories

4000

3000

2000

1000

(Jeff Dean, Lead of Google.ai, 2017)

Across many

products/areas:
Android
Apps
drug discovery
Gmail
Image understanding
Maps
Natural language
understanding
Photos
Robotics research
Speech
Translation
YouTube
... many others ...
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Benefits

e Computationally homogeneous

e Simple to bake insilicon

e Constant running time and memory use
e |tishighly portable

e |tisvery agile

e |tisbetterthanyou
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Outputs

Single large
model,
sparsely
activated

Tasks

Modules can meld into an optimal whole (Jeff Dean, Lead of Google.ai, 2017)
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Trust

How do you trust systems made of
opaque neural networks, for which
domain knowledge seems to have
disappeared?

e interpretability issues
e accountability issues

® security issues

THIS 15 YOUR MACHINE LEARNING SYSTETM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSLJERS ON THE OTHER SIDE.

WHAT IF THE ANSIERS ARE LRONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT
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Domain knowledge should not be abandoned.

Instead, use it to design neural networks,
thereby gaining in understanding and trust.



Summary

e Past: Deep Learning has a long history, fueled by contributions from
neuroscience, control and computer science.

e Present: It is now mature enough to enable applications with super-human
level performance, as already illustrated in many engineering disciplines.

e Future: Neural networks are not just another classifier. Sooner than later, they
will take over increasingly large portions of what Software 1.0 is responsible

for today.
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The end.
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