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Description
TECHNICAL FIELD
[0001] The disclosure relates to a method for assigning a pixel to one of a foreground and a background pixel sets.
BACKGROUND

[0002] A major research area in computer vision is the field of motion detection. The aim of motion detection is to
classify pixels according to whether they belong to such a moving object or not, filtering any pixels that may be misclas-
sified, so as to detect moving objects in a scene. This task, which is solved in nature with apparent ease by even
rudimentary animal vision systems, has turned out to be complex to replicate in computer vision.

[0003] In the field of computer vision, an image may be expressed as a plurality of picture elements, or pixels. Each
single pixel in an image may have a position x in the image and a pixel value7(x).

[0004] The position x may have any number of dimensions. For this reason, although the term "voxel" (for "volume
element") is sometimes used instead of "pixel" in the field of 3D imaging, the term "pixel" should be understood broadly
in the present disclosure as also covering such voxels and any picture element in images having any number of dimen-
sions, including 3D images and/or multispectral images.

[0005] This position x may be limited to a finite domain, for instance if it is an image captured by a fixed imaging device.
However, it may alternatively not be limited to a finite domain, for example if the image is captured by a moving imaging
device, such as, for example, a satellite on-board camera.

[0006] The pixel value 7(x) may also have any number of dimensions. For example, in a monochromatic image, the
pixel value7(x) may be a scalar luminance value, butin polychromatic images, such as red-green-blue (RGB) component
video images or hue saturation value (HSV) images, this pixel vaIueT(x) may be a multidimensional vector value.
[0007] Overthelasttwo decades, alarge number of background subtraction algorithms have been proposed for motion
detection. Many of these background subtraction algorithms have been reviewed by P.-M. Jodoin, S. Piérard, Y Wang,
and M. Van Droogenbroeck in "Overview and benchmarking of motion detection methods", Background Modeling and
Foreground Detection for Video Surveillance, chapter 24, Chapman and Hall/CRC, July 2014, and by T. Bouwmans in
"Traditional and recent approaches in background modeling for foreground detection: An overview", Computer Science
Review, vol. 11-12, pp. 31-66, May 2014.

[0008] The closest state of the art is the method disclosed by V. Reddy, C. Sanderson and B. C. Lovell in "Improved
foreground detection via block-based classifier cascade with probabilistic decision integration", IEEE Trans. on Circuit
and Systems for Video Technology, vol. 23(1), pp. 83-93, 2013. Reddy et al. disclose a block-based method wherein
image sequences are first analyzed on an overlapping block-by-block basis. A probabilistic foreground mask generation
approach exploits block overlaps to integrate interim block-decisions into a final pixel-level foreground segmentation.
Based on thresholding, the pixel is either marked as background, or further processed.

[0009] Most background subtraction algorithms involve a comparison of low-level features, such as individual pixel
values, in each image, with a background model, which may be reduced to an image free of moving objects and possibly
adaptive. Pixels with a noticeable difference with respect to the background model may be assumed to belong to moving
objects, and may thus be assigned to a set of foreground pixels, while the remainder may be assigned to a set of
background pixels. For instance, the background subtraction algorithms disclosed by C. Stauffer and E. Grimson in
"Adaptive background mixture models for real-time tracking”, IEEE Int. Conf. Comput. Vision and Pattern Recogn.
(CVPR), June 1999, vol. 2, pp. 246-252, and by O. Barnich and M. Van Droogenbroeck in "ViBe: A universal background
subtraction algorithm for video sequences" in IEEE Trans. Image Process., vol. 20, no. 6, pp. 1709-1724, June 2011,
classify pixels according to color components, whereas the background subtraction algorithms disclosed by V. Jain, B.
Kimia, and J. Mundy in "Background modeling based on subpixel edges," IEEE Int. Conf. Image Process. (ICIP), Sept.
2007, vol. 6, pp. 321-324, S. Zhang, H. Yao, and S. Liu in "Dynamic background modeling and subtraction using spatio-
temporal local binary patterns", IEEE Int. Conf. Image Process. (ICIP), Oct. 2008, pp. 1556-1559, M. Chen, Q. Yang,
Q. Li, G. Wang, and M.-H. Yang in "Spatiotemporal background subtraction using minimum spanning tree and optical
flow", Eur. Conf. Comput. Vision (ECCV), Sept. 2014, vol. 8695 of Lecture Notes Comp. Sci., pp. 521-534, Springer,
and M. Braham, A. Lejeune, and M. Van Droogenbroeck, "A physically motivated pixel-based model for background
subtraction in 3D images," in IEEE Int. Conf. 3D Imaging (IC3D), Dec. 2014, pp. 1-8, use, respectively, edges, texture
descriptors, optical flow, or depth to assign pixels to the foreground or the background. A comprehensive review and
classification of features used for background modeling was given by T. Bouwmans, C. Silva, C. Marghes, M. Zitouni,
H. Bhaskar, and C. Frelicot in "On the role and the importance of features for background modeling and foreground
detection," CoRR, vol. abs/1611.09099, pp. 1-131, Nov. 2016.

[0010] While mostof these low-level features can be computed with a very low computational load, they cannot address
simultaneously the numerous challenges arising in real-world video sequences such as illumination changes, camou-
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flage, camera jitter, dynamic backgrounds, shadows, etc. Upper bounds on the performance of pixel-based methods
based exclusively on RGB color components were simulated by S. Piérard and M. Van Droogenbroeck in "A perfect
estimation of a background image does not lead to a perfect background subtraction: analysis of the upper bound on
the performance,” in Int. Conf. Image Anal. and Process. (ICIAP), Workshop Scene Background Modeling and Initiali-
zation (SBMI). Sept. 2015, vol. 9281 of Lecture Notes Comp. Sci., pp. 527-534, Springer. In particular, it was shown
that background subtraction algorithms fail to provide a perfect segmentation in the presence of noise and shadows,
even when a perfect background image is available.

[0011] Among the typical challenges for background subtraction algorithms, we can in particular consider camouflaged
foreground objects, "ghosts", dynamic backgrounds and shadows and/or reflection effects.

[0012] A foreground object is considered to be "camouflaged" when its corresponding pixel values (e.g. color or
luminance) are similar to those of the background. In this situation, background subtraction algorithms may erroneously
assign the corresponding foreground pixels to the background, as false negatives. This may for instance take the form
of color camouflage on images from color cameras, or of thermal camouflage on images from thermal cameras. Snow
cover, for example, may lead to such camouflaging.

[0013] "Ghosting" is the phenomenon when a previously static object, which thus belonged to the background, starts
moving. In this situation, because not only the pixel values of the pixels corresponding to the object change, but also
those belonging to the background previously hidden by the object when it was static, these latter background pixels
may be erroneously assigned to the foreground, as false positives.

[0014] Dynamic backgrounds are such backgrounds were there may be changes in pixel values, such as for instance
awindblown leafy tree or a sea wave. In this situation, the corresponding background pixels may be erroneously assigned
to the foreground, also as false positives.

[0015] Similarly, shadows and reflections may lead to background pixels being erroneously assigned to the foreground,
as false positives, due to the associated changes in pixel values.

[0016] Other challenges that may lead background pixels to be erroneously assigned to the foreground as false
positives are noisy images (for instance due to compression artifacts), camera jitter, automatic camera adjustments,
slow framerates, panning, tilting and/or zooming, bad weather, gradual or sudden lighting changes, motion/insertion of
background objects, residual heat stamps on thermal images, persistent background changes, clouds, smoke and
highlights due to reflections.

[0017] Otherchallenges that may lead foreground pixels to be erroneously assigned to the background are fast moving
objects, and foreground objects that become motionless and may thus be erroneously incorporated into the background.

SUMMARY

[0018] A first aspect of the disclosure relates to a method for assigning a pixel to one of a foreground pixel set and a
background pixel set, more reliably and robustly than with background subtraction algorithms comparing a pixel value
of the pixel with a pixel value of a corresponding pixel in a background model. In particular, according to this first aspect,
the present disclosure seeks to address the abovementioned challenges to background subtraction algorithms. For this
purpose, the method according to this first aspect may comprise the steps of calculating a probability that a pixel of the
selected image belongs to a foreground-relevant object according to a semantic segmentation algorithm, and assigning
the pixel to the background pixel set if the probability that the pixel belongs to a foreground-relevant object does not
exceed a first predetermined threshold, assigning the pixel to the foreground pixel set if the probability that the pixel
belongs to a foreground-relevant object exceeds the first predetermined threshold and a difference between the probability
that the pixel belongs to a foreground-relevant object and a baseline probability for the pixel equals or exceeds a second
predetermined threshold.

[0019] Humans can easily delineate relevant moving objects with a high precision because they incorporate knowledge
from the semantic level: they know what a car is, recognize shadows, distinguish between object motion and camera
motion, etc. The purpose of semantic segmentation (also known as scene labeling or scene parsing) is to provide such
information by labeling each pixel of an image with the class of its enclosing object or region. The task is difficult and
requires the simultaneous detection, localization, and segmentation of semantic objects and regions. However, the
advent of deep neural networks within the computer vision community and the access to large labeled training datasets
have dramatically improved the performance of semantic segmentation algorithms, as described by J. Long, E. Shel-
hamer, and T. Darrell in "Fully convolutional networks for semantic segmentation”, IEEE Int. Conf. Comput. Vision and
Pattern Recogn. (CVPR), June 2015, pp. 3431-3440, by S. Zheng, S. Jayasumana, B. Romera-Paredes, V. Vineet, Z.
Su, D. Du, C. Huang, and P. Torr in "Conditional random fields as recurrent neural networks", IEEE Int. Conf. Comput.
Vision (ICCV), Dec. 2015, pp. 1529-1537, and by H. Zhao, J. Shi, X. Qi, X. Wang, and J. Jia, "Pyramid scene parsing
network," CoRR, vol. abs/1612.01105, Dec. 2016. Semantic segmentation algorithms have thus begun to be used for
specific computer vision tasks, such as optical flow estimation as described by L. Sevilla-Lara, D. Sun, V. Jampani, and
M. J. Black in "Optical flow with semantic segmentation and localized layers", IEEE Int. Conf. Comput. Vision and Pattern
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Recogn. (CVPR), June 2016, pp. 3889-3898.

[0020] Byleveraginginformation from ahigher, semanticlevel, the method accordingto this first aspect of the disclosure
can provide a more robust, reliable image segmentation into foreground and background than that provided by a back-
ground subtraction algorithm merely comparing low-level pixel values with a background model.

[0021] On one hand, the semantic level can thus be used to identify foreground-relevant objects, that is, objects
belonging to semantic classes that can be expected to move, and thus belong to the foreground, and leverage this
knowledge in the step of assigning the pixel to the background pixel set if the probability that the pixel belongs to a
foreground-relevant object does not exceed a first predetermined threshold, so as to prevent false positives, that is,
erroneously assigning pixels to the foreground pixel set due to, for example, dynamic backgrounds, ghosting, shadows
and/or reflections, camera jitter, panning, tilting and/or zooming, bad weather, gradual or sudden lighting changes or
background displacement, which usually affect the performances of conventional background subtraction algorithms.
[0022] On the other hand, the semantic level can also be used to identify whether the probability that a pixel belongs
to such a foreground-relevant object is increased with respect to a baseline probability for that pixel, that may for instance
correspond to a corresponding pixel in a semantic background model, in the step of assigning the pixel of the selected
image to the foreground pixel set if the probability that the pixel belongs to a foreground-relevant object exceeds the
first predetermined threshold and a difference between the probability that the pixel belongs to a foreground-relevant
object and a baseline probability for the pixel equals or exceeds a second predetermined threshold, so as to prevent
false negatives, that is, erroneously assigning pixels to the background, due to camouflage, i.e. when background and
foreground share similar pixel values.

[0023] According to a second aspect of the present disclosure, the abovementioned method may further comprise a
baseline updating step, wherein the baseline probability for the pixel is made equal to the probability that the pixel belongs
to a foreground-relevant object calculated according to the semantic segmentation algorithm, if the pixel has been
assigned to the background pixel set. Consequently, the baseline probability for the pixel can be updated for subsequent
use with respect to corresponding pixels in other images using the information from the semantic level of this image.
However, to avoid corrupting this baseline probability, for instance due to intermittent and slow-moving objects, a con-
servative updating strategy may be applied in which the baseline updating step is executed only randomly, according
to a predetermined probability of execution, if the pixel has been assigned to the background pixel set.

[0024] According to a third aspect of the present disclosure, the method may further comprise a step of assigning the
pixel to either the foreground pixel set or the background pixel set according to a background subtraction algorithm
comparing a pixel value of the pixel with a pixel value of a corresponding pixel in a background model, and in particular
a background subtraction algorithm based on at least one low-level image feature, if the probability that the pixel belongs
to a foreground-relevant object exceeds the first predetermined threshold and the difference between the probability
that the pixel belongs to a foreground-relevant object and the baseline probability for the pixel is lower than the second
predetermined threshold. Consequently, any pixel that the abovementioned steps fail to assign to either the foreground
pixel set or the background pixel set on the basis of the semantic segmentation algorithm may be assigned using a
known background subtraction algorithm comparing a pixel value of the pixel with a pixel value of a corresponding pixel
in a background model. In particular, the pixel may belong to an image and the background model be based on at least
another, related image, such as for instance a previous image in a chronological sequence of images including the image
to which the pixel belongs.

[0025] Indeed, accordingto afourth aspectofthe presentdisclosure, the pixel may belong to animage of achronological
sequence of images, in which case the baseline probability for the pixel may have been initialized as equal to a probability
that a corresponding pixel in an initial image of the plurality of related images belongs to a foreground-relevant object,
calculated according to the semantic segmentation algorithm. Consequently, the semantic knowledge from this initial
image can be leveraged in at least initially setting the baseline probabilities with which the probabilities of corresponding
pixels in subsequent images belonging to foreground-relevant objects are compared when determining whether those
pixels are to be assigned to the foreground.

[0026] According to a fifth aspect of the present invention, the first and second predetermined thresholds may have
been predetermined so as to optimize an F score of the method on a test image series. The F score of a detection
method may be defined as the harmonic mean between precision and recall, wherein the precision is a ratio of true
positives to the sum of true positives and false positives and the recall is a ratio of true positives to the sum of true
positives and false negatives. In the present context, pixels that are correctly assigned to the foreground can be considered
as true positives, pixels that are incorrectly assigned to the foreground represent false positives, and pixels that are
incorrectly assigned to the background represent false negatives. Consequently, predetermining the first and second
predetermined thresholds so as to optimize the F score of the abovementioned method on a test image series can
ensure a good compromise between precision p and recall r when the method is subsequently carried out on the selected
image.

[0027] However, in an alternative sixth aspect of the present invention, the first and second predetermined thresholds
may have been heuristically predetermined based on, respectively, a false foreground detection rate of the background
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subtraction algorithm and a true foreground detection rate of the background subtraction algorithm. It has indeed been
found by the inventors that the first and second predetermined thresholds with which the F score of the method on test
image series can be optimized are strongly correlated with, respectively, the false foreground detection rate and the true
foreground detection rate of the background subtraction algorithm applied in this method. Consequently, if those rates
are known from earlier tests of the background subtraction algorithm, it becomes possible to ensure a good compromise
between precision and recall when the method is carried out on the selected image, even without carrying out a time-
and resource-consuming optimization of the F score of the method applying both the background subtraction algorithm
and the semantic segmentation algorithm.

[0028] The present invention relates also to a data processing device programmed so as to carry out the image
background recognition method of the invention; to a data storage medium comprising a set of instructions configured
to be read by a data processing device to carry out an image background recognition method according to the invention;
to a set of signals in magnetic, electromagnetic, electric and/or mechanical form, comprising a set of instructions for a
data processing device to carry out an image background recognition method according to the invention; and/or to a
process of transmitting, via magnetic, electromagnetic, electric and/or mechanical means, a set of instructions for a data
processing device to carry out an image background recognition method according to the invention.

[0029] As "data storage medium" may be understood any physical medium capable of containing data readable by a
reading device for at least a certain period of time. Examples of such data storage media are magnetic tapes and discs,
optical discs (read-only as well as recordable or re-writable), logical circuit memories, such as read-only memory chips,
random-access memory chips and flash memory chips, and even more exotic data storage media, such as chemical,
biochemical or mechanical memories.

[0030] As "electromagnetic" any part of the electromagnetic spectrum is understood, from radio to UV and beyond,
including microwave, infrared and visible light, in coherent (LASER, MASER) or incoherent form.

[0031] As "object" is understood any observable element of the real world, including animals and/or humans.

[0032] The above summary of some aspects of the invention is not intended to describe each disclosed embodiment
or every implementation of the invention. In particular, selected features of any illustrative embodiment within this spec-
ification may be incorporated into an additional embodiment unless clearly stated to the contrary.

BRIEF DESCRIPTION OF THE DRAWINGS

[0033] The invention may be more completely understood in consideration of the following detailed description of
various embodiments in connection with the accompanying drawings, in which :

- FIG. 1is a flowchart illustrating a core routine of a method according to an aspect of the present disclosure ;

- FIG. 2is a functional scheme illustrating how the results of a semantic segmentation algorithm and a background
subtraction algorithm are combined in the core routine of FIG. 1 ;

- FIGS. 3A and 3B are graphs charting the positive correlations between the False Positive Rate FPR and True
Positive Rate TPR of the background subtraction algorithm and the optimum values for, respectively, a first prede-
termined threshold 75 and a second predetermined threshold 7z in the method of FIG. 2 ;

- FIGS. 4 to 6 are graphs charting the improvement achieved by the method of FIG. 1 over a background subtraction
algorithm used therein ; and

- FIG. 7 illustrates the outputs of a semantic segmentation algorithm, a background subtraction algorithm and a
method combining both for various video sequences in difficult scenarios ; and

- FIGS. 8 and 9 illustrate potential embodiments of video systems applying the method of FIG. 1.

[0034] While the invention is amenable to various modifications and alternative forms, specifics thereof have been
shown by way of example in the drawings and will be described in detail. It should be understood, however, that the
intention is not to limit aspects of the invention to the particular embodiments described.

DETAILED DESCRIPTION

[0035] For the following defined terms, these definitions shall be applied, unless a different definition is given in the
claims or elsewhere in this specification.

[0036] All numeric values are herein assumed to be preceded by the term "about", whether or not explicitly indicated.
The term "about" generally refers to a range of numbers that one of skill in the art would consider equivalent to the recited
value (i.e. having the same function or result). In many instances, the term "about" may be indicative as including numbers
that are rounded to the nearest significant figure.

[0037] As used in this specification and the appended claims, the singular forms "a", "an", and "the" include plural
referents unless the content clearly dictates otherwise. As used in this specification and the appended claims, the term
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"or" is generally employed in its sense including "and/or" unless the content clearly dictates otherwise.
[0038] The following detailed description should be read with reference to the drawings in which similar elements in
different drawings are numbered the same. The detailed description and the drawings, which are not necessarily to
scale, depictillustrative embodiments and are notintended to limit the scope of the invention. The illustrative embodiments
depicted are intended only as exemplary. Selected features of any illustrative embodiment may be incorporated into an
additional embodiment unless clearly stated to the contrary.
[0039] In a set of images that may have been, for example, successively captured by an imaging device at times t
following a time series, each image may be formed by a plurality of pixels, each single pixel in an image having a
dedicated pixel position x and a pixel value 7(x). For ease of understanding, in the accompanying drawings, the pixel
position x is shown as two-dimensional, but it could have any number of dimensions. For 3D images, for instance, the
pixel position x may have three dimensions. The pixel value 7(x) in the illustrated embodiment is a three-dimensional
vector, in the form of RGB- or HSV-triplets for obtaining a polychromatic image. In alternative embodiments, it could
however have any other number of dimensions.
[0040] A semantic segmentation algorithm may be applied to each image in order to calculate, for each pixel position
_ V(X)Z{vl(x‘) vix],... VN(X” vilx]
x and time t , a real-valued vector ! g Tt T " where '’ denotes a score for each class
c; of a set C={cy4,c,,...,c)} Of N disjoint classes of objects. A set of probabilities p/(x € ¢;) that the pixel at pixel position x
and time t belongs to each class c; of the set C may be calculated by applying a softmax function to the scores V; X I
[0041] Among the N disjoint classes of objects of set C, a subset R may correspond to foreground-relevant objects,
thatis, objects relevant to motion detection. For instance, if the images relate to a street scene, these foreground-relevant
objects may comprise potentially mobile objects like vehicles, people and animals, but not typically immobile objects
like trees or buildings. Using the semantic segmentation algorithmi it is thus possible to calculate an aggregated probability

ps.lxl=plx€RI=2 plxec
CER that the pixel at pixel position x and time t belongs to a foreground-relevant
object. It may be possible to consider different subsets R, possibly with different numbers of disjoint classes of foreground-
relevant objects, for different areas of an image . For instance, when the image shows both a road and a walking path,
the subset R may include just people and animals as foreground-relevant object classes in the area of the walking path,
but also vehicles in the area of the road.
[0042] This probability pg «x) that the pixel at pixel position x and time t belongs to a foreground-relevant object
according to the semantic segmentation algorithm can be used in a method for assigning pixels to foreground and
background pixel sets in each image of the set of images. Fig. 1 shows a flowchart illustrating a core routine of this
method, wherein the pixel at pixel position x and time ¢ is assigned to either the foreground pixel set or the background
pixel set. In a first step S100, the probability pg (k) that the pixel at pixel position x and time t belongs to a foreground-
relevant object is calculated using the semantic segmentation algorithm. In a second step S200, it is determined whether
this probability pg (x) is lower than or equal to a first predetermined threshold zgg. If the result of this comparison is
positive, and it is thus determined that the probability pg (x) that the pixel at pixel position x and time t belongs to a
foreground-relevant object according to the semantic segmentation algorithm does not exceed the first predetermined
threshold 7z, it is considered unlikely that the pixel at pixel position x and time t belongs to a potentially mobile object,
and the pixel at pixel position x and time ¢ is thus assigned to the background in step S300. Using a binary variable
De{BG,FG}, wherein the value BG indicates a background pixel and the value FG indicates a foreground pixel, this can
be expressed as a first rule:

S x|<14, » D,[x)=BG

BG | )

S (X} denotes a signal that equals the probability pg (x) , and D¢(x) denotes the value of the binary variable
D for the pixel at pixel position x and time t. This first rule provides a simple way to address the challenges of illumination
changes, dynamic backgrounds, ghosts and strong shadows, which severely affect the performances of conventional
background subtraction algorithms by erroneously assigning background pixels to the foreground pixel set.

[0043] On the other hand, if in step S200 it is determined that the probability pg (x) is not lower than or equal to a first

wherein

FG
predetermined threshold zzg, in the next step S400 it is determined whether a difference ~*

is at least equal to a second predetermined threshold zgg, wherein M(x) denotes a baseline probability for pixel position
x and time t. This baseline probability M(x) corresponds to a semantic model of the background for pixel position x and

(‘X‘):ps,t(\x\}_Mt{X,)
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time t. It may have been initialized as equal to the probability pg (x) that a corresponding pixel at pixel position x and

time 0, that is, in an initial image of the set of related images, belongs to a foreground-relevant object according to the
semantic segmentation algorithm. It may then have been updated according to the following update strategy at each
subsequent time step:

D,[x|=FG - M,,,[x]=M x|

Dt(X):BG —’aMt+1(X):ps t(x)

B

> oMy x]=M [x]

1-a

wherein — , denotes a predetermined probability « of execution, which may be set, for example, to 0.00024. Therefore,
the value of the baseline probability M;,4(x) for pixel position x and the next time step t+1 is maintained equal to the
baseline probability My(x) for a corresponding pixel at time step ¢, and only updated randomly, according to the prede-
termined probability of execution p, with the value of the probability pg (), if D{x)=BG, that is, if the pixel at pixel position
x and time t has been assigned to the background pixel set.

[0044] The random determination, with predetermined probability « of execution, of whether the baseline probability
M(x) for pixel position x is to be updated, may be carried out using a random number generator. However, since such
random numbers cannot be provided by a deterministic computer, a pseudorandom number generator may be used
instead with properties similar to those of a true random number generator. Another alternative is the use of a large look-
up list of previously generated random or pseudorandom numbers.

[0045] If the result of the comparison at step S400 is positive and it is thus determined that the difference StFG 1x] is
indeed equal to or higher than this second predetermined threshold 7., it is considered that there has been a significant
increase in the probability pg (x) for the pixel at pixel position x and time t with respect to that to be expected according
to the semantic model, and in the next step S500 the pixel at pixel position x and time t is thus assigned to the foreground
pixel set. This can be expressed as a second rule:

StFG(X)ZTFG-) Dt(x)=FG

[0046] This second rule can prevent to a large extent that foreground pixels that are camouflaged, that is, that have
similar pixel values to the background, be erroneously assigned to the background, which is also a challenge for con-
ventional background subtraction algorithms.
[0047] However, semantic segmentation alone may not suffice to distinguish between foreground and background,
for instance in the case in which a foreground-relevant object (e.g. a moving car) moves in front of a stationary object
of the same semantic, foreground-relevant object (e.g. a parked car). Since both objects belong to the same foreground-
relevant object class, the probability pg {x) will not significantly increase as the moving object moves in front of the
stationary object at pixel position x and time t.
[0048] To address such a situation, if the result of the comparison at step S400 is negative, that is, if the probability
BG| | FG |
Selx] exceeds first predetermined threshold 7z and the difference S (x| is lower than the second predetermined
threshold zrg, a third rule is applied in the next step S600, assigning the pixel at pixel position x and time t to either the

foreground pixel set or the background pixel set according to a conventional background subtraction algorithm comparing
a pixel value 7(x) of the pixel at pixel position x and time t with a pixel value of a corresponding pixel in a background
model based on at least another image of the plurality of related images. This can be expressed as a third rule:

D (x)=B[x]

wherein B{(x) € {BG,FG} denotes the result from the background subtraction algorithm.
BG| )
[0049] Fig. 2 thus illustrates how the three signals St (X}

combination, using the abovementioned three rules, for foreground and background detection. How these signals are
combined can also be summarized with the following table:

FG \
, S (X) and By(x) can be obtained and applied in
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Table 1: Foreground and background detection according to the three rules of the method

By(x) SO x)< Tho SEC x)=1 4 Dyx)
BG false false BG
BG false true FG
BG true false BG
BG true true X
FG false false FG
FG false true FG
FG true false BG
FG true true X

[0050] If the first predetermined threshold 7gg is set lower than the second predetermined threshold zgs, the two
situations denoted with "X" on Table 1 above cannot effectively be encountered.

[0051] Because the first rule only assigns pixels to the background pixel set, raising the first predetermined threshold
75 SO that the first rule is applied more frequently can only decrease the True Positive Rate TPR, that is the rate at
which pixels are correctly assigned to the foreground, and the False Positive Rate FPR, that is the rate at which pixels
are erroneously assigned to the foreground pixel set. On the other hand, because the second rule only assigns pixels
to the foreground pixel set, decreasing the second predetermined threshold zxg so that the second rule is applied more
frequently can only increase the True Positive Rate TPR and the False Positive Rate FPR. Ideally, the first predetermined
threshold 75 and second predetermined threshold 7 are thus to be set at the level that achieves the best compromise
between the highest possible True Positive Rate TPR and the lowest possible False Positive Rate FPR.

[0052] One first alternative for setting the first predetermined threshold zz5 and second predetermined threshold 7gg
is to perform tests on test image sequences using the abovementioned method with various different values for the first
predetermined threshold 7z and second predetermined threshold 7z, and select the duple of values for these thresholds
resulting, for given background subtraction and semantic segmentation algorithms, in the best overall F score, that is,
the highest harmonic mean between precision and recall, wherein the precision is a ratio of true positives (instances of
pixels correctly assigned to the foreground pixel set) to the sum of true positives and false positives (instances of pixels
erroneously assigned to the foreground pixel set) and the recall is a ratio of true positives to the sum of true positives
and false negatives (instances of pixels erroneously assigned to the background pixel set). This can be performed as
a grid search optimization.

[0053] The inventors have carried out such tests on 53 video sequences, organized in 11 categories, of the CDNet
dataset presented by Y Wang, P.-M. Jodoin, F. Porikli, J. Konrad, Y Benezeth, and P. Ishwar in "CDnet 2014: An
expanded change detection benchmark dataset", IEEE Int. Conf. Comput. Vision and Pattern Recogn. Workshops
(CVPRW), pages 393-400, Columbus, Ohio, USA, June 2014, applying the presently disclosed method using 34 different
background subtraction algorithms and, as semantic segmentation algorithm, the deep architecture PSPNet disclosed
by H. Zhao, J. Shi X. Qi, X. Wang and J. Jia in "Pyramid scene parsing network", CoRR, vol. abs/1612.01105, trained
on the ADE20K dataset presented by B. Zhou, H. Zhao, X. Puig, S. Fidler, A. Barriuso and A. Torralba in "Semantic
understanding of scenes through the ADE20K dataset", CoRR, vol. abs/1608.05442, Aug. 2016, to extract semantics,
using the PSPNet50 ADE20K model made publicly available by H. Zhao, running at approximately 7 fps ata 473 x 473
pixel image resolution on an NVIDIA® GeForce® GTX Titan X GPU. The last layer of this PSPNet architecture assigns
to each pixel a score for each class ¢; of a set C={c4,C5,...,c\} of N = 150 disjoint object classes. In these tests, the
selected subset of foreground-relevant object classes is R ={person, car, cushion, box, book, boat, bus, truck, bottle,
van, bag, bicycle}, corresponding to the semantics of CDNet foreground objects.

[0054] During these tests, it was found that there is a close correlation between the False Positive Rate FPR and True
Positive Rate TPR of the background subtraction algorithm used in the third rule of the abovementioned method and,
respectively, the first predetermined threshold 755 and second predetermined threshold 7 that achieve the best overall
F score when applied in the first and second rules of the same method, as shown in Figs. 3A and 3B.

[0055] Consequently, a second alternative approach is to heuristically set the first predetermined threshold 7z and
second predetermined threshold 75 based on, respectively, the False Positive Rate FPR and True Positive Rate TPR
of the background subtraction algorithm to be used in the third rule of the method. For instance, the first predetermined
threshold 755 may be set as half the False Positive Rate FPR of the background subtraction algorithm, and the second
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predetermined threshold 7.5 as equal to the True Positive Rate TPR of the background subtraction algorithm. Since the
background subtraction algorithm should, by definition, perform better than a random classifier, its False Positive Rate
FPR should be lower than its True Positive Rate TPR, thus ensuring that the first predetermined threshold 7z is also
lower than the second predetermined threshold zg.

[0056] According to a third alternative approach, the first predetermined threshold zg5 and second predetermined
threshold 7z may be set to default values, corresponding for example to the arithmetic mean of the values for these
thresholds resulting in the best overall F score for each of the best-performing five background subtraction algorithms
in the 2014 CDNet ranking, with the same semantic segmentation algorithm.

[0057] Each one of these three alternative approaches has been tested and found to provide very significant improve-
ments over the results of the underlying background subtraction algorithm on its own. Fig. 4 illustrates this improvement,
defined as one minus the error rate of the method combining background subtraction with semantic segmentation divided
by the error rate of the background subtraction algorithm on its own, for each one of these three approaches. More
specifically, Fig. 4 illustrates the mean improvement, measured on the overall CDNet dataset, both for the entire set of
34 background subtraction algorithms, and for only the 5 best-performing background subtraction algorithms. As can
be seen on this figure, the first approach offers a very significant improvement, even over the background subtraction
algorithms that already performed best, and this improvement is hardly decreased with the second and third alternative
approaches.

[0058] Fig.5illustrates the improvement, with respect to each background subtraction algorithm of the abovementioned
set of 34 different background subtraction algorithms, in terms of change in the mean True Positive Rate TPR and False
Positive Rate FPR. As can be seen there, the present method tends to reduce significantly the False Positive Rate FPR,
while simultaneously increasing the True Positive Rate TPR.

[0059] Fig. 6 illustrates the mean improvement, both for all 34 different background subtraction algorithms and for the
5 best-performing, per category of video sequence, in the 11 categories of the CDNet dataset: "Baseline", "Dynamic
background", "Camera jitter", "Intermittent object motion", "Shadow", "Thermal", "Bad weather", "Low framerate", "Night
videos", "Pan-Tilt-Zoom Camera" and "Turbulence". Particularly good improvements can be observed for the "Baseline",
"Dynamic background", "Shadow" and "Bad weather" categories. With respect to the "Thermal" and "Night videos"
categories, it must be noted that the ADE20K dataset used to teach the semantic segmentation algorithm did not include
images of these types, which may explain the less good results for those categories.

[0060] Fig. 7 illustrates the benefits of the method according to the present disclosure in four different scenarios of
real-world surveillance tasks. From left to right, the four columns correspond, respectively, to scenarios with dynamic
background, risk of ghosts, strong shadows, and camouflage effects. From the top down, the five rows illustrate a frame
of the corresponding video sequence, the probability pg «x) for each pixel, the output of the IUTIS-5 background sub-
traction algorithm described by S. Bianco, G. Ciocca and R. Schettini in "How far can you get by combining change
detection algorithms?", CoRR, vol. abs/1505.02921, 2015, the output of the presently-disclosed method, applying the
IUTIS-5 background subtraction algorithm in its third rule, and the ground truth. As can be seen, with respect to the
IUTIS-5 background subtraction algorithm on its own, the presently-disclosed method greatly reduces the number of
false positive foreground pixel detections caused by dynamic backgrounds, ghosts and strong shadows, while at the
same time mitigating camouflage effects.

[0061] The presently disclosed method may be carried out with assistance of a data processing device, such as, for
example, a programmable computer like the abovementioned NVIDIA® GeForce® GTX Titan X GPU, connected to an
imaging device providing a video sequence of successive images. In such a case, the data processing device may
receive instructions for carrying out this method using a data storage medium, or as signals in magnetic, electromagnetic,
electric and/or mechanical form.

[0062] The presently disclosed method may, for example, be applied to video-surveillance, professional and/or con-
sumer digital still and/or video cameras, computer and videogame devices using image capture interfaces, satellite
imaging and Earth observation, automatic image analysis and/or medical imaging systems or may be included in a
smartphone.

[0063] Fig. 8 illustrates a possible application of the invention with an imaging device 1 in the particular form of a digital
camera with an embedded data processing device 2 programmed to carry out the method of the invention. Fig. 9 illustrates
another possible application of the invention with an imaging device 1 connected to a data processing device 2 pro-
grammed to carry out the method of the invention.

[0064] Those skilled in the art will recognize that the present invention may be manifested in a variety of forms other
than the specific embodiments described and contemplated herein. Accordingly, departure in form and detail may be
made without departing from the scope of the present invention as described in the appended claims.
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Claims

1. A method for assigning a pixel belonging to an image of a chronological sequence of images to one of a foreground
pixel set and a background pixel set, comprising the steps of :

calculating (S100) a probability that the pixel belongs to a foreground-relevant object according to a semantic
segmentation algorithm ;

assigning (S300) the pixel to the background pixel set if the probability that the pixel belongs to a foreground-
relevant object does not exceed a first predetermined threshold ;

characterised-in-that the method further comprises the steps of:

assigning (S500) the pixel to the foreground pixel set if the probability that the pixel belongs to a foreground-
relevant object exceeds the first predetermined threshold and a difference between the probability that the pixel
belongs to a foreground-relevant object and a baseline probability for the pixel equals or exceeds a second
predetermined threshold;

wherein the baseline probability for the pixel has been initialized as equal to a probability that a corresponding
pixel in an initial image of chronological sequence of images belongs to a foreground-relevant object, calculated
according to the semantic segmentation algorithm, and

a baseline updating step, wherein the baseline probability for the pixel is made equal to the probability that the
pixel belongs to a foreground-relevant object calculated according to the semantic segmentation algorithm, if
the pixel has been assigned to the background pixel set.

2. The method according to claim 1, wherein the baseline updating step is executed only randomly, according to a
predetermined probability of execution, if the pixel has been assigned to the background pixel set.

3. Themethod according to any preceding claim, further comprising a step of assigning the pixel to either the foreground
pixel set or the background pixel set according to a background subtraction algorithm comparing a pixel value of
the pixel with a pixel value of a corresponding pixel in a background model, if the probability that the pixel belongs
to a foreground-relevant object exceeds the first predetermined threshold and the difference between the probability
that the pixel belongs to a foreground-relevant object and the baseline probability for the pixel is lower than the
second predetermined threshold.

4. The method according to claim 3 wherein the pixel belongs to an image and the background model is based on at
least another, related image.

5. The method according to any preceding claim, wherein the first and second predetermined thresholds have been
predetermined so as to optimize an F score of the method on a test image series.

6. The method according to any one of claims 1-4, wherein the first predetermined threshold is set to half a False
Positive Rate FPR of the background subtraction algorithm, and the second predetermined threshold is set to a
True Positive Rate TPR of the background subtraction algorithm.

7. A data processing device (2) programmed so as to carry out a method according to any one of claims 1 to 6.

8. A data storage medium comprising a set of instructions configured to be read by a data processing device (2) to
carry out a method according to any one of claims 1 to 6.

Patentanspriiche

1. Verfahren zum Zuweisen eines Pixels, der zu einem Bild einer chronologischen Bildersequenz zu einer von einer
Vordergrundpixelmenge und einer Hintergrundpixelmenge gehort, die folgenden Schritte umfassend:

Berechnen (S100) einer Wahrscheinlichkeit, dass der Pixel zu einem vordergrundbezogenen Objekt gehort,
gemal einem semantischen Segmentierungsalgorithmus;

Zuweisen (S300) des Pixels zu der Hintergrundpixelmenge, wenn die Wahrscheinlichkeit, dass der Pixel zu
einem vordergrundbezogenen Objekt gehdrt, einen ersten vorbestimmten Schwellenwert nicht ibersteigt;
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dadurch gekennzeichnet, dass das Verfahren weiterhin die folgenden Schritte umfasst:

Zuweisen (S500) des Pixels zu der Vordergrundpixelmenge, wenn die Wahrscheinlichkeit, dass der Pixel
zu einem vordergrundbezogenen Objekt gehort, den ersten vorbestimmten Schwellenwert iberschreitet
und eine Differenz zwischen der Wahrscheinlichkeit, dass der Pixel zu einem vordergrundbezogenen Objekt
gehort, und einer Grundlinienwahrscheinlichkeit fiir den Pixel gleich einem zweiten vorbestimmten Schwel-
lenwert ist oder diesen Uberschreitet;

wobei die Grundlinienwahrscheinlichkeit fiir den Pixel als gleich einer Wahrscheinlichkeit initialisiert wurde,
dass ein entsprechender Pixel in einem anfanglichen Bild der chronologischen Bildersequenz zu einem
vordergrundbezogenen Objekt gehort, die gemalk dem semantischen Segmentierungsalgorithmus berech-
net wurde, und

einen Grundlinienaktualisierungsschritt, wobei die Grundlinienwahrscheinlichkeit fiir den Pixel gleich der
Wahrscheinlichkeit gemacht wird, dass der Pixel zu einem vordergrundbezogenen Objekt gehort, die geman
dem semantischen Segmentierungsalgorithmus berechnet wurde, wenn der Pixel der Hintergrundpixel-
menge zugewiesen wurde.

2. Verfahren nach Anspruch 1, wobei der Grundlinienaktualisierungsschritt nur zufallig gemag einer vorbestimmten
Ausfuihrungswahrscheinlichkeit ausgefiihrt wird, wenn der Pixel der Hintergrundpixelmenge zugewiesen wurde.

3. Verfahren nach einem dervorhergehenden Anspriiche, weiterhin umfassend einen Schritt des Zuweisens des Pixels
entweder zu der Vordergrundpixelmenge oder zu der Hintergrundpixelmenge gemaf einem Hintergrundsubtrakti-
onsalgorithmus, der einen Pixelwert des Pixels mit einem Pixelwert eines entsprechenden Pixels in einem Hinter-
grundmodell vergleicht, wenn die Wahrscheinlichkeit, dass der Pixel zu einem vordergrundbezogenen Objekt gehort,
den ersten vorbestimmten Schwellenwert Uberschreitet, und die Differenz zwischen der Wahrscheinlichkeit, dass
der Pixel zu einem vordergrundbezogenen Objekt gehoért, und der Grundlinienwahrscheinlichkeit fir den Pixel ge-
ringer ist als der zweite vorbestimmte Schwellenwert.

4. Verfahren nach Anspruch 3 wobei der Pixel zu einem Bild gehért und das Hintergrundmodell auf mindestens einem
anderen verwandten Bild basiert.

5. Verfahren nach einem der vorhergehenden Anspriiche, wobei der erste und der zweite vorbestimmte Schwellenwert
vorbestimmt wurden, um so einen F-Punktewert des Verfahrens an einer Prifbildserie zu optimieren.

6. Verfahren nach einem der Anspriiche 1 bis 4, wobei der erste vorbestimmte Schwellenwert auf eine Halfte einer
falsch-positiven Rate FPR des Hintergrundsubtraktionsalgorithmus eingestellt ist und der zweite vorbestimmte
Schwellenwert auf eine wahr-positive Rate TPR des Hintergrundsubtraktionsalgorithmus eingestellt ist.

7. Datenverarbeitungsvorrichtung (2), die programmiert ist, um so ein Verfahren nach einem der Anspriiche 1 bis 6
auszufihren.

8. Datenspeichermedium, einen Satz von Befehlen umfassend, die eingerichtet sind, um durch eine Datenverarbei-
tungsvorrichtung (2) gelesen zu werden, um ein Verfahren nach einem der Anspriiche 1 bis 6 auszufiihren.

Revendications

1. Procédé pour attribuer un pixel appartenant a une image d’'une séquence chronologique d'images aund’un ensemble
de pixel d’avant-plan et d’'un ensemble de pixel d’arriére-plan, comprenant les étapes de :

le calcul (S100) d’'une probabilité que le pixel appartient a un objet pertinent d’avant-plan selon un algorithme
de segmentation sémantique ;

I'attribution (S300) du pixel a 'ensemble de pixel d’arriere-plan si la probabilité que le pixel appartienne a un
objet pertinent d’avant-plan ne dépasse pas un premier seuil prédéterminé ;

caractérisé en ce que le procédé comprend en outre les étapes de :

I'attribution (S500) du pixel a 'ensemble de pixel d’avant-plan si la probabilité que le pixel appartienne a

un objet pertinent d’avant-plan dépasse le premier seuil prédéterminé et une différence entre la probabilité
que le pixel appartienne a un objet pertinent d’avant-plan et une probabilité de base pour le pixel est égale
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a, ou dépasse, un second seuil prédéterminé ;

dans lequel la probabilité de base pour le pixel a été initialisée pour étre égale a une probabilité qu’un pixel
correspondantdans une image initiale de séquence chronologique d’images appartienne a un objet pertinent
d’avant-plan, calculée selon I'algorithme de segmentation sémantique, et

une étape de mise a jour de base, dans lequel la probabilité de base pour le pixel est rendue égale a la
probabilité que le pixel appartienne a un objet pertinent d’avant-plan, calculée selon 'algorithme de seg-
mentation sémantique, si le pixel a été attribué a I'ensemble de pixel d’arriere-plan.

Procédé selon la revendication 1, dans lequel I'étape de mise a jour de base est exécutée seulement aléatoirement,
selon une probabilité prédéterminée d’exécution, si le pixel a été attribué a 'ensemble de pixel d’arriére-plan.

Procédé selon une quelconque revendication précédente, comprenant en outre une étape de I'attribution du pixel
a 'ensemble de pixel d’avant-plan ou a I'ensemble de pixel d’arriere-plan selon un algorithme de soustraction
d’arriére-plan comparant une valeur de pixel du pixel a une valeur de pixel d’'un pixel correspondant dans un modéle
d’arriere-plan, si la probabilité que le pixel appartienne a un objet pertinent d’avant-plan dépasse le premier seuil
prédéterminé et la différence entre la probabilité que le pixel appartienne a un objet pertinent d’avant-plan et la
probabilité de base pour le pixel est inférieure au second seuil prédéterminé.

Procédé selon la revendication 3, dans lequel le pixel appartient a une image et le modele d’arriere-plan est sur la
base d’au moins une autre image connexe.

Procédé selon une quelconque revendication précédente, dans lequel les premier et second seuil prédéterminés
ont été prédéterminés afin d’optimiser un score F du procédé sur une série d’'image d’essai.

Procédé selon I'une quelconque des revendications 1 a 4, dans lequel le premier seuil prédéterminé est réglé a la
moitié d’un taux de faux positif FPR de 'algorithme de soustraction d’arriére-plan, et le second seuil prédéterminé

est réglé a un taux de vrai positif TPR de I'algorithme de soustraction d’arriere-plan.

Dispositif de traitement de données (2) programmeé afin de mettre en oeuvre un procédé selon I'une quelconque
des revendications 1 a 6.

Support de stockage de données comprenant un ensemble d’instructions configurées pour étre lues par un dispositif
de traitement de données (2) pour mettre en oeuvre un procédé selon 'une quelconque des revendications 1 a 6.
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