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In this work, we discuss the origin of several anomalies present in the point-contact Andreev reflection spectra of
(Li1−xFex)OHFeSe, LiTi2O4, and La2−xCexCuO4. While these features are similar to those stemming from intrinsic
superconducting properties, such as Andreev reflection, electron-boson coupling, multigap superconductivity, d-wave and
p-wave pairing symmetry, they cannot be accounted for by the modified Blonder–Tinkham–Klapwijk (BTK) model, but
require to consider critical current effects arising from the junction geometry. Our results point to the importance of
tracking the evolution of the dips and peaks in the differential conductance as a function of the bias voltage, in order to
correctly deduce the properties of the superconducting state.
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1. Introduction

Point-contact spectroscopy (PCS) has proved to be a sim-
ple yet powerful tool for investigating the properties of metal-
lic and superconducting materials.[1] This technique relies on
the formation of a point-contact between two metals, or a
metal and a superconductor, allowing for a current I to flow
through the resulting junction when a bias voltage V is ap-
plied. Typical experiments consist in measuring differential
conductance dI/dV (V ) spectra, whose characteristic features
can be associated with intrinsic material properties. On the
one hand, electrons might pass from the tip to the sample by
tunneling through the potential barrier at the interface. In this
situation, dI/dV (V ) is proportional to the density of states in
the sample and gives some insight into the electronic proper-
ties of the material. On the other hand, in superconducting
samples, electrons with an energy smaller than the supercon-
ducting gap ∆ can tunnel through the interface by pairing up
with another electron to form a Cooper pair. This process,

known as Andreev reflection, leads to the reflection of a hole
with opposite spin than the incident electron, in order to satisfy
spin and charge conservation.[2] Point-contact spectroscopy in
the Andreev reflection (PCAR) regime has been widely em-
ployed to study conventional superconductors, as dI/dV (V ) is
strongly related to several critical properties such as ∆ , pairing
symmetry or electron-boson coupling, to name a few.[1,3]

In comparison to conventional superconductors, uncon-
ventional superconductors host a rich diversity of phenomena,
including pseudogap,[4] d-wave/p-wave pairing symmetry[5,6]

or multi-band superconductivity,[7,8] that influence the PCAR
spectra. For instance, if tunneling occurs along the nodal
direction, a zero bias conductance peak (ZBCP) is detected
around V = 0. This effect, arising from the Andreev ref-
lection between positive and negative phase in a k-depen-
dent nodal gap,[9] was evidenced in La2−xCexCuO4 and
YBa2Cu3O7−δ .[10,11] Another example is the appearance of
dips and ZBCP in the differential conductance spectra, indi-
cating the existence of p-wave superconductivity.[12,13] This
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is due to the existence of non-trivial topological edge modes.
The existence of multiple energy gaps arising from multi-band
superconductivity also leaves a clear imprint in the spectra,
when the coupling between the gaps is weak. This was namely
observed in MgB2

[14,15] and in iron-based superconductors
(FeSe,[16] (Li1−xFex)OHFeSe,[17] LaFeAsO0.9F0.1,[18,19]) as
evidenced by the observation of multiple coherence peaks.

Although the anomalies observed in the PCAR spectra
might originate from the intrinsic properties of the unconven-
tional superconductors under study, other less exciting phe-
nomena related to the configuration of the junction between
the tip and the sample surface should be seriously consid-
ered. Indeed, similar anomalies were widely observed both
in conventional and unconventional superconductors and were
attributed to diverse causes such as the superconducting prox-
imity effect, the formation of an intergrain Josephson junction
at the tip apex or heating in the point-contact, leading to a lo-
cal decrease in the critical current of the superconductor.[20,21]

Therefore, caution has to be exerted when interpreting the ex-
perimental data. In particular, phenomena inducing intrinsic
properties of the sample and those related to the geometry
might give similar features in the spectra. This could lead
to erroneous conclusions on the nature of superconductivity
in unconventional superconductors if the Blonder–Tinkham–
Klapwijk (BTK) model,[22,23] usually employed to describe
the spectra, is not amended to account for the additional ef-
fects.

In this work, we aim at clarifying the interpretation of
experimental PCAR spectra, by making a clear distinction be-
tween anomalies arising from the intrinsic properties of uncon-
ventional superconductors and those coming from the junction
geometry. In particular, we address the situation where the re-
duction of the superconducting critical current plays a crucial
role in the interpretation of the data. This is the case (i) when
heating occurs in the point-contact and (ii) when the tip is
in series with an intergrain Josephson junction. After that we
briefly review the proximity effects which will introduce sim-
ilar anomalies. Under these circumstances, the results from
the BTK model need to be complemented by additional con-
tributions to account for the features in the spectra. With this
in hand, we are ready to confront the theoretical description
to some experimental examples of PCAR on unconventional
superconductors, where it is of paramount importance to go
beyond the BTK model to properly understand the supercon-
ducting properties of the sample. The experiments shed light
on possible misinterpretation of the spectra, arising from the
confusion between critical current effects and i) Andreev re-
flection, ii) multiband superconductivity, iii) p-wave super-
conductivity, and iv) d-wave superconductivity.

2. Modelling the critical current effects
2.1. BTK model

An ideal point-contact junction essentially consists in a
metal in the non-superconducting state (N) brought in contact
with a superconductor (S), separated by a thin insulating bar-
rier (I). A simplified model, the so-called BTK model,[23] has
been introduced by Blonder, Tinkham, and Klapwijk to de-
scribe PCAR in such N/I/S junctions. Assuming a unidimen-
sional junction at zero temperature, aligned with the x axis, the
repulsive insulating barrier at the interface is represented by
the potential energy U0δ (x). The transparency of the barrier is
proportional to 1/(1+Z2) where the parameter Z =U0/(h̄vF),
with vF the Fermi velocity.

Under these assumptions, the current INIS across the junc-
tion can be calculated analytically, by considering the prob-
ability of occurrence of different processes that an electron
coming from the N side may undergo at the interface. In the
BTK model, these include Andreev reflection (with a proba-
bility A), ordinary specular reflection (B), and transmission as
an electron-like (C) or hole-like (D) quasiparticle. As a result,
the current INIS can be written as

INIS = Ia

∫ +∞

−∞

[ f (E − eV )− f (E)] [1+A(E)−B(E)]dE, (1)

where V is the junction bias voltage, E is the energy, f (E) is
the Fermi distribution function and Ia is a constant depend-
ing on the junction constitution and geometry. The typical
dependence of INIS on V is represented in Fig. 1(c) for two
values of Z corresponding to extreme regimes. In all cases, for
V > ∆/e, the dominant conduction mechanism is the trans-
mission of electrons through the interface as quasiparticles.
For V < ∆/e, the regime of conduction is strongly dependent
on the value of Z. On the one hand, if Z is low, meaning that
the tip is close to the sample surface, Andreev reflection dom-
inates, as shown by the red line in Fig. 1(c). On the other
hand, if the insulating layer is thick, i.e., for high Z values,
the conduction is essentially dominated by tunneling, as illus-
trated by the blue line in Fig. 1(c). Usually, the results of PCS
experiments are represented in terms of the normalized differ-
ential through its value in the normal state. Figure 1(d) shows
the dI/dV (V ) curves corresponding to the two regimes illus-
trated in panel (c). The Andreev regime is characterized by
an enhancement of the conductance at low V , where its value
is doubled compared to the normal state. On the contrary, the
hallmark of the tunneling regime is a dip at zero bias voltage.

As a final remark, note that the BTK model is valid only
under the assumption that heating and proximity effects are
negligible in the point-contact region. In practice, satisfying
these conditions implies that the characteristic size a of the
contact should be smaller than the electron mean free path l
and the coherence length ξ , respectively.[8]
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2.2. N/I/S junction in the intermediate regime

Up to now, we considered point-contacts with a small
characteristic radius a � l, where l is the inelastic mean free
path. In this situation, the electrons are in the ballistic regime
and cross the point-contact without scattering, thus without
dissipation. The resistance of the contact (in the normal state,
V � ∆/e) is then given by the Sharvin resistance[24]

RS =
4lρ

3πa2 , (2)

where ρ is the resistivity, proportional to l−1. Therefore RS

essentially depends on the geometry of the point-contact. In
the general case of a contact between two different materials,
in the free-electron approximation and assuming a spherical
Fermi surface for both the metal and superconductor, RS can
be written as[25]

RS =
2h

e2a2k2
F,minτ

, (3)

where kF,min = [kF,m,kF,s] and

τ =
4vF,mvF,s

(vF,m + vF,s)
2 . (4)

Parameters kF and vF correspond the Fermi momentum and
Fermi velocity. The subscript indices m and s relate to the
metal and the superconductor, respectively.

On the contrary, in the thermal regime where l � a, the
resistance is mostly determined by the resistivity of the mate-
rials as given by the Maxwell resistance

RM =
ρm(Teff)+ρs(Teff)

4a
. (5)

Since electrons are scattered in the point-contact, Joule heat-
ing occurs and the temperature Teff at the center of the contact
is higher than the environment temperature T and can be ap-
proximated by[26]

T 2
eff = T 2 +

V 2

4L
, (6)

where L is the Lorenz number. In metals, and even more so in
superconductors, ρ increases as T raises. Compared to the
isothermal situation, local heating will therefore result in a
steeper increase of ρ as V is increased.
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Fig. 1. (color online) Response of a point-contact when critical current effects are accounted for. (a) and (b) Schematics of the typical assembly for point-
contact spectroscopy measurements, where a tip is brought into contact with the sample. The current I (I+ and I− leads) is measured as a function of the
bias voltage V (V+ and V− leads). The enlargement of the contact region shows the simplified structure described in the theoretical model: (a) an N/I/S
junction with heating and (b) an N/I/S junction in series with a Josephson junction (S/I/S). N, I, and S stand respectively for normal metal, insulator and
superconductor. (c) Typical I(V ) dependence of the N/I/S junction calculated with the BTK model in two extremes regimes: Andreev reflection (red) and
tunneling (blue). (d) Differential conductance dI/dV (V ) spectra corresponding to the curves in panel (c). Here Γ represents the decay of finite quasi-particle
lifetime by inelastic scattering. (e) Typical I(V ) dependence of the Maxwell resistance RM (black) considering the contributions of the metallic tip and
the superconducting sample (red). (f) Differential conductance dI/dV (V ) spectra for several RM/RS ratios. (g) Contributions of the N/I/S (blue) and S/I/S
(red) junctions to the total resistance of the junction represented in panel (b). (h) Differential conductance dI/dV (V ) spectra corresponding to the curves in
panel (g).

In general, in the situation depicted in Fig. 1(a), the point-

contact lies in an intermediate regime where the total resis-

tance R is made of the combined contributions of RS and

RM
[27]

R = RS +Γ

(
l
a

)
RM, (7)

where the function Γ (l/a) is on the order of 1 and varies
slowly with l/a. Since RS ∼ a−2, while RM ∼ a−1, the resis-
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tance of small contacts is dominated by RS, while RM becomes
preponderant for large contacts.

The features of RS have been described previously by the
BTK model. The I(V ) characteristics of RM can be plotted
using Eq. (5) as shown in Fig. 1(e). The red curve gives an
example of a typical I(V ) curve for a superconductor, while
the metal is represented in blue. If a current is applied to
measure the I(V ) curve of the junction, the total voltage of
the junction from Maxwell resistance is the sum of Vmetal and
Vsuperconductor. At a current higher than the critical current (Ic)
of the superconductor, the superconductor turns into a normal
metal. Thus, the I(V ) curve obeys the Ohm’s law. However,
when the current is close to Ic, the resistance of the supercon-
ductor decreases rapidly and the total voltage decreases, lead-
ing to the observation of a prominent nonlinear feature. Until
a current lower than Ic, the I(V ) characteristics are determined
by the metal. Most of time, due to the heating effect, the I(V )

curve might deviate from the linear behavior in this regime,
depending on the effective temperature governed by Eq. (6).
Tuning the value of RM/RS, we obtain a normalized dI/dV (V )

spectra as represented in Fig. 1(f). Due to the existence of Ic

in the superconductor, two dips can be observed in the spectra
in the intermediate regime. With the decrease of RM/RS, the
magnitude of the dip decreases gradually.

2.3. Critical current effects in N/I/S and S/I/S (S/N/S) junc-
tions in series

In polycrystalline superconductors, where the intergrain
weak-coupling effect plays an important role, the BTK model
does no longer provide a satisfying description of the junc-
tion. Indeed, in this situation, the junction between the tip and
the sample surface can in general be represented by the point-
contact (N/I/S) described previously, associated in series with
a Josephson junction (S/I/S), accounting for the connection be-
tween the tip and the superconducting grains. This situation is
depicted in Fig. 1(b).

The total voltage V across the junction is then the sum
of two contributions: the point-contact voltage VNIS, described
by the BTK model, and the Josephson junction voltage VSIS.
In the presence of thermal noise and with the assumption that
the associated capacitance C is small, the contribution of VSIS

can be calculated by the resistively shunted junction (RSJ)
model,[20,28] and is written as

VSIS =
2RNIcJ

γ

exp(πγI/IcJ)−1
exp(πγI/IcJ)

T−1
1

(
1+Ω

2 T2

T1

)
, (8)

T1 =
∫ 2π

0
dφ I0

(
γ sin

(
φ

2

))
exp
(
−γφ I

2IcJ

)
, (9)

T2 =
∫ 2π

0
dφ sin

(
φ

2

)
I1

(
γ sin

(
φ

2

))
exp
(
−γφ I

2IcJ

)
, (10)

where I0 and I1 are the modified Bessel functions, RN is the
normal state resistance, IcJ is the maximum Josephson current,
γ = hIcJ/ekBTn, in which Tn is the effective noise temperature,
and Ω = (2eIcJC/h̄)1/2 Tn.

The I(V ) curve corresponding to the typical response of a
Josephson junction is shown in red in Fig. 1(g). In general, at
I < IcJ, only Cooper pairs are able to pass through the junction,
and V remains small. However, at I > IcJ, the Cooper channel
gradually vanishes, whereas the Josephson junction I(V ) turns
to the quasiparticle branch with a certain normal resistance.

The features of the spectra resulting from the association
of the NIS junction and SIS junction depend strongly on their
normal-state resistances RNIS and RSIS, respectively. We can
calculate the I(V ) characteristic and the differential conduc-
tance by using the following relations: V (I) = VNIS +VSIS,
dI/dV (V ) = (dV/dINIS(V )+ dV/dISIS(V ))−1. When current
is lower than IcJ, VSIS is close to 0, and VNIS dominates the to-
tal voltage. However, with the increase of current, a remark
enhancement of VSIS happens at IcJ, which leads to two dips in
the dI/dV (V ) curve as seen in Fig. 1(h).

In some point-contacts, the tip is not sharp enough, and
Andreev reflection effect becomes weaker than a fine junction.
In this case, SIS junction dominates the spectrum, and a ZBCP
can be observed, which is higher than 2[20,29] (the maximum
value expected from the conventional Andreev reflection). It
is known that ZBCP is not expected for an ideal RSJ model
except for a point of divergence at zero point. However, when
a small normal RNIS connect in series with RSIS, at V < 2∆/e,
I(V ) curve has a large slope but not a vertical line, where the
ZBCP can be observed. It is expected to observe two coher-
ence peaks and ZBCP at the same time in an appropriate situ-
ation.

Finally, if the insulating layer in the SIS is substituted by a
normal metal, i.e., SNS, multiple Andreev reflection may hap-
pen at the interface between the superconductor and the metal,
which can also induce an enhanced ZBCP higher than 2.

2.4. Proximity effects

Proximity effects occurring at the interface between a
metal and a superconductor might give rise to additional fea-
tures in the conductance spectra.[30] Indeed, due to the dif-
fusion of Cooper pairs from the superconductor to the metal,
a weak superconducting layer is formed at the superconduc-
tor/metal interface, with a superconducting gap smaller than
the bulk value. Therefore, Andreev reflection in the proxim-
ity effect layer occurs for voltages lower than the bulk value.
However, the bias voltage still needs to be large enough to
overcome the bulk gap, so a dip in the conductance spectrum
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appears between those values. The proximity effect can be ac-
counted for by introducing two gap values in the model, giv-
ing rise to sharp dips between the voltages corresponding to
the gap energies. This effect is more prominent in the case of
a clean contact with a low Z.

3. Results and discussion
3.1. Experimental details

The point-contact junctions between the samples and
the probe are established using home-made Pt/Ir tips or a
small drop of Ag paste. The assembly is installed in a
Quantum Design PPMS system to achieve temperatures as
low as 1.8 K, and high magnetic fields, up to 15 T. Sam-
ple stage motion is allowed on the x-axis and z-axis, in the
range of 3 mm and 2.5 mm respectively. The differential
conductance dI/dV , is measured as a function of the bias
voltage V by a standard lock-in technique. The methods
of growing the La2−xCexCuO4

[31] films, LiTi2O4
[32] films,

(Li1−xFex)OHFeSe crystals,[33] and films[34] can be found
elsewhere.

3.2. Distinction between critical current effects and An-
dreev reflection

The experimental PCAR spectra obtained on a point-
contact between an (Li1−xFex)OHFeSe sample and a PtIr tip
are shown in Fig. 2(a), for temperatures between 5 K and 40 K.
The inset represents corresponding I(V ) curve at T = 5 K
which is obviously nonlinear. The critical temperature of the
sample is Tc = 38 K. A marked peak with an amplitude over
4 is present in the signal at low temperature. Its strength de-
creases as T increases and it vanishes around T ∼ Tc. At first
sight, this feature seems related to the Andreev reflection ob-
served for superconducting samples. However, a careful com-
parison with the BTK theory, represented in Fig. 2(b) for tem-
peratures between 0.5Tc and Tc, shows that Andreev reflection
alone cannot account for the observed experimental spectra, as
the shape and amplitude of the peak is significantly different.
The fitting of the experimental spectrum at T = 20 K, repre-
sented in the inset of Fig. 2(b), clearly illustrates this point.
As a consequence, if the BTK model is used to fit this data,
incorrect information will be obtained on the superconducting
properties, such as the superconducting gap ∆ .
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Fig. 2. (color online) Distinction between critical current effects and Andreev reflection. (a) PCAR spectra on an (Li1−xFex)OHFeSe sample with Tc = 38 K
for temperatures between 5 K and 40 K. The inset shows the corresponding I(V ) dependence at T = 5 K and the picture of surface taken by the scanning
electron microscope. (b) Andreev reflection spectra obtained by calculations within the framework of the BTK model for temperatures between 0.5Tc and
Tc. The inset shows the clear discrepancy between the experimental curve at T = 20 K (dots) and the result of fitting with the BTK model (red line).

The differences between the experimental spectra and the

BTK model can be attributed to critical current effects, arising

from the formation of an S/I/S(S/N/S) junction at the apex of

the tip or the thermal effect. Indeed, as explained previously,

the response of such a junction might lead to a large peak at

zero bias, with amplitude significantly larger than 2. In view

of the picture taken by scanning electron microscope showing

easily broken surface [See the inset in Fig. 2(a)], we prefer the

case of weak-links between superconducting grains. The peak

amplitude observed in the data can therefore be decomposed

in two contributions coming from the Andreev reflection, with

an amplitude close to 2, and the Josephson junction accounting
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for the rest. Moreover, the peak is sharper than for Andreev re-
flection, in agreement with the N/I/S + S/I/S(S/N/S) model we
exposed above.

These spectra are usually observed in iron-based
superconductors,[3] such as the sample we studied here, as
their surface is often fragile. As a consequence, in the process
of forming a point-contact between the tip and the sample, the
surface frequently suffers degradation. The resulting debris
or defects lead to the formation of an S/I/S(S/N/S) junction
between the tip apex and the sample. Another possible ex-
planation for the formation of these junctions involves the bad
crystallinity of some samples, such as polycrystalline systems,
where the intergrain coupling plays a significant role. A more
compelling evidence would require nanoscopic imagin of the
tip-sample interface which is not straighforward even with the
technology available today.

3.3. Distinction between critical current effects and multi-
band or p-wave superconductivity

Various unconventional superconductors were found to
exhibit a multiband behavior.[14,35–37] For instance, in iron-
based superconductors, Angle-Resolved Photoemission Spec-
troscopy (ARPES) measurements widely show a signature
of multiband superconductivity, with a hole pocket in the Γ

points and an electron pocket in the M point.[36,38] In these
systems, PCAR spectroscopy is a tool of choice to extract in-
formation on the band coupling. In many compounds, such as
FeSe[16] and (Li1−xFex)OHFeSe,[17] the spectra point to the
existence of two superconducting gaps. However, caution has
to be exerted when interpreting dI/dV (V ) spectra, as the dips
characteristic of multiband superconductivity look very simi-
lar to those induced by critical current effects.
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Figure 3(b) shows the experimental dI/dV (V ) spectra for
an (Li1−xFex)OHFeSe film with a critical temperature Tc =

45 K. Measurements are taken at temperatures ranging from
2 K to 55 K. At first sight, the dip structure might suggest the
existence of multiband superconductivity. However, a more
careful look shows that this explanation is incorrect and that
the features in the spectra are actually explained by critical
current effects. First, the energy scale associated with the dips
is as high as 40 meV, while the features disappear at T ∼ 26 K.
These values give a coupling constant 2∆/kBTc ∼ 33, much
larger than the BCS value of 3.53, and are thus incompati-
ble with the hypothesis of a BCS superconducting gap. This
is further supported by the magnetic field dependence of the
spectra, illustrated in Fig. 3(c) at 2 K for µ0H = 0 T (blue
line) and µ0H = 5 T (red line), showing that the dips dis-
appear at fields below 5 T. However, it is well known that
in (Li1−xFex)OHFeSe samples, the upper critical field Hc2 is
typically larger than 100 T.[39] The suppression of the dips at
T < Tc and H < Hc2 is due to the fact that the tip locally de-
pletes superconductivity, possibly forming S/I/S junctions in
the process. On the other hand, the I(V ) curve at T = 5 K in
Fig. 3(a) shows many bends, which also indicate the dI/dV (V )

spectra contain some intrinsic information.
For p-wave superconductors, PCAR spectra show double

dips and ZBCP, resulting from the existence of non-trivial edge
modes in unconventional topological superconductors.[13]

These features have been observed in CuxBi2Se3,[12]

Cd3As2,[40] and TaAs.[41] We performed PCAR measure-
ments on a LiTi2O4 film (Tc = 11 K). Fig. 3(d) shows the
I(V ) curve at T = 2.5 K. The characteristics of the curve are
similar to those of the (Li1−xFex)OHFeSe film. The resulting
dI/dV (V ) spectra are shown in Fig. 3(e) for temperatures be-
tween 2.5 K and 12.5 K. Double dips and peaks features are
present at low temperatures, while a single ZBCP is visible at
higher temperatures. Figure 3(f) illustrates the magnetic field
dependence of the signal. Increasing the field leads to a grad-
ual change of the features to a single ZBCP with two shallow
dips.

However, the experimental features cannot be attributed
to p-wave superconductivity, since LiTi2O4 is a normal metal
without topological features in band structure.[42,43] This is
also backed up by other experimental techniques, such as point
contact measurements[44] and specific heat measurements,[45]

that clearly point to the existence of s-wave superconductiv-
ity. The observed features can however be explained by crit-
ical current effects. This is further supported by the fact that
in both samples sets, increasing T or H leads to the disap-
pearance of the small irregularities in the spectra, attributed
to weak-links between superconducting grains. As for the
split peaks observed in spectra, it can be generated by sev-
eral mechanisms: proximity effect, two superconducting gaps,

and weak-links between superconducting grains. The case of
two superconducting gaps can be ruled out through the analy-
sis above. We firstly try to fit this anomaly by proximity effect.
However, the fitting result is not ideal even trying much differ-
ent values of fitting parameters. On the contrary, the features
like double dips and two split peaks can be well fitted by the
model of an N/I/S junction in series with two S/I/S junctions
at the same time, as shown in Fig. 3(f).

Strong electron–boson coupling might also be invoked to
explain the humps/dips features in the tunneling spectra,[46–48]

by establishing a correspondence with the electron–boson
spectra function α2F(w), where w is the boson energy. These
features are observed in various cuprate[48] and iron-based
superconductors,[46,47] as well as in LiTi2O4.[49] In this situa-
tion, the spectra provides fingerprint information to resolve the
nature of superconductivity. The energy scale can be exploited
to discriminate between the possible origin of the features in
the spectra. Indeed, while the energy scale is strongly depen-
dent on the point-contact geometry in the case of a spectrum
dominated by critical current effects, it is pretty much unaf-
fected by the position for electron-boson coupling.

3.4. Distinction between critical current effects and d-
wave superconductivity

In cuprate superconductors, the dx2−y2 -wave pairing sym-
metry mechanism is widely accepted, as it has been estab-
lished by phase-sensitive techniques,[5] Raman[50] or tunnel-
ing spectroscopy,[10,11] to name a few. In a superconductor
with dx2−y2 -wave symmetry, the gap function is typically given
by

∆ (θ±) = ∆0 cos(2θ ∓2α) , (11)

where α is the angle between the a axis of the sample and the
axis of the N/I/S junction.

A characteristic feature of superconductors with d-wave
symmetry is the ZBCP observed in the PCAR spectra, stem-
ming from Andreev reflection occurring between positive and
negative phases in a k-dependent node gap.[9,51] However, the
particular shape of the spectra is strongly dependent on α , and
dips and peaks might appear as the angle is changed. In con-
trast to the Andreev reflection spectra for an s-wave supercon-
ductor, the zero bias conductance might be larger than 2, thus
making it difficult to distinguish from critical current effects.
Figure 4 summarizes the PCAR results on an La0.9Ce0.1CuO4

film with a critical temperature Tc = 25 K. The dI/dV (V ) spec-
trum at T = 1.8 K, represented in Fig. 4(a), shows a clear
ZBCP. As the temperature is increased up to 25 K (see the gray
lines in panels (c) and (d)), the shape of the spectra evolves to
a single peak at zero bias. However, while fitting of the spectra
with the d-wave BTK theory works well at low temperatures,
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as represented by the red line in Fig. 4(c), it is clearly inade-
quate at higher temperatures, as illustrated in Fig. 4(d). More-
over, as shown in Fig. 4(b), the normalized intensity of the
ZBCP, dI/dV (0), increases slowly below 20 K and is abruptly

enhanced above 20 K, while finally disappearing close to Tc.
This behavior is in contradiction with the expectations for a
ZBCP induced by d-wave superconductivity, that should de-
crease monotonously as the temperature raises.
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Fig. 4. (color online) Distinction between critical current effects and zero bias conductance peak. (a) dI/dV (V ) spectra for an La0.9Ce0.1CuO4 film with a
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The ZBCP observed in LCCO can be satisfyingly ex-
plained by invoking critical current effects. The sharp increase
of the dI/dV (0) value observed when the temperature raises,
as opposed to the situation in Fig. 2(a) for instance, might
come from the influence of the thermal effects, impacting sig-
nificantly the conduction regime in the junction. When tem-
perature goes to Tc, the superconductivity of the sample will
be suppressed, which result in weakening of the critical cur-
rent effect. In general, the increase or decrease of ZBCP de-
pends on the competition between both two effects. For higher
temperature, we can only obtain a normal state spectra without
ZBCP induced by critical current effects because the sample is
in normal state.

4. Conclusion

Point-contact spectroscopy in the Andreev reflection
regime constitutes a tool of choice to study unconventional su-
perconductors. Indeed, some of the features observed in the
differential conductance dI/dV (V ) spectra can be attributed to
intrinsic properties of the superconducting material, such as

Andreev reflection, electron–boson coupling, multigap super-
conductivity, d-wave and p-wave pairing symmetry. Unfortu-
nately, the resulting anomalies are very similar to those stem-
ming from the critical current effects related to the junction
geometry. We reviewed the models accounting for the critical
current effects where additional contributions to the resistance
of the junction, not considered in the modified BTK model,
are included. As a consequence, the differential conductance
spectra present a wide variety of features, ranging from zero
bias conductance peak to dips, depending on the relative im-
portance of the contributions to the total junction resistance.
We provide some experimental evidence of situations where
it is crucial to take the critical current effects into account in
order to properly describe the superconducting properties.
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