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Outline of the talk

m Semantic maps
= What are semantic maps?

= Why use semantic maps for areal lexical typology?

m Case study: verbs of perception and cognition
= Why is this semantic field interesting?

m The datasets
m CLICS
= Vanhove (2008)
. WORDNET

m Areal patterns and general discussion



Introduction

Semantic maps
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Semantic maps
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Figure 1. A semantic map of typical dative functions /

the boundaries of English to and French a
(based on Haspelmath 2003: 213, 215)
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Semantic maps

Weighted semantic maps

1-“\|.
2)
3
Figure 2a. A simple semantic Figure 2b. A weighted semantic
map of person marking (Cysouw map of person marking (Cysouw

2007: 231) 2007: 233)
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Semantic maps

Lexical semantic maps

\ Colexification = multifunctionality
(undiluted) (frank)

(classical) . .
(heterosexual) | (rectilinear) Languages fﬁffer aiz tgfwhlch
(immediately) | (honest) (right-hand) senses they colexity

(directly) 4
N —

‘ Fr. droit

Eng. straight

Figure 3. Overlapping polysemies:
Eng. straight vs. Fr. droit
(Francois 2008: 167)
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Figure 4. Semantic map for time-related senses
based on the CLICS data
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Semantic maps

Why use semantic maps for areal lexical typology?

m The map makes universal claims
= Frequency: attested vs. non-attested and frequent vs. rare
= Types of polysemy: possible vs. impossible

= Implicational hierarchies (unlike other colexification networks)

m The mapping of items allows

= studying genetic, areal, and culture specific patterns,



Verbs of perception and
cognition

A case study
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Why perception & cognition?

m Perception and cognition are among the that are
lexicalized in the languages of the world (e.g. Swadesh 1952)

= domain: our results can be compared (e.g.
Sweetser 1990; Evans & Wilkins 2000; Vanhove 2008)

m The relevant literature has revealed both
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Verbs of perception & cognition

Semantic extensions

— T

Intrafield (= Intradomain) Interfield (= Interdomain/ Transfield)
(senses: same semantic field) (senses: different semantic field)

(based on Wilkins 1996: 274; cf. Matisoff 1978)



Verbs of perception & cognition

Intrafield extensions

: : smell
sight > hearing > touch >
taste

Figure 4. Viberg’s sense modality

hierarchy for semantic extensions and

polysemies of perception verbs

(Viberg 1984: 136)
Table. Inventories of the verbs of
perception
(Viberg 1984: 140)

Walbiri (West Australia)  Dyjaru (West Australia) Lesghian (East Caucasus)

Source: Hale 1971: 478 Tasaku 1981: 418 Dixon 1979: note 54

nja- "to see’ nyang- ‘see/ akun see/look’

puda-nja- ‘to hear, look’ van akun *hear/listen’
to feel’ pura-nyang- ‘hear/

panti-nja-  “to smell’ hsten’




Verbs of perception & cognition

Interfield extensions

Mind-as-body-Metaphor:

The internal self is
understood in terms
of the bodily
external self
(Sweetser 1990: 45)

q

From etymology
to pragmatics

Metaphorical and cultural
aspects of semantic structure

EVE E. SWEETSER

Common cross-linguistically (if not universal):

the connection between VISION and KNOWLEDGE
(Sweetser 1990: 45)

OBJECTIVE
+ INTELLECTUAL

Sight —— Knowledge, mental vision
"(“I see,” “a clear presentation,”
“an opaque statement,”
‘““a transparent ploy™)

Control, monitoring
Physical manipulation, grasping
(grasping = controlling,
range of vision = domain of control)
Mental manipulation, control

(understanding = grasping)
(understood knowledge is under control)

INTERPERSONAL Hearing —w——— Internal
‘COMMUNICATION (physical receptivity
reception) (heedfulness vs
being deaf to a plea)

Obedience
(Dan. lystre)

FEEL —* EMOTION
TASTE ——» PERSONAL PREFERENCE

SUBJECTIVE + EMOTIONAL

Figure 6. The structure of our metaphors of perception
(Sweetser 1990: 38)



Verbs of perception & cognition

In Australian languages: Extensions in cognitive verbs:
(Evans & Wilkins 2000)
* A foot in culture: a relativistic aspect
« Cognitive verbs > “hear’ (cf. Sweetser 1990)
(cf. intrafield extensions * A foot in nature: a universal aspect
confirm the prevalence of (Evans & Wilkins 2000)
vision)
P The culture sieve:
experience
/ . ” those elements that are in
' accordance with the premises of a given
culture
. ” the mapping with

touches of a culture in contrast with
other cultural and social systems
(Ibarretxe-Antufiano 2013: 324)

Physically+culturally
grounded result

Figure 7. The culture sieve (Ibarretxe-Antufiano 2013)



More recent accounts

Vanhove 2008

I « Sample of 25 languages (8 phyla);
s mostly African
: vision prevails

From Poly
to _\‘cm;mtu

: the auditory modality
prevails
« Stronger semantic association
of hearing and mental
perception

* Hearing > vision > prehension

[no distinction between controlled activity (e.g.
listen) vs. non-controlled experience (e.g. hear);
cf. Viberg 1984; 2001]
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More recent accounts |I

Wilchli 2016

: Central, East and North European languages
: Auditory and visual perception
 Explorative perception verbs = controlled activity (e.g. listen)
*  Opportunistic perception verbs = non-controlled experience (e.g. hear)
* Specific perception verbs: subtype of opportunistic perception
verbs

: how the encoding of a specificity distinction may ditfer cross-
linguistically.
 Particular areal feature for Baltic languages

: probabilistic semantic maps based on parallel corpora
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More recent accounts

= specific ‘hear’, A = non-specific ‘hear’, O = ‘listen’

|

English (leb) Lithuanian 1998
0 i O - a o) o A A 9
-5} A hear [31 = - st 19)
o = » o listen (9] < “ o A :?:otlxlnz'l
. - o © A o Kausy (g
Aa ‘ab“w o o mablity ¥ S [.3] / s / s
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28 e Specic > 181 [, TP ¢ 44 auditory contexts in Mark based on
i ; T | : 64 doculects in English (leb), Lithuanian
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Datasets for building lexical
semantic maps

Perception and cognition




cLics

==
CLICS

- 221

. 64 Database of Cross-Linguistic Colexifications

: 1280

N of N of
Meaning 1 | Meaning 2 | language | forms :form

:[ba]// :[i'mo?]// :[?ike]// :[6anahe]/
see know 5 6|/ ‘[kitea]// :[aarayu]// :[arayu]
agr_std:[wainat]//arn_std:[pe]//con_std:[ at"eye]/ /cwg_std:[yow]
//emp_std:[u'nu]//kgp_std:[we]/ /kpv_std:[addzun]/ /kyh_std:[m
ah]//mca_std:[wen]//mri_std:[kitea]//oym_std:[esa]//pbb_std:[u
yl/ /plt_std:[mahita]/ /pui_std:[duk]/ /ray_std:[tike?a]/ /rtm_std:[r
ee]/ /sap_Enlhet:[nenwetay?]/ /sei_std:[a?0]//shb_std:[taa]/ /sja_st
see find 15 23 | d:[unu]//swh_std:[ona]//tbc_std:[le]//yag_std:[tiki]
kgp_std:[we]//mbc_std:[era?ma]//pbb_std:[uy]//sap_Standard:[ak
see get, obtain 6 6 | witayi]//srq_std:[tea]//udi_std:[akbcyH]

Polysemy data from CLiCs (http:/ /clics.lingpy.org/download.php)

(List et al. 2014)


http://clics.lingpy.org/download.php

==
CLICS

keep, retain o
S carry (bear)
have. [ ]
bring
lrap (vb) B3
hol.d ®
choose o o678, grasp
raise. lift catch.(ball)
e
mow, reap o take e borrow
~ <
pick Upy
tell story collect, gather "o .
> e get; oblain o s
® marry
3 ® buy
taste AgMit, contess © find
@ ® paytvbys
see sing
remember ®
®
feel
~ ot e
Know PR & count E
s
smell (vb trans) sell
P
-t understand
hear
v . . Figure 9. Complete
rea .
© “S“:n learmn @ network in CLICS of
teach . .
o - which SEE is part

study
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CLICS

KEED e -

own, posgess g aas) _bring

trap {vb) o MY
have. ho‘g e

\\ sgize. grasp
borraw sell
. © e °
\\\\\'.atr.h (g Jlake
choose raise 1§ \\\\ X
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feel undersiang . EROW
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- listen SEE as a pivot

smell (vb trans)
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CLICS

CLICS

CLICS is an online database of synchronic lexical associations [READ MCRE]

R & oo
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Database of Cross-Linguistic Colexifications
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_.._.“9'}90 (R
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..-;.~:-:-}-:-Q.&¢G§"-OQ

PR oAt end o &
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Waiting for CLICS 2.0 ...

(List 2017)

[ncreased quantity of data
Increased quality of data (e.g., links to the Concepticon)
Include partial colexifications

Normalize the data which is analysed by CLICS



From CLICS to a more economical map

The economy principle

Given three meanings (Meaning,, Meaningp, Meaning), if the linguistic
items expressing Meaning, and Meaning always express Meaningg,
there is no need to draw an edge between Meaning, and Meaning (the
resulting map will not be triangular, i.e. a vacuous semantic map, with
all the meanings connected).

(Georgakopoulos & Polis forthcoming)
B

A C

Figure 11. An abstract semantic map



From CLICS to a more economical map

The synchronic polysemy patterns are
converted into a lexical matrix

Tmap = [Tsenses]
t Tclean:
split_langWord = t[2].split{"'//")
couple split_langWord:
langWord = couple.split({":")
line = [langWord[@1, langWord[1]]
i range (2,len{Tsenses)):
line.append{"2")

line[Tsenses.index(t[@])] = "1°
line[Tsenses.index(t[1])] = "1’
Tmap.append(line’
Languages
/Source of constraint | Constraint Meaning 1 Meaning 2 Meaning 3
name ‘SEE ‘KNOW’ ‘GET, OBTAIN
Araona ba 1 1 0
Ayoreo i’ mo? 1 1 0
Hawaiian vike 1 1 0
Ese banahe 1 1 0
Maori kitea 1 1 0
Telugu aarayu 1 1 0
Kaingang we 1 0 1
Macushi era?ma 1 0 1
Paez uy 1 0 1
Sanapana (Standard) akwitayi 1 0 1
Siriono | tea 1 0 1
\Udi /| akpeyH 1 0 1




From CLICS to a more economical map

Languages

/ Source of constraint \ Constraint Meaning 1 Meaning 2 Meaning 3

name ‘SEE ‘KNOW’ ‘GET, OBTAIN
Araona ba 1 1 0
Ayoreo i'mo? 1 1 0
Hawaiian Pike 1 1 0
Ese banahe 1 1 0
Maori kitea 1 1 0
Telugu aarayu 1 1 0
Kaingang we 1 0 1
Macushi era?ma 1 0 1
Paez uy 1 0 1
Sanapana (Standard) akwitayi 1 0 1
Sirion6 tea 1 0 1
\Jdi _ | axbeyn 1 0 1

Weighted semantic map based on an

adapted version of the algorithm
suggested by Regier et al. (2013)

# CREATE INITIAL GRAPH

# graph G: add each term's nodes, no edges in graph yet.
G = nx.Graph() 2 creste empty groph (undirected)
PossE = [J % list of possible edges, filled below
t T:
# odd all nodes in t, if not already in graph
n t:
1f G.hes_node(n)):
G.oadd_node(n)

# add to PossE @ link between each poir of nodes in t
# cdding ¢ link between every node in G is needless and slower
pair cllpairs(t):
u = pair[@]
v = pair[l]
( ((Cu,v) PossE) (Cv,u) PossE))):
PossE.append((u,v))



+ From CLICS to a more economical map

o
preserveﬂook after / -
rﬁd t / /
I / think (= be &Pthe opinion)
am@Bhsh / '
look,
choﬁhew * [\
seek, ok for get, Gbtain
sdém
try, dffempt

Figure 12. Full semantic map for the cognition-
perception domain, visualized with modularity
analysis* (Blondel et al. 2008) in Gephi

beafitiful
tofith

smell (Vintrans) | ask (questiBh, inquire)
-
4 ti‘e.
smell (‘\trans) p siled(be)

beligve

* A method to extract the community structure of large
networks. Here, the different colors point to modules
(also called clusters or communities) with dense
connections between the nodes within the network.



+ From CLICS to a more economical map

bediitiful
tofieh
* Direct edge between perception |
verbs denoting ron-controlled smell (Bintrans) | 25K (questiBh, inquire)
cxperience (e.g., HEAR, SEE) and
cognitive verbs (e.g., UNDERSTAND)

. tdfle
smell (i trans) |/ silef(be)

beligve

- @
preserveflook after > sil
/ \ g 4
7
1é3d m: be 8Pthe opinion) v \\\.// =
ee

/
. meat < TEOK. JOOK i
look,

cho@hew
seek, Bok for get, btain / \
L]

é8m
try, &mpt : - ©°

undersiang’  IW0OW

Figure 12. Full semantic map for the cognition-
perception domain, visualized with modularity Figure 13. Snapshot from
analysis* (Blondel et al. 2008) in Gephi CLICS with SEE as a pivot



+ From CLICS to a more economical map

bediitiful
tofieh
* Direct edge between perception |
verbs denoting ro1-controlled smell (Bintrans) | 25K (questiBh, inquire)
experience (e.g., HEAR, SEE) and |
cognitive verbs (e.g., UNDERSTAND)

. tdfle
smell (@ trans) | / silef(be)

beligve
preserveflook after ; o Jook lock &t
- / {N\ Ay
rm f% t / \
‘ } n/& think (= be &Pthe opinion) , g\ O =~ \
! WM . ST
E ®  Sudy
look, a
chopPhew twent [ ® Near
seek, 8ok for get, Gbtain /
5@“ ¥ oo
try, &mpt mwﬂ.:mﬁus / ® touch
Figure 12. Full semantic map for the cognition- ncersang
perception domain, visualized with modularity Figure 14. Snapshot from

analysis* (Blondel et al. 2008) in Gephi CLICS with LOOK as a pivot



+ From CLICS to a more economical map

bediitiful
tofieh
* Direct edge between perception |
verbs denoting ro1-controlled smell (Bintrans) | 25K (questiBh, inquire)
experience (e.g., HEAR, SEE) and
cognitive verbs (e.g., UNDERSTAND)

. tdfle
smell (Qtrans) silef(be)

«  No intrafield extension between SEE N\ /.

and HEAR, without going through

interfield meanings beleve

preserve@ook after

T

réd f?; l;&t m: be 8Pthe opinion)
look, a

cho@hew

seek, 8ok for get, Gbtain

try, difempt .
Figure 12. Full semantic map for the cognition-

perception domain, visualized with modularity
analysis* (Blondel et al. 2008) in Gephi
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Mapping Vanhove’s data

» Visualization of frequency of polysemy
patterns

* Implicational hierarchies:
e [If THINK and SEE, then KNOW
 If HEAR and LEARN, then KNOW

* The map predicts more than the attested data
* If REMEMBER and SEE, then UNDERSTAND
* “[A] good model always predicts a few

things not yet encountered”
(Cysouw 2007: 233)

* HEAR, KNOW, and UNDERSTAND are the most
important nodes in the map (articulation
points)

Rer@ber

Figure 15. Semantic map for the
cognition-perception domain
based on Vanhove’s (2008) data
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Mapping Vanhove’s data

Visualization of frequency of polysemy
patterns

Implicational hierarchies:

The map predicts more than the attested data

HEAR, KNOW, AND UNDERSTAND are the most
important nodes in the map (articulation
points)

If THINK and SEE, then KNOW
If HEAR and LEARN, then KNOW

If REMEMBER and SEE, then UNDERSTAND
“IA] good model always predicts a few

things not yet encountered”
(Cysouw 2007: 233)

Reber

Again, no intrafield polysemy is allowed without the
intervention of an interfield polysemy

If SEE and HEAR, then either KNOW or UNDERSTAND

Figure 15. Semantic map for the
cognition-perception domain
based on Vanhove’s (2008) data



Wordnet

A database of words that are
linked together by their GIObaI WordNet

semantic relationships ASSOClatlon

A free, public and non-commercial organization

¢ N Of 1gS: 25 that provides a platform for discussing, sharing

and connecting wordnets for all languages in the
wona,

More info GWA

Core concept

Words are grouped together as sets of
synonyms (Fellbaum 1998: 72ff.)

Synset: A synonym set; a set of words
that are roughly synonymous in a

given context

A prerequisite for the representation of
meanings in a lexical matrix (Miller et al. 1993)




Wordnet

A database of words that are GI Obal WordNet

linked together by their

wora,

" v
semantic relationships ASSOCIatlon
A free, public and non-commercial organzation |
¢ N Of 1gS: 25 that provides a platform for discussing, sharing
and connecting wordnets [or all [anguages in the w
i f

More info GWA

Core concept

Words are grouped together as sets of
synonyms (Fellbaum 1998: 72ff.)

Synset: A synonym set; a set of words
that are roughly synonymous in a

given context

A prerequisite for the representation of
meanings in a lexical matrix (Miller et al. 1993)

Method
1. Choose four basic senses:

a) SEE, HEAR (non-controlled
experience / opportunistic
perception verbs)

b) LOOK; LISTEN (controlled
activity / explorative
perception verbs)

2. Collect the forms that lexicalize
these 4 senses

3. Retrieve the list of all the senses of
these forms (the total of the synsets)
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Wordnet

Method

4. For each form, check whether
the senses collected are
among its senses

5. Generate a polysemy matrix

These five steps are implemented in a
Python script that uses the Wordnet
module of the Natural Language Toolkit

8. (v} see {pecceive by sight or have the power to perceive by sight) "You have fo be
3 good abserver 10 32e all the delats”. "Can you see the bud in thal rea?” "He s
blind-he cannol see”

S vy undersiand reakze malise. see (parcene (an idea or Stuebon) mentalty)
Now | see!™ "I just can’ see your point” "Does she realize how impartant this
decision 1s7* "I don’t undersiand the idea”

S (v) witngss, find. see (pesceive of be comemporaneous with) V& found
Repubiicans winning the offices”; "You'll ses a lof of cheating in this schoo’”, "The
1960's saw e rebelion of the younger generaiion against sslabished tragtons”
wani 'o see resulls”

2. Iv) visuglze, visuaise, Snvsion. proiect iancy, see, figws pClus, Image
(imagine, conceive of see in one’s mind) ¥ cant see him on horseback!”, 7 can see
vihal il happen” " can see a sk i this sirategy”

S. (vi see, consider eckon view regard (deem to be) "She views this oute
differantly from me™ "I consxder her to be shallow”™ “! don' see the situation quite a8
hegatively as you do”

S:(v)learn hear, get word, get wind pick o, find out, geta lne dscover see (get
1o know or become aware of usualy accdentally) 1 leamed that she has Mo rowr-
up chidren” " see that you have been promoted”

2. (v) walch, view see calch lake 1 (see or walch) ‘view 2 Show on felewsion”
"This program will be seen all over the world™ "view an exhibition” "Calch a show on
Broaduay” “ses a mavia”

Image 1. A snapshot of Wordnet’s synsets of

(NLTK) the verb see in English
Language Form Sense
SEE UNDERSTAND WITNESS CONSIDER LOOK WATCH

English see 1 1 1 0 0 1
French regarder 0 0 0 1 1 1
Spanish mirar 0 0 0 0 1 1
Spanish observar 0 0 0 0 1 1
Spanish ver 1 0 1 0 1 1
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Wordnet

* Direct edges between perception verbs denoting non-controlled
experience (e.g., HEAR) and cognitive verbs (e.g., UNDERSTAND)

comiment
nte
o ndfice—_ =
r  tdke : listéR_in
obderve
® regardiye
take { _1ooks - wateh
determi e
thifk of
gaze

Figure 16. Semantic map for the
perception-cognition domain
based on the Wordnet dataset

belivld



Discussion

I. Areal patterns in CLICS
II. General discussion
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Discussion

@
R
8 ﬂ A o Verbs with meanings

HEAR; LISTEN

10
.l

Verbs with meanings
SEE; LOOK

Verbs with meanings
UNDERSTAND

Verbs with meanings
UNDERSTAND

> b @ @

20
|

L

L
®

E. T T T T
-30 -20 -10 0 10 20 30

Figure 17. HEAR/ LISTEN vs. SEE/ LOOK: A 2D t-SNE projection (van der Maaten & Hinton 2008)
of CLICS polysemy data
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Discussion: Areal patterns in CLICS

Macro-areas in CLICS

Africa
Australia
Eurasia

MNorth America
Papua

South America

m Coverage of the world’s languages in CLICS is biased towards certain
regions of the world (South American languages, languages of the
Caucasus, languages of Europe figure particularly prominently).

(List et al. 2014)
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Discussion: Areal patterns in CLICS I.

-10

-12

hear | listen see | look
-® . * Africa
i - » * Australia
# N L = Eurasia
- - & MNorth America
.‘ A -~ & Papua
[ | . * South America
1 ¢ ‘ S _
]
|
w Y ", o *
F >
) . <
— .. . o8 . o — i‘k . '- : - .
v K L X . :- 3
. " ‘ .; L ]
| ™ '
F Y —
A © .
s o
F.“‘ - ! ﬁ
] A M - A
'y
A = - ]
| T T I T | T T
10 -8 B - 4 6 8 10 12

Figure 18. A 2D t-SNE projection of the polysemy patterns of
verbs with meanings HEAR or LISTEN and SEE or LOOK from
the CLICS dataset

Verbs with meanings
UNDERSTAND



Discussion: Areal patterns in CLICS

Eurasia
f;g' )
w
E £ & . - 5
£ 535 %
fgcefjiietsiszigg
rear @B X X X X X X 2 XX X ®XX®X
@ XX XXX 7 X XXX XXXX N ..

now @ X XX XX 2 XXX XXX X X
Iisten..XXX?XXX X X o X o8
oey @I XX X 2 XX XX XXX X
seek_look for .X X 72 X X X XX X X
smell..vb.intrans. . >< 7 >< X >< X >< >< x >< L o=
smetlwrans. (@) 2 X XXX XXX X
taste.????????-ﬂ
understand .X HKAXAXX XX
get..obtain . KX X X X [
meet .X XX X
look. look at . XX X X
find .X x X 08

read . x X

Figure 19. Correlations between = @ X |l
different meanings in Eurasia e=m ()

- 04
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Discussion: Areal patterns in CLICS

Papua

g
s B £
m.xxnx?x?xx?XIx?.? |
“@XXX @ @X XXX X+ .
hm.XX?X?X.?IXX?X?
|w..7 r XX 2 XIHX @ - 08
wer @) 7 X 2 XX 7 XXX 7 M
sekcakfor..?????????? P
S'nel..\.-b.u‘trans.. ? .X 7 XX X 2 X 2 .
smel..'.-'b.t"ans.. P ? 0?0?00 7
wc @X 2 XXX = X 7| |
Lmde'stand. 2 XX X 7 X 7
-get..-ar>tar. 7 0?2 2 2 7 2 [
"neet.xx 7 X 7 ..
ock..l-::ok.at.x 2 X 2
Fnd.? X 2 o8
TEEG.? ?
see.? -0.8

Figure 20. Correlations between seen (@)
different meanings in Papua

-1



Discussion: Areal patterns in CLICS

South America

EEE _
£ 3¢ E8§ 3
e @X X @X X+ XX o XX0oX@X
e @X XXX 2 XOXXXXXXXX ..
o @) X X X 7 X X XX X X X X X X

r XXX XXOXXOX & e
ObE"f.X HXXXXXXXXXX
seek..c-::k.for. ? X >< X >< X >< X X >< X
smell_vb.intrans. . 0 S I A e A A S O o 4
smell_vb.frans. . X >< X >< X X >< X
taste.XXXXXXXX L o
understand . X X >< X X X X
oet.ontain (@) XXX XX X | [
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General discussion

m The colexification patterns presented here are typical
Greenbergian implicational universals.

m The three samples show some stable patterns

= The indirect connection between SEE and HEAR that are mediated by
cognition verbs

m The direct connection between perception verbs denoting non-
controlled experience and cognitive verbs

m The areal impact is difficult to establish besides some limited cases
(cf. SEE)

= Smaller areas might provide more insightful results (provided that we
have an adequate sample).

= Statistical significance is difficult to reach with the ‘small” samples at
our disposal



General discussion

m A sample of areally related, but genetically diverse languages
(with enough languages in each family in order to reach
statistical significance) would be the way to go in order to
investigate further these questions (i.e., beyond semantic
factors).
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